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Abstract

Mesh-free methods are becoming popular in the maiengineering fields for their ability

to handle non-benign fluid flows. Predictions oipssimotions made using mesh-free methods
need to be validated for benign conditions, suctegslar waves, before progressing to non-
benign conditions. This thesis aims to validaterdgsponse of a ship in regular waves by the
Smoothed Particle Hydrodynamics (SPH) mesh-fredaukt

Specifically, the SPH technique uses a set of poiation points, designated SPH patrticles,
located at nodes that track the centre of diséheite volumes with time. As part of this
research a set of simple rules was establishesttid the free surface of the fluid based on
the location of the SPH patrticles. These simplesrwere then used to validate the
hydrostatics of a ship floating in the fluid, idéying the vertical location of the water line to
0.22% of the Design Water Line length.

The propagation of regular waves in SPH has hsityyi been problematic, resulting in
diminishing wave height with propagation distan¢e this study, non-diminishing deep-
water regular waves were generated in a shallolwhgmmoving segments of the floor in
prescribed orbital motions, a technique developethe researcher and hereinafter called the
moving-floor technique. The resulting waves showedliscernible loss in wave height with
propagation distance, and were computationally refireient than modelling a full-depth
tank. The resulting surface profiles of the wawese within + 5% of the theoretical values,
while the velocity and pressure profiles were withil0%.

The pitch and heave transfer functions for a rooifgke high speed displacement hull form at
Froude numbers of 0.25 and 0.5 were predicted wsawgs in SPH developed by the
moving-floor technique. These predictions were carag to transfer functions obtained
from experiments in a towing tank. The resultsaot®d using SPH generally under-
predicted the experimental results by about 10%bipas much as 50% at peaks or at high
frequencies where the responses were small. Re&siothe under-prediction by the SPH
technique are discussed in this thesis.

The outcomes of this research demonstrate thatswitie refinement, the SPH technique
should be capable of accurately predicting the omgtiof a ship in regular waves. It is hoped
this work will serve as a stepping stone to explut flexibility of the SPH technique to
analyse any shape hull, to be applied to non-lineates, and to be coupled with a structural
solver.
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1 Introduction

1.1 Motivation

The motivation for this research was to exploreube of a generic hybridised mesh-free and
finite element method as a universal tool for thedpction of the structural response of a
floating structure to waves.

The vision was to have one software tool that gadipt both the global motions, and the
global and local structural response, including dgey of a floating, or sinking, structure
subjected to any wave scenario. Such a capahitis/envisaged to be useful to the
assessment of not only monohull vessels, but aldohull and small water-plane area twin
hull (SWATH) vessels, submarines, off-shore streeguhigh-speed and lightweight vessels.
It could also turn out to be useful in the inveatign of the response of structures which
accidentally found themselves in or on the watechsas ditching of aircraft or helicopters,
or the human body itself in a boat subjected tbevibwave forces.

In practise, validating the vision was a bold tds&nce, the research presented here has
focused on establishing the groundwork for theovidiy:

a. restricting the scope to that of a rigid-ship motiesponse in regular waves; and
b. comparing these results to tank tests and linemryhpredictions.

The vision to have one software tool to conductcmplete hydrodynamic and structural
response prevails. It is hoped the work herelvaltontinued, and some recommendations to
achieve this are presented in Chapter 9, Futur&kWor

1.2 Aim of the Current Work

The aim of the current work was to build confidentenesh-free methods by comparing the
numerical simulation predictions to conventiong@gnerated results from model towing tank
tests and linear theory. One specific hull at 8peeds in regular head waves has been
compared.

The hull form used was a hull developed by the falisin Maritime Engineering

Cooperative Research Centre (AMECRC) as part af High Speed Displacement Hull

Form (HSDHF) Systematic Series. The specific blatisen was the model known as the
AMECRCO09. This hull is typical of a generic higbegd naval vessel. The results used for a
baseline are those from the work of Macfarlane lagws (1999).
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1.3 Approach to the Present Work

Mesh-free methods are emerging in various secfdisgeanaritime sector but are not yet
commonplace. As they are not commonplace yetnpgbeu of simple steps were taken in this
research to build confidence in the mesh-free agmgtrdor ship motions. Exploring the
buoyant force on some submerged shapes in twahaee dimensions with this mesh-free
method allowed some hydrostatic concepts to belatdd. Next, the simulation of the
classical dam break scenario provided some vatidaif the method’s ability to handle
various free surface conditions such as splashtanohteraction between the fluid and a
rigid body.

Non-diminishing regular waves in a mesh-free fldanain have not been demonstrated
previously in the literature. A novel techniqueatthieve such waves in a mesh-free domain
has been developed in the course of this resea@hehwaves developed by this approach are
presented for a variety of wave frequencies.

Finally the mesh-free predictions of motions faressel in regular waves will be presented
and compared to results for the same vessel indolwtesting and from an industry-standard
linear theory panel method.

1.4 Use of a Robust Code

One of the underlying ideas behind this researchtowvaise well-proven, commercial
software tools, and in particular to be able ty @i their underlying robustness. The key
feature here being that the commercial softwartstaie reliable in their execution and
implementation, yet their use within the maritimatérnity is new, such that the techniques
for producing reliable results have not been dernatesd to the industry. That, to some
degree, is the essence of this research: the geweltt and demonstration of techniques to
deliver reliable results.
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2 Theoretical Background

2.1 Mesh-Based Methods

The traditional numerical analysis of a fluid’s @ynical behaviour over time relies on the
subdivision in space of the fluid into smaller @e¢hat can be analysed individually (Liu
2002). The behaviour of the system of smallergsdaken as a whole over the time-frame in
guestion then describes the original complete syside process of producing these smaller
pieces is called discretisation, which involvesubke of cells or elements to represent either
the fluid body, a Lagrangian discretisation, or $pace in which the fluid resides, an

Eulerian discretisation. The resulting elementsaahmesh” that represents both the geometry
of the system and the connectivity of each elertieein to its neighbour(s). In a

Lagrangian system, the mesh moves with the fluidhis approach the free surface will
always be at the interface of two specific elememt filled with water the other filled with
gas. In an Eulerian system, the fluid is mapped tm¢ mesh, and the fluid then flows
through the mesh with time and the location offtee surface will be defined by the
proportion of fluid and gas in any specific element

The governing equations for the system, based iogiples such as the conservation of
mass, energy and momentum, and expressed as wiifé¢@nd partial differential equations,
are written to address the changes for any sirgll@celement. While these equations will
be similar for both the Lagrangian and Euleriarteays, there will be differences because of
the different frame of references used.

Due to the different approaches being employedetisean inherent difference in the ability
of the two systems to solve specific problems @md Liu 2003). When tracking the location
of a moving free-surface or the interface of twdemals is the aim, the Langrangian
formulation is best as the mesh moves with thefetes. This is reliable up to the point the
movements begin to severely distort the shapeeéliments, and numerical stability may
become a problem due to irregular shaped elemé&imisthe Eulerian system the mesh does
not distort, but instead additional computatioresraquired to accurately locate the free
surface or interface within the mesh elements.

When large mesh distortions become a problem fot_#grangian formulation it is possible
to thenre-mesh the fluid with an undistorted mesh to permit thenputations to continue.
Without making light of the intricacies of the task-meshing is basically the mapping of all
variables from one mesh onto another mesh in swedyahat any errors induced will be
small. The final mesh should ideally be more umif@and consistent in element size and
distribution, and hence have more favourable nurakproperties than the original mesh.
However, re-meshing will almost always require ¢desable computational effort, and there
is often some loss of information from the systéat will diminish the accuracy of the
solution (Liu and Liu 2003).
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2.2 Mesh-Free Methods

Mesh-free methods define a system by a set of pthatt are able to move around the
domain, instead of a mesh of elements, or cellssogiated with those points are various
properties. The governing equations for the systestribe how the points interact with each
other, taking into consideration those properties.

As the points are discrete, with no connectivitytteir neighbours, one of the advantages of
mesh free methods is their ability to handle laggemetric distortions of the original
configuration and remain numerically stable.

A specific field of mesh-free methods is the sdexthMesh-free Particle Method, or MPM,
where a finite number of points is used to tracthlibe state of the system and the motion of
the system. One of the most developed of theskadstis the Smoothed Particle
Hydrodynamics (SPH) technique. This was specifyoddlveloped as a system of discrete
particles to describe a continuum system (Liu aid2003). Importantly, the SPH method is
a Lagrangian method.

Liu (2002), Vignejvic (2004), Nguyen et al (2008)daLiu and Liu (2010) provide a
summary of the many, more commonly used, meshnfietbods available such as the
Element-Free Galerkin (EFG) method, the Reprodukiaignel Particle Method (RKPM), the
Point Interpolation Method (PIM), the Moving Paléi&Semi-implicit (MPS) method, and the
Finite Point Method (FPM). In this work the SPHshdree method has been chosen
exclusively as it the most mature of the mesh-fne¢hods available, based on the volume of
published papers.

2.3 Formulation Principles for SPH

This section outlines the fundamental mathematitseoSPH formulations and is based on
the book by Liu and Liu (2003). These formulati@ne the same as those set out by the
originators of the technique Lucy (1977), and Gidgmd Monaghan (1977), and are the
same as those which are employed in the commeaiavare code PAM-CRASH (2009)
which is used for this research, henceforth refetoesimply as ‘the software’.

The SPH formulations are developed in the forrmtégrals in Liu and Liu (2003), and then
converted to a discrete particle representaticvesit to numerical methods. The description
here commences with the interpretation at the elisqrarticle level.

2.3.1 Particle Approximation

A key feature of the SPH method is its ability gsdribe a material property at some specific
point by the smoothed and weighted average of ahge\vof that property at its neighbouring
particles. This would be an integral over the dionaéd the function for a non-discrete or
continuous system. However, herein, it must beesgted as a summation of the particle
properties, and so is termed the particle approana
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Figure 2-1 Smoothing function,W, for particle i in a 2-dimensional domain (Liu and Liu 2010).

Referring to Figure 2-1Q is the domain of integration anilis the smoothing function that
is used to approximate field variables at sometpoiithe field variables of all theparticles
within the cut-off distance of*h fromi are averaged by the weight of the smoothing
function. This cut-off distance is the smoothiegdthh multiplied by an appropriately
chosen constamrt The extent of the domain within the cut-off dista is termed, the
support domain dfV. Note that the magnitude @ depends on the distance between the
points, and habk as a parameter.

The smoothing function W is chosen such that:

a) the integral over the domain is unity, the nornal@n condition;

b) as the smoothing length goes to zero, not onlytivdlvalue of the function approach
infinity but its integral is still unity, the deltainction property; and

c) the value of the smoothing function at a distarmeaigr than the smoothing length
away from the central point, is zero, the compappsrt condition.

In this way the field variables are represented@idulated by means of the points and the
smoothing function. The material itself can algosbmilarly represented by assigning a
volume to each point, and then using the smoothingtion to find the local volume based
on its neighbours by means of the smoothing functidhis will now be used to summarise
the characteristic equations.

The representative mass of each particle is thenwelof each particle\V;, multiplied by the
density of each particlg; , for each of the¢ particles within the support domain, as follows:

m = AVj.pj 1)

The particle approximation for the integral of fbactionf(x) at particle then becomes:

f&) = X, f(x) W(x — x5, h)AV; (2)
= X ?—;f(xj) W (x —x;,h) 3)
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Using < > to denote a particle approximation, ihisn given as:

<f00>= EL () Wy (4)
And
Wij = W(xl- — .X'j, h) (5)

Equation (4) is the essence of the SPH techniqitestetes that the value of a function at
particlei is approximated by the average of that functioallahe particles within the support
domain of particle, weighted by the smoothing function.

Derivatives of the functiof(x) are found by approximation also. They can be esga@ as:

Where

Xi—X;j 6Wij _ ﬂawij

VW = (7)

rij 6Tij rij 6Tij

Another key feature of the SPH technique is thdicapon of Equation (6), where it is stated
that the derivative of a function at the particle approximated by the average of the values
of the function at all the particles within the popt domain of particlg weighted by the
gradient of the smoothing function. The importemcept to note here is that it is not the
derivative of the actual function which is beindccdated, but instead is the derivative of the
smoothing function. Hence the evaluation of thevd¢ive of an unknown function may be
simplified by using the known derivative of the sttung kernel. Often the smoothing
function is chosen such the derivative is easilgudated.

2.3.2 Support Domain and Influence Domain

The previous section used the tesupport domairto describe the region which is considered
when determining the local value of a function.

The support domain can be centred somewhere iregpatmay or may not coincide with
the location of one of these particles. It is imaot to remember that the function values at
that point in space are approximated by considehagalue of the function at all the
particles within the support domain.

Another common term is thefluence domainvhich is the region over which a particle
exerts its influence.

In contrast to the support domain, the influencedim must be associated with a particle,
and thus it represents the domain over which thgtgbe has influence.

Although similar, these two concepts emerge comgnonihe literature (Liu and Liu, pp 46
2010) and lead to different ways of coding and enptnting the SPH formulations.
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2.3.3 Navier-Stokes and Euler Equations

The Navier-Stokes equations are a set of partitdrdntial equations that state the
conservation of mass, momentum and energy forc flinese are defined in the Lagrangian
form consistent with Liu and Liu (2003) as:

Continuity:
bp_ _ 000
Dt 'Daxﬁ (8)

Momentum (free of external force):
Dv? _ 130%F

Dt p 9xP ()
Energy:

pe _ o% ov® 10

Dt p 9xP (10)

(The superscriptg andg are used for the coordinate directions, and summater repeated
indices is implied.v is velocity andy is displacement in the respective directions.)

The total stress tensord¥ and composed of two parts, one part the isotrprgssure p, and
the other, the viscous shear stress due to dynasaasity,u, as follows:

o = —psf + b (11a)
with,
7% = b (11b)
and,
B a
gth = 2 2y \)5aB (11c)

ox“* oxB 3

When the viscous component is considered negligib&Navier-Stokes Equations without
viscous term becomes the Euler Equation (Liu and2003). This affects the energy
equation leaving only the pressure component ésxel

be _ _pv°
Dt poxP (12)

In particle approximation form, the expressionsraow as follows:
Continuity:

Dpi _ N B IWi

Dt Jj= Lj (13)

Momentum (after some manipulation, refer Liu and 2003):

Dv;-l N (pi pj> aWij
=1 1
Dt J T\ p? p]z axy
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Energy:

De _ 1N pi , Pj\,B Wi

e~z =1y (p_iz + p_]z> ewa (15)
Where

vij = V; — Uj (16)

Liu and Liu (2003) note that the removal of thecaisity term in these equations describes an
inviscid fluid, with the resulting equations theedoming simply the Euler equations. It
should be noted that the software used for thisare$ solved the Euler equations.

Liu and Liu (2010) state that many of the earlyoaltnms did not conserve linear and angular
momentum. The momentum equation stated here iatiequl4, and that employed in the
software used for this research, does conserve mioimeas the smoothing kernel is
symmetric with respect to interchange of the pkeriicdex.

2.3.4 Artificial Viscosity

Artificial viscosity is a numerical term introducediginally to control the calculation
problems associated with shock waves (MonagharGamgbld 1983). The problem was that
the shock front was typically very much smallentliae particle size, and so instabilities
resulted. To overcome this, the effective widthhaf shock front was stretched by increasing
the apparent viscosity.

For the Euler Equation where there is no real \@ggderm, the velocity of the patrticles is
modified slightly by the addition of the artificimiscosity term to the momentum equation as
follows, Wherel'Iij is the artificial viscosity term:

oW

(17)

Dt

2L —3N m (”L+ +1'[l])

The most common form of the artificial viscositytigt proposed by Monaghan (1985), and
aptly called the Monaghan artificial viscosity. Tieemulation is as follows:

2 ci+c
My = (a7 + fuy) (18)
Where:
wi—vj)(ri-rj)
Sy T =) (- ) <0
Uij =
O, ﬁl—vj)(n—r])ZO

Wheren is a factor to prevent numerical divergences wiagnparticles are approaching
each otherg is the speed of sound,s the smoothing length ands the velocity particle
vector.
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In Equation (18) the andp terms are called the alpha and beta constantedtrtificial
viscosity. Monaghan, Thompson and Hourigan (1%%e that these two terms control the
shear and bulk viscosity respectively, and thastiesar viscosity is approximately equal to
the product of;, the smoothing lengtind the speed of sound.

2.3.5 Equation of State

Throughout this research, one variant of the maaglifications of the original Murnaghan
equation of state (Murnaghan 1944) has been uBkéd.form used states that the presgure
is given by:

p=rpo+ B((£) -1) (19)

Specifically,p/po is the ratio of the current mass density to thigalrmass density, angdis a
constant equal to 7 for most applications (Monagh&ompson and Hourigan 1994.is

the bulk modulus of the material and is often chaseproduce a sound speed at least 10
times higher than the maximum (expected) fluid e#jo This implies that the Mach number
of the flow will remain less than 0.1 which limitse density variation to about 1%, which is
deemed to be a pragmatically acceptably densitgufation that maintains the quasi-
incompressible nature of the flow regime (Monaghidmgmpson and Hourigan 1994). The
Mach number also influences the time step (seed®e2t3.9) and hence the overall
computational effort required to complete a simalabf given duration, and so this
determination of the minimal Mach number to retgsential flow characteristics is a
convenient tool for reducing computation time.

A cut-off pressure is included in the implementatad this equation of state in the software
as a simple cavitation model. In this role when phessure of the material equals that of the
cut-off pressure, the material strength is reduoegkro.

Another commonly used equation of state is thermmiyial equation of state:
p = Co+ Ciu+ Cou? + C3p® + (Cy + Cspt + Cou®)E; (20)

WherekE; is the internal energy art} to Cs are material constants and the tefas” and
Ceu’ are set to zero if :

p<0;u+1=p/po

Toso (2009) studied the impact of deformable stmest on water using SPH to represent the
water, and found very similar simulation resukk$wren these two equations of state when
similar properties were used in each. Toso (2085 reported that good correlation with
experimental results was maintained with a sigaiftareduction in computation time when
the speed of sound was reduced in the Murnaghaatieguollowing the guidelines of
Monaghan, Thomson and Hourigan (1994), howevecdtineelation between experiment and
prediction by SPH deteriorated when the speed wfidavas reduced further.

For simulations of benign events, such as a shymgdhrough waves (without excessive
slamming), the duration of the simulation may neegdroceed for minutes of real time
compared to fractions of a second for an impachev€onsequently the Murnaghan
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equation of state is preferred for its ability tvk a larger time-step and has thus been
chosen for this research.

2.3.6 Density Re-Initialisation

Density is commonly approximated by the particlpragimation method. Density is vital
for calculations in fluid dynamics, as many of ggations of state used to define a fluid
contain a density term (Liu and Liu 2003).

A representation of the density in particle form is
pi = Xhoy miW;; (21)

This definition encounters problems when the plrig close to the domain boundary, as the
cut-off distance of the smoothing function will ertl beyond the domain, effectively
including a partially null volume. The consequen€éhis is the calculation for the density
will be incorrect.

As noted in Liu and Liu (2010), a common way tor@eene this resulting error is to
normalise the smoothing function at the boundaryhigysum of the smoothing function
truncated to the domain limits. Recall from Sect08.1 that one of the features of the
smoothing function is that the integral over itpgort domain is unity. Hence, if the integral
is not unity, then the result is scaled accordinglfis preserves density at the boundaries.

Fluctuations in density are commonly seen in vaiS®H formulations (Rogers et al 2009).
A common technique that overcomes these fluctuati®the re-initialisation of the density
field using a Shepard filter (Shepard 1968). Udhmg filter, which is an interpolation
function, the density is periodically reinitialisaed:

B = S mW, (22)
Where:
P Wi
W, = Zﬁ;/ (23)
o U

Equations 22 and 23 state that the individual dgmgisome particlé is reinitialised to the
total average density across the domain. Suchitiehisations done regularly during the
time-frame in question leads to smoother densiggignts, which in turn then leads to
smoother pressure gradients throughout the domajnestion. The default interval for
density re-initialisation in the software used hees every 20 time-steps.

2.3.7 Anti-Crossing Parameter

The anti-crossing parameter is a modifier to thiéigla displacement that assists in
maintaining order amongst particles in high-spéed aind is particularly useful for free-
surface problems (Monaghan 1994). Termed “XSPK&, af the parameter produces more
stable simulations and prevent particles from pastirough one another, by modifying the
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displacement of particular particles such thatrtiaelocity is closer to the average within the
smoothing length of that particular particle (PANRESH 2009). The particles displacement
is modified, conserving momentum, according to:

dT'i_
E_vi-l_ SZ]'

MOy (24)

Pij

Specifically,¢ is a factor between 0 and 1, with a value of 6unfl to work well for many
scenarios (Monaghan, Thompson and Hourigan, 199dly;; is the density of particle
relative to particle.

2.3.8 Smoothing Length

The smoothing length is a dimension that, in cocfiom with the parameterdescribed
earlier, determines the cut-off distance of the paat support of the smoothing function.
The larger the smoothing length, then the largat tthe influence domain of a particle will
be, producing more gradual changes of parametéhsdigtance, thus making for a more
viscous-like behaviour, in the case of fluid motion

Formulations for compressible fluids can employaaable smoothing length that aims to
maintain a constant number of neighbours withincdleulation, thus ensuring effective
smoothing behaviour of the material propertiesr &quasi-incompressible fluid however, a
constant value may be used (Monaghan, Thompsoilandgan 1994).

2.3.9 Time step

The behaviour of the fluid over time will necesiamvolve some form of time integral. The
increment in time used therein between consecotl@ilations is termed the time step. The
original SPH formulations from 1977 of Lucy, Monaghand Gingold did not include a
discussion of time step, but this is an importamieed a fundamental and critical, feature of
any numerical solution. The rules shown here aset on the requirements for a stable
implementation of any time integration within treftavare used for this research.

The time step must be such that:

a) a shockwave moving through a material does noetsgvmore than one element in a
time step; and
b) moving SPH patrticles do not pass through each atheetime step.

The first requirement is fundamental to dynamidysia by ensuring that all transient data
relevant to that shockwave is both captured anchtaaied in the calculation at every time-
step. The second ensures that all collisions apeuced by ensuring the distance traversed by
any two moving particles is less than the distdreteveen the two, such that the smoothing
rules fundamental to the SPH technique can taleeteff

For fluids, a shockwave travels at the speed ohdan the material, given by:
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c= |2 (25)

At, = e (26)

A more accurate determination of the critical tistep considers also the artificial viscosity
parameters and particle velocities, as definedoimhardi et al (1999) as;

. h;
AtSPH = min; <Ci+1.2aci+1.23 Max]-|uij|) (27)
Where:
¢ = speed of sound at particle
uij = as defined for equation (18)

The speed of particles approaching one anothehalsdo be considered to ensure that no
collisions occur within a time-step. This calcidatis similar to Equation (26) in that the
smoothing length is the critical distance, exceptparticle velocity is used in place of the
speed of sound. This time step is usually orderaxinitude lower than the time step
determined by shockwave rule, as the particlekiid motion are usually travelling at much
less than sonic speeds.

The software employed for this research also ap@li€ourant-like condition to the smallest
time step to ensure convergence and avoid ingiabiPAM-CRASH 2009). This involves
multiplying the smallest time-step by a factor tgily less than unity.

As both the material properties, the smoothingtlergd the minimum distance between any
two particles may change with time, the time-stépaiso change throughout a simulation.

In the software used here, safeguards to ensuigiamom time step can be defined by the
user, or similarly the simulation may cease iftihee step becomes less than some
predefined value.

In summary, the time step for a group of SPH plagics determined by:

- the smoothing length of the SPH particles, and

- a Courant-like factor, and

- the speed of sound in the material the SPH paisalepresenting, or
- the maximum speed of the patrticles.

2.4 Rigid Bodies in SPH

The SPH technique has been applied to many fluidsahd mechanics applications (Liu and
Liu 2003). Lobovsky and Groenenboom (2009) haveatestnated that both solid and fluid
materials can co-exist when described by SPH teclesi, i.e. the equations can handle both
materials at the same time in the same solutiotimeu
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For studies of fluids and rigid bodies, a rigid pdxbing a body for analysis purposes that is
considered perfectly rigid, the rigid body is tygly made from SPH particles that are tied
together to represent the shape of the rigid baslyn Figure 2-2 from Gonzales et al (2006).
Note that in Figure 2-2 the SPH particles are sidgfitly small compared to the ship so as to
be not recognisable individually, but visible agx@tured continuum.

Figure 2-2. Rigid bodies such as ships can be defd by a set of connected SPH particles.
(Gonzales et al 2006)

For three-dimensional shapes, such as ships,rdmiesentation by discrete particles is
tedious to generate, and requires quite smallgbestio accurately reveal the features. A
much more convenient way to represent the ship isé a series of connected panels and
stringers and frames as would commonly be useth&structural analysis of that ship by the
Finite Element Method (FEM). Often this type okdeption of the hull already exists, or is
very easily exported from ship hull design softwakence, it would be convenient to use
this panel model of the hull directly in an SPHvso!

Johnson et al (2001), Ubels et al (2003), Cartvirggtal (2004a and 2004b), Lobovsky and
Groenboom (2009), and Vignevic and Campbell (200822009b), demonstrate software
that include solvers for both SPH and finite eletaavithin the one package. Typically, the
fluid behaviour is modelled by SPH, with the sturet behaviour modelled by the FEM.
The software employs a time step that considets et SPH and FEM requirements
enabling a stable solution for the fluid and threcure to be solved at each time step, and
enables interaction of the SPH particles with thiégef elements. This is in contrast to the
use of two independent stand-alone solvers, onthéofluid and one for the structure, which
then require an exchange of data between the tiversat periodic intervals to achieve full
fluid-structure interaction (FSI).

Once finite elements are included in the solvex,dhisting library of robust finite element
material models, including non-linear material deéfons and material failure definitions, are
able to be employed simultaneously with the SPHyarsa(PAM-CRASH 2009). Combining
structurally deformable materials with fluids eredbtomplex problems such as hydro-elastic
analyses to be performed within the one softwaokgge (Toso 2009, Lobovsky and
Groenenboom 2009).
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2.5 Interaction of SPH with Finite Elements

The interaction of the SPH patrticles and finitengats is controlled by a sliding contact
interface, allowing sliding interaction, but notngdration.

Bourago and Kukudzhanov (2005) present a summasiidihg contact interface techniques.
In summary, such interfaces enable elements notexted by a mesh to slide past one
another without penetration.

Many of these sliding contacts use an artificialpplied penalty force to prevent elements
from sliding through one another. A developmenthas sliding contact to cater for the
discrete particles interacting with shell-type tenelements is described in Lobovsky and
Groenenboom (2009), and is similar to the algorigmployed in this research (PAM-
CRASH, 2009). A review of contact algorithms f@ewbetween finite elements and
boundary conditions is presented in Groenenboorhl(R0

The penalty force sliding contact algorithm perferantest for SPH particles that have
penetrated within a predefined distance of thel gheinent called the “contact thickness”.
Any particles that are within this contact thickeiésve a penalty force applied to them that
is proportional (user-defined to be linear (defaaitnon-linear) to the depth of penetration.
The force is normal to the face of the shell eleifi@ce and pushes the particle away from
the shell element. Particles further away tharctirgact thickness experience no force from
the contact. As the penalty force is proportionahte penetration depth, the sliding contact
acts like a spring, such that for a particle tsatantinually forced against the shell, say due
to hydrostatic pressure on the bottom of a ship kglilibrium is only achieved with a small
degree of penetration. Typically the penetratimngquilibrium are very small, a fraction of
a percent of the contact thickness, so that thetpeion is negligible on the scale of the
particles and the finite element.

Sliding interfaces may also include friction law$e software used for this research includes
a variety of friction laws (PAM-CRASH, 2009), rangifrom classical Coulomb friction,
friction dependent on either pressure or velocitpath, friction described by standard
mathematical functions, through to directionallypeéedent friction and even user-defined
friction models. This research used effectivelsoZeiction between the finite elements by
selecting the default Coulomb friction law and tlsprecifying a coefficient of friction of

zero. This approach may need to be reconsidesgsicibus effects such as drag on the body
are to be considered.

2.6 Symmetry Conditions

Symmetry is an option available along the majobgl@axes through the use of ‘ghost’
particles in the software used for this reseaidtinen symmetry is selected, a ghost particle
is created across the symmetry plane for eactpegtitle within a smoothing length of the
symmetry plane. The ghost particles are assigreddrgaroperties equal to the real particle
and mirrored vector properties to ensure cons@natcross the symmetry plane. This
treatment improves the behaviour of the real pladiat the border by overcoming issues of
the smoothing kernel introducing errors by extegdeyond the computational domain into
a region of no particles (Liu and Liu 2010).
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2.7 Alternative Momentum Equations

The scenarios studied in this research considéedtie presence of air on the free surface
of the water is negligible. Consequently the ais hot been included in the SPH simulations.

For situations where the presence of air is impdysuch as accounting for the cushioning
effects of air in a slamming event between a stinecand water (Kalis 2007), the momentum
equation of Equation (14) does not work well. Téason being the density of the fluids
becomes smeared at density inhomogeneities, thirgygpurious results (Liu and Liu

2003). The alternative momentum equation is moitalsle for these situations as follows:

Dv{ N pitp;\ oWi;
PV — g o, (PRI 2 28
Dt j=1 ](pi.pj oxf (28)

2.8 Scaling of SPH Particles

In numerical simulations it is often necessaryde 6PH particles of different size. Reasons
for this could be any of the following:
a) the domain size is made larger but the number &f f#tticles need to remain
constant for reasons of CPU effort, or
b) a material calibration that includes the SPH patanset was performed at one
size SPH patrticle, but a different SPH size hdsetased in an application,
possibly due to a)
c) the response of a ship model in flooding requines $PH, yet the same ship
model with forward motion in large waves will alse conducted requiring much
larger particles to maintain a manageable model(siamber of SPH patrticles).

To ensure the SPH particles have similar behavionumerical models of different scale,
the SPH parameters must be scaled according fadtas listed in Table 2-1. This table
provides scaling factors according to Froude sgalin

Table 2-1 Scale factors for SPH Models.

Parameter Scale factor
Linear Geometric scale S

Bulk Modulus of Fluid S
Alpha coefficient of artificial viscosityy;, 1/(S)
Simulation time \(S)
Timestep \(S)

Note that thex term is a factor that has no units, however itines scaling as it is used in
the artificial viscosity expression (Equation 18t consists of other parameters of
dimension that do not scale according to FroudkrgraThe scale law quoted here tor
maintains viscosity equivalence at the new SPHgrspacing.
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2.9 Key SPH Parameters

For the Murnaghan equation of state (Equation A& has been used throughout this
research, the key SPH parameters that have bedrnhrseghout this work are given in
Table 2-2.

Table 2-2 Typical values of key SPH parameters.

Parameter Description Typical Value
Smoothing Kernel Type Smoothing function Cubic Bl
Smoothing Length to Radius Defines the sphere of 1.6 — 2.5 with a value of 1.8
Ratio influence of a particle used in this research.
Atrtificial Viscosity Terms:
Alpha Controls shear viscosity 0.02 for fluids
Beta Controls bulk viscosity
Anti-Crossing Force Modifies particle velocities| 0.02
and helps with stability
Bulk Modulus Influences the Mach numberUp to 2.2e9 Pa for water, but
and hence the time step of thgypically 2.2e6 Pa for benign
simulation waves.
Density Re-initialisation Reduces density fluctaas | Every 20 time steps (default
in the domain value).

The values in Table 2-2 are based on the sengistuidies performed in the same software
(Kallis 2007), with small changes based on the @iglown experience.

As noted in Section 2.3.9, the bulk modulus ofrttaerial influences the speed of sound in
the material, and consequently the time-step. aFgiven duration of event that is to be
simulated, the number of time-steps will influetice time to complete the simulation (as
does the number of particles in the calculatiofig)pically it is desirable to complete the
calculations as quickly as possible, so havingegel a time-step as possible is of interest to
provide efficient solutions.

Monaghan (1994) states that if the speed of saaid@x that of the highest anticipated speed
of the particles in the model, then the behaviduhe fluid remains stable and is suitable for
the simulation of the bulk flow of the fluid. Hemthis rule allows a reduced Bulk modulus
to be determined based on anticipated velocitieg,will allow a large time-step and the
rapid completion of the calculations.

2.10Summary of Theory and Implementation

Mesh-free methods are highly customisable, sudhntlaay of the implementations discussed
in the literature have been developed for particapgplications within the field of fluid or
solid mechanics problems.

This chapter has introduced the most common SPHi+nes formulisations for fluids.
Where relevant, detail has been provided on theifspeanplementation in the software used
for this research.
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Mesh-free techniques, including SPH as used withigwwork, are not as mature as the more
traditional Finite Difference (FD), Finite Volum€&Y) or FEM techniques for fluid and
structural mechanics problems. For this reasoretisestill much development being reported
in the literature in the use of these methods éensngly common applications such as water
flow.

The inclusion of finite elements with mesh-freeveos employing sliding algorithms is a
powerful capability that conveniently allows stu@l components to be included in an
analysis involving fluids. This has enabled complétid-structure interaction to be
analysed, including the study of hydro-elastic véta (Lobovsky and Groenenboom 2009,
Toso 2009).
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3 Software

The software used throughout this study has beendmmercial code PAM-CRASH from
ESI Group, France (PAM-CRASH, 2009). The use efdbftware has been made available
through the Australian distributor Pacific EngiriegrSystems International, Pty Ltd in
Sydney (trading as Pacific ESI Pty Ltd.)

3.1 PAM-CRASH

PAM-CRASH is a general purpose finite element ootk an explicit solver optimised for
dynamic, strongly non-linear structural mechaniB&M-CRASH contains finite element
formulations for thin shells, solid elements, meamas and beams with material models with
plasticity and failure for metals, plastics, ruldydoams and composites. Robust contact
algorithms are available in the code enabling tleeeliing of dynamic contact between
various parts within a model. A Smoothed Particlgtedynamics (SPH) solver is
incorporated into the explicit PAM-CRASH solverabting both finite elements and SPH
elements to be used and solved simultaneouslyeisdme model. The solver is able to run
on multiple processors to achieve reduced compuntaitnes.

The origins of the SPH solver within PAM-CRASH amecommercial work for hyper-
velocity debris impact analysis on spacecraft aatidtic protection in the mid 1990s
(Groenenboom 1997) In the late 1990s the SPH rabtaws were extended to include fluid
laws for the application of bird-strike, fuel slash and explosives (PAM-CRASH, 2001).

Continual development of PAM-CRASH focuses on thtaust implementation of advances
in the field from public literature, ensuring conipdity with the existing software and
material models. The direction of the softwareedepment is driven by customers who fund
specific development, and topic-based researclegiofor which funding is received on a
competitive basis.

The features of PAM-CRASH SPH features are liste@lable 3-1. (PAM-CRASH 2009).

Pre- and Post processing of the PAM-CRASH fileslie®en performed using the Visual suite
of software also from ESI Group (Visual, 2009).
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Table 3.1 PAM-CRASH SPH Features

Material models available for SPH Murnaghan Eaquratf State (Equation 19)
Polynomial Equation of State (Equation 20)
Elasto-plastic with damage
JWL Explosive
Johnson-Cook

Kernel functions W4 B-Spline
Q-Gaussian
Quiatrtic
Quadratic
Cubic

Quartic Spline

Smoothing Lengths options Constant or variable

Artificial viscosity in tension Flag to turn on off

Symmetry planes by ghost particles Aligned to glaoard axis

Momentum formalism options Options for co-existen€@omogeneous or
inhomogeneous material

Density re-initialisation By use of a Shepherdefilat user-defined
intervals

Interaction with finite elements Both deformable@ aigid shell and solid
finite elements. Interaction through contact
interfaces or tied interfaces.

3.2 Previous Ship-oriented Applications of PAM-CRASH

PAM-CRASH has been used commercially to study ship-and ship-infrastructure
collisions. Much of this work has not been pubiditue to commercial confidentiality
requests, but a few reports are available suchr@gaat on a ship colliding with a compliant
wharf structure (Kisielewicz et al 1993), and potidins of damage to colliding river barges
(Grabowiecki et al 2004). These studies focuseghipnan non-linear finite element
behaviour in the prediction of damage and punatfitee hulls. SPH was not used in this
work.

Some of the earliest papers in the public domdereacing water and waves modelled with
SPH and floating structures modelled with finitereénts are the works by the author of this
thesis with various colleagues.

Cartwright et al 2004a demonstrated severe nomdlin®tions in six degrees of freedom for
a destroyer, a wave-piercing catamaran and a tamaaoving forward into an oblique wave
system. The wake in calm water from a wave-pigrciatamaran at two different speeds in
shallow water as predicted by SPH was also preder@artwright et al 2004b demonstrated
in greater detail the response of the wave-piercatgmaran in severe oblique waves,
including revealing impact forces from wave slamgain
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The response of a generic naval Landing Helicdptak (LHD) ship was predicted at one
wave length and two wave heights using PAM-CRASHr{@right et al 2006a). Of greater
interest was the prediction of the response ohdifay craft within the landing dock. No
correlation to model data was made, however, asefonse of the landing craft within the
dock is particularly difficult to model (Bass et2005), the ability to reveal the motion of the
landing craft within the well dock from the simutat using SPH was considered a useful
outcome.

PAM-CRASH was used to demonstrate the responseiofgée chine powerboat using SPH
in calm water as it transitions from rest througlah equilibrium planing condition at high
speed (Cartwright et al 2006b).

Although many of these papers by Cartwright eticindt validate the predictions, the
presented numerical simulation concepts were ratvtle time.

Validated results of structures in water modellgcBBPH based on the concepts presented by
the 2006 publications by Cartwright et al inclute study of a planning vessel in water
(Overpelt 2007) and the predictions of the motioha free-fall emergency lifeboat (Kalis
2007). Both these reports concluded that correatls were predicted by the SPH method,
however the results were found to be sensitiveeéaumerical SPH parameters chosen, and
it was commented that the role of the SPH numepaemeters was not well understood.

Overpelt et al (2006) took the work of Cartwrighaé(2006a) further and correlated
predictions from SPH with actual test measuremdritsy found favourable correlation for
the LHD response and the landing craft within tiedl wock for the sea states examined.

The work of Kalis (2007) was taken further in Greehoom (2008), to predict the
kinematics of a lifeboat when dropped into watedeited using SPH with good correlation.
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4 Hydrostatics

4.1 Introduction

The concept of hydrostatics is so fundamental t@iharchitecture that it may seem strange
to include a section on it in this thesis.

There are two reasons this section is necessagyfirghis that the SPH technique has more
commonly been applied to dynamic events than ssgitems, due to its inherent ability to
handle splash and violent free surface event$iydinostatics the interest is in the static
location of the fluid surface relative to the sfeptures. This is a novel application for the
SPH technique, and so a brief study on static evernwarranted.

The second issue is that the SPH technique desaibentinuum, in this case water, by a set
of nodal points that each identify the centre dfstrete volume of water. The location of the
water surface is not inherently obvious. For hgtliocs there is a need to accurately locate
the surface of the water both adjacent to therairaajacent to the floating structure,
particularly for future studies that may investegyéow into and out of a damaged structure.

This section establishes some rules to address tb&ges that are unique to the mesh-free
methods.

These studies in hydrodynamics have been considsradsubset of the larger problem
consisting of a tank sufficient to develop a wanant of many wavelengths for a ship to
traverse. Consequently the simulations here mpgapo have low numbers of large
particles. The longer term aim is to use theseessimed particles in the larger tank to
maintain a realistic computational effort withiretrealms of this research. In contrast, the
use of a large number of smaller particles in tydrdstatic studies may produce less errors
but the findings would not be relevant to a largek as the number of particles required
would deem the problem size impractical.

4.2 Buoyancy Force on a Submerged Body.
4.2.1 2D Studies in a 3D world

The finite element program employed for this reskaises a three-dimensional coordinate
system. Two-dimensional (2D) studies were condlte three-dimensional (3D) space by
placing restraints on all entities such that theyewallowed to move only in the plane of
interest.

The SPH particles used in this research were repted by a single point, which is
compatible with a 2D environment. This is showifrigure 4-1 where the fluid is
represented by the sum of all the single dots, datheing a SPH patrticle in the 2D plane.

Numerically each SPH particle has a volume assegtiaith it, and is consequently a 3D
entity. In the 2D simulations, the volume is a glec cylinder in the 3D environment, of
length equivalent to the SPH spacing and withaliés restrained to the 2D plane.
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The kernel is usually defined to sum over a sphéxiolume, centred at a specific particle
and applying weighting factors to all other paggivithin the smoothing length. For a 2D
simulation the kernel will only find particles witha plane and so the weighting factors must
be modified to ensure the sum of the kernel isistiinity. This modification to the kernel
was achieved through a 'switch' in the softwaré skkects the 2D weighting factors instead
of the default 3D factors. This switch enablesl&si in plane strain to be undertaken.

Geometric shapes such as submerged bodies oriadhtddk to contain the fluid would
suffice as bar elements in a 2D environment. Tiably interact with the 3D volume of the
SPH particles, the 2D entities were replaced widhsBell elements perpendicular to the
plane of interest, of depth into the plane appr@tety equivalent to the diameter of the SPH
volume. This is merely a ‘numerical etiquette’ partar to the software used to ensure that
the contact algorithms work efficiently. Againeefing to Figure 4-1, the solid lines
represent impassable boundaries to the SPH partarhel consequently have a dimension in
the direction normal to the plane of the partidesh that they are also 3D entities.

4.2.2 Submerged Objects in 2D

The first study investigated the force responses@ated with a submerged square, as shown
in Figure 4-1. Due to the 2D/3D nature of theesatie forces were reacted only in the plane
of the square, and the 2D square was actuallynaBbibox. The thin box was rigid and held
at constant depth below the surface to enableditves acting on it to be examined to
understand how the buoyancy forces are generaiegd thee SPH technique.

The forces acting on a stationary submerged botharbuoyancy force of the displaced fluid
and the weight of the box. In the studies herebthewas held at a prescribed location in
space by a displacement boundary condition th&egiby reacts the weight of the box. The
only remaining forces acting on the box were thiise to the SPH particles.

Penetration of the box by the SPH particles wasegmied by a ‘contact interface’, as
introduced in Chapter 2. The contact interfacensi@erical tool that allows two materials to
come into contact with each other but prevents threm passing through each other in an
un-physical way. In this way the water remainglaoutside of the box, and the box
displaces the water. The net contact interfaceefas the net force acting on the box due to
the SPH patrticles. For a stationary box in stdtev, the net contact force is the buoyancy
force.

To conduct these tests, a rigid square box shage/¢ dimensions) was located above the
water, and then forcibly moved to a location whexeas fully submerged. The movement

of the box was controlled by a displacement boundandition, that is, a simple function

that prescribed the motion of the box with timehebox sides were oriented at 45 degrees to
the horizontal, to produce a less-violent distudeaof the free-surface — i.e. if the flat face
was presented to the water surface it would cre@dteger impact event resulting in greater
splash and waves that would require more timedsiplate before reaching equilibrium
conditions.

The initial and final states for one case of thienserged box are shown in Figure 4-1. In the
left image of Figure 4-1 hydrostatic pressures hatebeen developed, as this was the initial
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conditions of the simulation. As gravity was apglito the model and the SPH particles
settled a uniform hydrostatic pressure develodse dpproach adopted here averaged the
hydrostatic pressures over the total surface o$titenerged box, and thus the net buoyant
force was reported, as shown by the contact irderfarce in Figure 4-2. The unfiltered
contact force is quite noisy in this example, cdusgthe movement of the SPH particles as
they re-arrange themselves into an equilibriumtmwsieach one bouncing off the
submerged box. A moving average of 100 samplesused to smooth the force curve to the
smooth line shown.

At time zero in Figure 4-2 the box commenced theusation above the water, and the water
began to settle under gravity. The water was lgrggttled at time of 1 second when the box
touched the water and the first contact forcegsstered. The reaction force of the water on
the box increased to a maximum value when the basfully submerged and moving, then
settled to a near-constant value when the vemnacdion ceased. The maximum reaction

force was the sum of the buoyancy and all hydrodyodorces (such as drag) acting on the
box. The box was decelerated smoothly until std@pel then held at that depth for a
suitable length of time to allow the water to settFor the 2D studies on submerged bodies a
simulation time of 20 seconds was found to giveféiGgently steady buoyancy force.

Figure 4-1. Initial and final states for the FE moe| of a submerged box.
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Figure 4-2. Buoyancy force acting on the submergdsbx. Raw and Moving Average results.

In this model the submerged square was 2m x 2ne. SHH particles were on 0.2m centres.
In line with the 3D representation of the 2D modeé FE model had a finite thickness into
the page, so that the walls of the box were shethents with a finite area. The thickness
into the page was set to a unit thickness basedeoS8PH particle spacing.

The SPH parameters used to generate the figuiregfe 4-4 are listed in Table 4-1.

Table 4-1 SPH Parameters used for Buoyancy Studi@sth 0.2m SPH.

Parameter Value
Smoothing length/radius 1.6
Smoothing lengths : min , max 0.0001, 0.08
Artificial viscosity terms o , B 0.02, 0.02
Anti-crossing force parameter 0.02
Bulk modulus 2.2e8 Pa
Shepard density re-initialisation Every 20 cycles

The properties listed in Table 4-1 with 0.2m SPHtees gave a nominal time-step of 120
microseconds. Force output were written to theuifile at 100 Hz.

The final buoyant force in this example was 845dNich is more than the theoretical value
from the Archimedes principle of 7848N. The reagorthis is that the hole in the water in
which the box is sitting is not quite the rightesiz it is too large, and hence the box is
displacing more water than it should. Similarlyg tvater level in the tank will have risen by
the volume displaced.

Figure 4-3 illustrates in detail a box submerge8RH particles. The main dimensions are
shown. The box has side length ‘L’. The SPH phasi@are dispersed on a nominal centre —
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centre distance of ‘'s’. The distance between i Barticles and the surface of the
submerged box is the contact thickness and defréel.

. e oot - Domain of SPH
* ke * " . ./ particles
\- . ° -

Submerged Box

L

Figure 4-3. Dimensions for the buoyancy tests.

Typically the contact distances, lwill be less than or equal to the SPH spacing.th® SPH
spacing varies, then so too should the contacmiist B's is a non-dimensional variable
used here to describe contact distance effects.

Trials were conducted with different values gfind different sized particles to find the
value of the contact distance parameter that pexitiee buoyancy force closest to that
obtained using Archimedes principle.

Figure 4-4 shows the error in buoyancy force asatfon of the H's ratio. Three different
SPH spacings were used, namely L/s of 5, 10, 20L80d The error was the difference
between the measured buoyancy force and the dntoghncy force, expressed as a
percentage of the theoretical buoyancy force.

In Figure 4-4, the curve for the L/s value of 5 tees steepest slope, indicating that the error
in the buoyancy force is sensitive tgdratio. It is also not very smooth. An L/s ofngans
that there were only 5 particles along the lengttihe box, which was a very coarse model.

The curve for the L/s value of 10 in Figure 4-4nigch less steep and has less scatter than the
curve for L/s of 5. The curve for the L/s valuel®D has the least gradient and is the most
linear.

From Figure 4-4 the value of that corresponds to the most accurate buoyanceg isrwhen
the ratio of B /s (contact distance to particle spacing) is abBoafor the square shape studied
here.
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To have only five SPH particles along the lengtla afioving body is an absurdly coarse
model, but demonstrates some interesting behavibatwill be present no matter how small
the particles. The error curve for the buoyanegdds not smooth with changing contact
distance, b Intuitively the correct value of:lis expected to be about 0.5, that is when the
SPH particles are at one radius away from the sardhthe submerged body, as this is their
normal spacing away from adjacent SPH patrticldse drror curve agrees with this in
principle in that the error is least around theueadf 0.5 for the particle sizes studied, and
significantly away from this value the error isgari.e. at h= 0 and h=1. The deviation

from a straight-line relationship is an interestfagture of the curve.

A likely explanation for the not-quite straight-¢ilehaviour of the curves in Figure 4-4 is the
packing of SPH particles against the surface obthaty. If the SPH patrticles pack uniformly
against the body, for example if the body lengtansexact integral number of SPH particles
in length, a particular value of Will give the correct buoyant force. If the paltis do not
pack uniformly against the submerged body, sayetiseeone half an SPH particle too many
to fit uniformly, then the particles will not packiformly and the particles will not be in

their most dense arrangement. Consequently aVacation of fluid density will result and

a different value of imay be needed to displace a bit more fluid to enthe exact buoyant
force.

60%
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L
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Figure 4-4. Buoyant force error in simulation, forvarious SPH sizes.
(Discrete values of each data set have been joiney lines for clarity.)

This can be illustrated by considering a submefgety of spherical or hexagonal shape, as
shown in Figure 4-5. If the body exactly replaoas or more SPH patrticles, with its
boundary exactly half-way between the neighbou8RgH particles, then the neighbouring
particles will pack uniformly around the body, hretr usual hexagonal arrangement. The
value of i /s to give the correct buoyant force will be Olbthe body is slightly larger, or
smaller, then the neighbouring particles are ntg sibpack uniformly around the body,
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producing a reduced local density of the fluid.eMalue of b/s will need to be larger than
0.5 to achieve the correct buoyant force.

A two dimensional study of this packing example wasducted using a 19 cell hexagonal
shape, as shown in Figure 4-5. In image a) thensudped shape is exactly of the area and
shape that 19 equi-spaced particles would havepoadu The value offfs was 0.5, and the
final arrangement of SPH particles around the simperfectly regular on a hexagonal
pattern.

When the 19 cell hexagonal shape is replaced weilcke of the same area, as shown in
image b) of Figure 4-5, the SPH patrticles cannokpagularly against the circle, and so
arrange themselves as best they can under thesfofggavity. The result is a less dense
arrangement of particles. Inimage c) of Figure @square of the same area was also
submerged and again the SPH particles were foccedry from their most-dense hexagonal
arrangement to accommodate the submerged shape.

The buoyant force on the circle and square wagtaagd smaller respectively than for the
hex-based shape, indicating that a different vafug /s is required to give the correct
buoyant force for each shape.

a) b) c)

Figure 4-5. Close-up views of packing irregularitis around simple shapes.
(Note — image boundaries shown here are not the SRtémain boundaries — these are snapshots within
the domain with a focus on the packing around thepecific shapes.)

A further observation of the SPH distribution arduhe shapes of Figure 4-5 is that they are
not symmetrical about a vertical axis through teete of the submerged shape. This creates
a net lateral force on the submerged shape. Etiforce is very much geometry dependent
and is significant here only because of the copastcle sized used to illustrate the nature of
the packing problem. In a more research orientadlation, the SPH particle size would be
much smaller and so the corresponding lateral fdugeto an unequal number of fluid
particles on either side of the centre line wowddslgnificantly smaller.

The hexagonally-based shape in Figure 4-5 a) stgytjes if all submerged shapes were
made to conform to some integral number of hexaggreped building blocks, then the
displaced volume would be correct. This may besids, but seems impractical. It also
relies on the submerged shape to be conveniert#ydd to replace the existing SPH particles
in the optimally packed domain.
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From these examples it is shown that the contaetface will introduce an error into the
buoyancy calculation.

4.3 Error Limits in the Buoyant Force

An estimate of the maximum error in the buoyantdaas a function of the s ratio can be
derived from the geometry of the submerged shapeshee limits in “reasonable” contact
parameters. This estimate can then be used todatethe particle size to ensure a
minimum error for a specific shape.

Maintaining perspective of the application of thesghniques to a ship in waves, this study
in error limits is relevant in that the volume céter for numerous wavelengths will be
significanly larger than the volume of water regdimerely to submerge a body as shown
here. There will, by necessity, be a compromigéénnumber of particles that can
economically be solved when a volume of water maayelengths long is considered, and
so understanding the limits on particle size i€nent to obtaining meaningful results.

Figure 4-6 shows the reasonable limits for theaadrdistance Jfor a submerged square.
The maximum reasonable limit is for the SPH pastidb be located at a distance away from
the box equal to their own equi-distance spacingng a value of hequal to s. A minimum
distance would be a distance of zero, which pldtes$SPH particles exactly on the edge of
the box.
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Figure 4-6. Limits of reasonable values of the coatt distance.

From these limits, the maximum area is then tha af¢he box with the sides lengthened by
s, represented by the shaded area in the leftadiagf Figure 4-6. Similarly the minimum
area is a box of sides of length L minus s, as shiowhe right image of Figure 4-6.

A comparison of the areas calculated for the twaesahown in Figure 4-6 shows that as s

becomes much smaller than L, i.e. s<<L, the emrdhé displaced box approaches 2s/L.
Using this expression, an estimate of the maximuor 1 buoyancy for a given L/s ratio

can be determined, as shown in Table 4-2.

Table 4-2 Maximum Error Estimate for Submerged Squaes.

Error
~40%

~ 20%
~10%
~ 5%
~ 2%

L/s

10
20
40
100

These values are in general agreement with theeswi/simulation results for submerged

squares shown previously in Figure 4-4. The upigéit points in Figure 4

-4 show an error

larger than the estimated 40% error for L/s eqGal3his can be explained by s not being
much smaller than L, and also by the errors dymtking of SPH particles against rigid

bodies.
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In practice it would be advisable to use L/s ratb40 or greater to ensure an error of less
than 5%.

It can be concluded that the error will approaato zes L/s goes to infinity, iffis
proportional to s.

These error estimates are the maximum error thatdvesult from using the worst possible
value of k, which is when his the same as the SPH spacing, s. Intuitivelg,feom Figure
4-4, the correctdwvalue might seem to be closer to a value of $t2 error with a value of
hc of s/2 would be less than the errors in Table 4-1.

Similar calculations can be made for other 2D alddBapes, with the errors as listed in
Table 4-3. Table 4-3 indicates that the errohep& dependent.

For common submerged shapes of low aspect ragjeneric rule of thumb is necessary to
provide a starting point for hydrodynamic purposEsr high aspect ratio shapes, like the
plate in Table 4-3, it is likely that the geneniter of thumb for low aspect ratio shapes may
not be suitable, unless L/s is suitably large.

Table 4-3 Error Estimate for Submerged 2D shapesral 3D volumes.

Dimension Shape Error
2D Square, of side length L 2s/L
2D Circle, radius R s/R
3D Sphere, radius R 1.5*s/R
3D Cube, side length L 3s/L
3D Square Plate, L square, t thick s/t

The study was extended to an L/s ratio of 40 fooxin 2D and the results are shown in
Figure 4-7. This simulation was setup a littldetént to the previous tests as much to check
the robustness of the rules and also for conveaieiitie difference was that the SPH
particles were defined in their initial positions an orthogonal distribution, as is
conveniently created in the pre-processor. Thegbes then re-arranged themselves in the
first few seconds of the simulation into the mdifecient hexagonal distribution with a
corresponding reduction in depth.

The L/s value of 40 required a large number of PRHicles. The computational effort for
the large number of SPH particles was reduced byreencing the simulation with the box
in the submerged location, and allowing the watesettle around the box.

An h; /s value of 0.49 was used that allowed the maalbEtbuilt using SPH particles on an
orthogonal basis, and defining the contact thickrniese just less than the initial distance of
the particles away from the rigid body.
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Figure 4-7. Buoyancy Force Error as a function of s ratio, for hy/s = 0.5.

Using initially orthogonal spacing implies that t8BH particles will rearrange themselves
into a hexagonal arrangement. This rearrangemergswith it an increase of the SPH
spacing dimension of about 10%. Hence the actsratio corresponds to about 0.55 of the
original orthogonal spacing distance.

The error in the measured buoyancy force was abfdufor a L/s value of 20, and reduced to
0.01% at an L/s value of 40 in this case. Thisrag less than the Error Estimates of Table
4-2 because the value of 8 was closer to the correct value (even thouglctrect value is
not known), instead of the worst case value useddlzulating the values in Table 4-2.

4.4 Spheres and Cubes

Trial simulations were also conducted in 3D to obséhe trend in the measured error. The
chosen volumes all had the same overall dimensiénglue of lh /s of 0.6 was chosen,
based on the results for the submerged square efftwein the measured buoyancy force for
different SPH patrticle spacing is shown in Figw@. 4

The errors in Figure 4-8 are less than the ermoitdi defined earlier in Table 4-3 for the 2D
shapes and 3D volumes. This is to be expectdukeds fs value of 0.6 used here is lower
than the maximum value of 1 used to develop thar guidelines of Table 4-3.
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Figure 4-8. Buoyancy Force Error as function of SH size for h. /s = 0.6

There is considerable scatter in the results afifeig-8, particularly at the lower L/s ratios,
and this is most likely due to irregular packingentthe particles are only a few times larger
than the rigid object, as discussed in Sectior4.Plence the contrary behaviour trend
exhibited in the 3D cube error with L/s ratio ofjre 4-8 is possibly a combination of the
packing problem when too few particles are useabsociation with the actual buoyancy
reaction force.

Considering Figure 4-4, the errors in the buoydocge are inversely proportional to the L/s
ratio, and are least when anvalue of 0.6 of the hexagonally distributed SPEcEpg is
used.

For real world applications, such as ships, itkely that the displaced volume will tend to be
more of a high aspect ratio volume than a low asg@dio volume, as the waterline length of
a ship may be many times its beam. Consequerdlgritical dimension for determining the
error will more likely be the beam of the ship arad the waterline length. It may be possible
to develop a more universal description of the lamay error for ships based on wetted
surface area or girth rather than length, butlias not been investigated here.

4.5 Orthogonal and Hexagonal Spaced SPH Particles

Hexagonally spaced SPH particles achieve the higleesity when the particles represent a
fluid under gravity.
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Setting up a simulation with hexagonally spacedi@das has been done manually to date, as
many pre-processors, including the one used hereptlautomatically generate hexagonally
arranged nodes to assign the SPH particles to.

The cases presented thus far that have usedlinlietagonal spaced nodes were developed
by a manual process that used a spreadsheet tdatalthe location of the nodes. The nodal
coordinates were exported to a text file that vis@s imported into the pre-processor to have
SPH particles assigned.

For a large number of nodes, say greater than 64{bi3 becomes quite tedious, as a single
worksheet in a spreadsheet such as Microsoft Exaebnly handle 64,000 lines of data. It
is desirable to have a purpose-built tool to geteettais distribution of nodes for simulations
requiring large numbers of SPH patrticles, howehat ts beyond the scope of this research.

An alternate approach is to use a conventionabgadhal distribution of nodes, as might be
produced by many mesh generators or other FEA qmeepsors.

When SPH particles on an orthogonal distributiawesed, the centre-centre spacing varies
between the adjacent nodes, depending on whethadjacent nodes are on the major axis
of the distribution, or on the diagonal. Conseglyembt all the neighbours of a single SPH
particle are equi-spaced. This is shown in Figli8a, where 4 of the 8 neighbours of any
central particle will be a distance of ‘s’ awaygdahe other 4 neighbours on the diagonals
will have a distance of2 times the orthogonal distance of ‘s’.

If the SPH properties allow a sufficiently low visity behaviour, then the SPH particles will
rearrange themselves as the simulation beginguthsometimes a slight “numerical
nudge” is required to overcome the mathematicadyqet nature of the initial balance of the
forces. In the simulations here, the reactiorhefgarticles due to contact forces at the walls,
and the insertion of the box into the water surfgecevided sufficient stimulus for the
rearrangement of the particles from their initiatfpctly orthogonal distribution to the more
stable hexagonal arrangement.

The theoretical change in spacing from an initialithogonal distribution of particles to their
stable hexagonal arrangement can be calculated baseonstant area for 2D particles. In
Figure 4-9a each SPH particle on the orthogonaiiligion has an area of.sWhen these
elements have rearranged themselves into the heabgwangement of Figure 4-9b, based
on consistency of element area, the new nearggtin@ir spacing, s’, can be shown to be
1.075s, with the next nearest neighbour bei8gnultiplied by s’, or approximately 1.86s.

To confirm this behaviour an initially orthogonastlibution of 1000 SPH patrticles was
allowed to settle over time, and when settled nitighbour distances of 100 centrally located
SPH particles were measured. The 100 SPH partietes chosen from a region of the
domain that showed a uniform particle arrangementan arrangement that was not
influenced by the irregular packing of particles@s&sary to accommodate the straight
boundaries of the domain.
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Figure 4-9b. Particle Spacing Hexagonal Packing.

Figure 4-10 and Figure 4-11 show the initial anttlese states of the SPH particles. The
SPH particles that were studied have been omitted the view of the Figure 4-10 to
highlight their location in the central region betdomain. Figure 4-11 shows a detailed
view of these central SPH particles at the santml@ind settled states.

100
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Figure 4-10. Initial and Orthogonal and settled he&gonal SPH particles. The hole in the middles is &
location of the particles that were removed to stugltheir neighbour distances.
(Outer rows of particles were held fixed for contanment)

Initial Locations Settled Locations

Figure 4-11. Close-up of the 100 SPH particles thavere studied for neighbour distance.

The nodal coordinates of each SPH particle wererag to a text file and the distance to
neighbours calculated using a spreadsheet. Tlg@lb@ir distances were normalised by the
initial spacing, s, and the frequency of neighbaistances was accumulated into distance
ranges to produce Figure 4-12.

In Figure 4-12 the most common neighbour distafmethe initial orthogonal condition are
the initial spacing of 1.0, the diagonal spacing®fapproximately 1.4) and then twice the
initial spacing of 2.0. A normalised distance di & not the nearest neighbour but the next
neighbour in the same direction. (Note theresight tolerance on the exact distances
measured due to the distance range of each interval
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Figure 4-12. Frequency of normalised neighbour diances for orthogonal and hexagonal distributions.

For the settled particles the most common normalikstances are at about 1.09 and about
1.9. (The presence of some distances in the atdjim&er distance bin implies the mean of
the settled distances would be slightly lower ttr@nquoted values of 1.09 and 1.9.)

These settled normalised neighbour distances canfpaourably with the theoretical values
shown in the Figure 4-9b of 1.075s and 1.86s ptedezarlier.

Following the earlier results, the recommended adrthickness distance, h, is 0.6 times the
hexagonal spacing, or 0.55 of the orthogonal sgacin

4.6 Buoyancy Force as a Function of Time

As the nature of the SPH simulations are a timesddent response, a brief comment on the
long-duration time-dependency of the solution istimahile.

The buoyancy force simulations presented earlighisichapter were conducted over 20
seconds. At the end of this time the force ‘appédasteady and the results estimated. On
closer inspection, it was noted that the buoyancye was not always constant, but still
rising (losing magnitude) very slowly. To studyghurther, a longer simulation was
performed, even though ship motion studies is m¢iently interested in quasi-static
behaviour of such long duration.

A simulation using 0.4m particles on a 2m x 2m s extended to 800 seconds,
maintaining the same time step, and the resuhiasva in Figures 4-13 and 4-14. The
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interest here is the change of buoyancy force tintle, not the absolutely buoyant force.
Note there is significant noise in the early stagfethe simulation due to the box deceleration
at depth not being smooth as shown in Figure 4s2was decelerated abruptly resulting in

large force oscillations. Similarly, Figure 4-208¥s the unfiltered net force on the box which
is inherently noisy.

On the large time scale, the force looks steadly timte. Expanding the vertical scale it is
observed that the buoyancy force is not steady tivith, but is drifting upward (losing
magnitude) in an approximately linear fashion withe.
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Figure 4-13. Buoyancy force from simulation for a ® submerged box test over 800 seconds.
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Figure 4-14. Expanded vertical axis of the 800 sewd 2D submerged box test.
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The change in buoyancy force is about 30N oversg@@nds, on an initial magnitude of
about 15,000 N. This change is about 0.2% of tleyant force over 13 minutes, so the
effect is evident and measurable, but is likelipédess than the error in the total buoyant
force, so is not considered significant to shipiorostudies.

The linear nature of this drift suggests that @it is steadily drifting upwards and not
approaching an equilibrium value within the timelanagnitude shown here. Extrapolating
this drift linearly indicates that the buoyancydemwould approach zero after about 4.6 days
of submersion time. It is seemingly absurd to pota the buoyancy force over 4.6 days, so
does not represent a practical analysis that wioellderformed by the SPH technique, but it
is an effect that needs to be understood more cgimepsively.

From these results it is not clear why there isduction in the force with time. Two likely
sources are the SPH algorithms and the contact fdgorithms. The SPH algorithm may be
at fault due to the approximations inherent in“8maoothing” nature that makes the
algorithm so attractive in its simplicity. Convelgthe contact force algorithm may be a
suspect as these rely on implementations of nualesjrings that require some deflection to
develop an opposing force. The numerical contmlwaintain stability of these springs is a
potential source of energy loss, which may manitestf as a loss of force, as would any
deliberate damping applied to these contact alyoist

It is likely that all simulations performed usirtys software (and those similar to it) will
exhibit some drift as shown here. As the SPH tegleis more suited to dynamic events, it
would be sensible to be aware of this effect antbtwsider if the dynamic forces are
comparable in magnitude to the drift exhibited hdfehowever, the dynamic forces are
orders of magnitude larger than the drift, thes thift effect can most likely be safely
ignored.

4.7 Location of the Free Surface

The aim of this research is to use mesh-free mesttmthvestigate the response of a ship on
the water surface in both a static and dynami@8gdn. To do this requires that the location
of the free surface on the side of the ship is kmow

4.7.1 Location of the Free Surface

In the graphical post-processing of the SPH restliesparticles are represented by a node at
the centre of the volume of the SPH particle, asvshin 2D in Figure 4-15. These nodes are
the location in space on which all the numericédwations of the SPH particle are based.
The free surface is not at these nodes, but at sistence above these points. For the 2D
hexagonal arrangement shown in Figure 4-15, theedueface will be where the area of fluid
within the hexagonal particles above the surfacakscghat of the ‘void’ between the

particles below the free surface line. This carsth@vn to be at a location ©8/4 times the
SPH spacing above the nodes.
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/ Free Surface

Figure 4-15. Location of the Free Surface for Hexamally packed SPH particles in 2D.

The concept is similar to the distance used forcthrgact thickness for the submerged body,
except for the submerged body is a rigid surfaaéitheasy to visualise. In the case of the
free surface there is no plane or surface to hislpalise this location. (This may be a useful
feature to include in future versions of the pastegssor for SPH and fluids.)

Previously the value of:lior submerged objects was found to be betweendh89.6 of the
SPH spacing. The value geometrically shown her86f, or ~0.433, is smaller, presumably
due to the perfect packing of the particles shoameh In the practical cases of submerged
objects, the packing is not perfect, and beingdaan average than the perfect hexagonal
packing, which results in a local reduction to filné density, hence requiring larger contact
thickness than theory suggests.

If the packing of the SPH particles on the surfiaagot perfect, then the location of the free
surface will be higher than the theoretical valneven here. As the location of the free
surface is proportional to the spacing, reduciregSPH spacing will also reduce the error in
the location the free surface.

4.7.2 Floating Objects

The location of the free surface for a floatingeatjis now able to be identified.

To demonstrate this, a simulation of a rigid baaflng in water was conducted. The tank
was fixed in space and the box of known mass watdgeted to vertical movement only. The
box and the water experience acceleration dueaatgr The model is shown in Figure 4-
16. The focus was the location of the free surtawtthe draught of a floating object. Tank
size is irrelevant so long as the tank does notflove
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The SPH spacing was 0.4m, and the effective 2Dlation had a thickness of 0.4m also.
The box was 2m wide and 7.6m tall, being of a s&te@vant to model tests but also relevant
to small vessels. The mass of the box was 1937Tkg. tank was 12m wide and about 5.3m
deep and the density of the water was 1000&gjn‘marker’ node for accurate determining
the box location was attached to the bottom obilwe visible as a single small square
marker in the illustrations.)

To ensure that no SPH particles were in the baleastart of the simulation, the box was
initially above the water surface, and fell inte tvater when gravity acted on it. As this was
a dynamic test case, the result was time-dependedtshowed evolution of splash, waves
and dissipation of the motions. Four moments ofpteeess are shown graphically in Figure
4-17.

Box

Tank \

\ Marker node

Water H
I

z J jI= .. I.l .l.l.l.l.l.l.: I.: I. : .I ...I.I .I.I.I. I...........I.I.I.I :

Figure 4-16. A 2D model of a rigid body floating ina fluid of SPH.

[T

Figure 4-17. Four stages of a box coming to floatinequilibrium.
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Figure 4-18. Vertical Coordinates of the box lowecorner and SPH particles.

Figure 4-18 shows a plot of the vertical coordigai€four points in the simulation with time.
The four points are three SPH particles that weit&lly on the surface, and the marker node
on the lower surface of the box. These values enilel sinkage of the box to be calculated.
The datum was calculated after the simulation arttleé average of all the surface particle
coordinates when then the box and water have dettle

Initially the three SPH particles were at the sdmaght on the water surface, and the box was
above the water surface. Note the initial vertpadition of the surface particles is below the
final equilibrium position. From time t = 0, theXbegan to drop in height, and the SPH
particles settle slightly into the tank under gtawisible as a slight drop in water level at the
start of the simulation. At about t = 0.5 secortlds,lower edge of the box came into contact
with the water surface, and the mean water leviiertank began to rise, as shown by
Surface Particle 1 and Surface Particle 3 risingl@vation. Surface Particle 2 continued
downward as it was trapped directly underneattbthe as shown in Figure 4-16.

The water and the box then oscillated for a fewes/before being damped out to a steady
state. The slow and steady drift in the equilibriposition identified in Section 4.6 would
have occurred after this time, at a slow rate,smthe conditions at 20 seconds were
considered as an equilibrium condition for the entmpurpose.

The rules established earlier defined the freeaserfo be at approximately 0.4 times the SPH
spacing above the surface particles. For this tteséree surface as at z coordinate of 0.16m.
The depth of the Box Lower Corner was -2.234m séadice of 2.394m below the actual free
surface.

The theoretical draught of the box was 2.421m ftbenbox dimensions and the water
density given earlier.
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The error in the simulated draught is 0.027m, bamgrror of 1.1% on the theoretical
draught, with an equivalent error in total displaeat. Ideally this error would be less, but
considering the coarse nature of the SPH spadiigyistacceptable.

These calculations allow the waterline to be lodatemerically. This is useful for
confirming initial static conditions before the pesise of the ship to a dynamic event is
simulated — such as encountering waves, or floodugyto damage.

4.8 Visualising the Free Surface

Accurately visualising the water surface is curyenot possible in the software used here, as
the graphical ‘marker’ is drawn at the locatiortlué centre of the SPH particle volume, not
its surface. As the number of particles increamethe individual particle volume reduces to
the point where both are merely a visible ‘point’the image, the visual marker will more
closely indicate the actual location of the surface

For the study of hydrostatics on specific shapkesge number of SPH particles could indeed
be used such that the visualisation of the frefasaris accurately represented by displaying
the centre of the volume. However, it is the stafithe dynamic motion of a ship that is
driving the size of the SPH particles chosen fag darly stage of the research. The SPH
particle size must be adequate to fill a tank thatany wavelengths long, and of sufficient
depth and width so as to allow a reasonable pasgagship, yet still be solved economically
by today’s computing resources. Thus the sizé®f3PH particle may look coarse for these
studies, but the findings here will be directlyenadnt to a practical engineering solution for
the motion of a ship in a larger tank.

For applications where it is not feasible to haviéiciently small and numerous SPH
particles, an approximation to the location of weder surface may be obtained by adjusting
the ‘marker’ size of the SPH particles such thaitjust touch or overlap each other, as
shown in Figure 4-19. This is a trial and errayqass, and is dependent upon the visual
extents. This is due to the SPH patrticles beingessmted by a ‘marker’ point at their centre
of volume for each particle. It is possible toualse only the top layer of SPH particles at
any one time, and then animate these particlestower If an SPH particle moves below the
surface, it is not automatically removed from tlgualisation and will remain visible, as
shown in Figure 4-20 (Groenenboom et al, 2009).

Kalis (2007) developed a post-processing routimélfe software to map the water surface
and this made for visually appealing animationie €inema industry have recently used
various meshfree/particle methods, such as SPipttel fluid flows with great visual effect
(RealFlow 2010, AutoDesk MAYA 2011). The graphrogessing of these fluid flows
suggest the underlying algorithms to calculate ilnsktrate the location of the free surface
are available, but they may not be as scientifjcaticurate to be useful for engineering
purposes. The emphasis of the software used fipteysical accuracy in numerical
solutions, and so the graphics of the post-processonot industry-leading for visualisation
niceties.

In contrast to the traditional finite elementsshould be noted that the SPH particles are able
to move on a scale much smaller than their spaeing) so the size of the SPH particles does
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not provide an indication of the resolution to whtbe free surface can be located. i.e. the
free surface is located at about 0.4 diametersetw centre of the SPH particle, but the
SPH patrticle itself can move in increments muchllenthan its diameter. This is similar to
the Volume of Fluids (VOF) technique being ablel&iine a proportion of fluid and air
within a single element, and so the resolutiorheflbcation of the free-surface in VOF
techniques is smaller than the finite element disien

An option in development for PAM-CRASH is the atyilio determine the distance above an
arbitrary point in the fluid where the density @fithe fluid density (Groenenboom and
Cartwright, 2009). By using the SPH functions lagwhere for the fluid, the density based
on the smoothing length and kernel is calculateshimpward direction from the reference
point, and the free surface is defined as wheeeltiwal density is one-half the fluid density.
This technique is not yet able to handle multiplgaces, and so will find the first free
surface above the reference point. Further, thigldement provides a numerical location of
the free surface only, and not a graphical reptasien, but gives insight for another method
that could be developed to visualise the free satfa

Figure 4-19. Visual representation of free surfacby approximation.

Figure 4-20. Representation of the free surface kthe surface SPH only.
(Groenenboom and Cartwright 2009)
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49 Theoretical Location of the Free Surface

The location of the free surface relative to thetieeof the SPH particles can be determined
if the particles are assumed to be optimally spadéds provides a further check on the
sensibility of the ‘guidelines’ developed earlier.

49.1 Two dimensions

For closely packed SPH particles in two dimensibesexact location of the free surface can
be found from a geometric study.

Figure 4-21 shows three SPH patrticles on the serfate free surface will be at a distance
of h; from the centre of the particle circle when theaarAl and A2 are equal. At this
condition there is an equal “area” of the fluid fiwo dimensions) above the free surface but
within the particle as there is a void beneathftee surface between adjacent particles.

Free Surface Area A2 d
/ v

Figure 4-21. Location of the free surface in two anensions.

For this geometry, R is the radifisthe angle of the segment, d the depth of the segme
The area of the arc segment A2 is given by:

42 =" (6 -sin6) (29)
And the angleg, is :
0 =2 arccos(%) (30)

The area Al is the area of the rectangkRh(2less the area of the semicircle without the
segment:

Al = 2Rh, — GTR? — A2) (31)

Figure 4-22 shows the curve of areas Al and A2faaaion of the distance h. The
crossover point is at 0.785. This implies thatdbetact thickness should be 0.R85
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The packing density of circles in a plane is or}y69%, i.e. the voids account for almost
10% of the area. The volume associated numeritallye SPH particles is independent of
the spacing and so the volume of each SPH pasindald be larger than if they just touch, to
account for the volume of the voids.
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Figure 4-22. Areas of 2D SPH particle above thede surface (Al) and area of void below the free dace
(A2) for contact thickness h, assuming an SPH voluenbased on the centre-centre distances.

Following the above process to find the waterlimg, now considering that the area of each
SPH particle is 1/0.9069 larger, the cross oventpchanges to 0.825 of the radius, as shown
in Figure 4-23.

1.8

1.6 \
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Area, nf 0'; \\\
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Contact Thickness,lfm)

Figure 4-23. Location of the free surface in 2D @ounting for the voids between the particles. The
surface is located distance h from the particle ceres where the two curves cross over.

Expressed as a ratio of the SPH spacing, the ttieairealue of lys for the location of the
waterline is 0.825 / (2R) = 0.4125.

B K Cartwright, 2012. p.52



This theoretical value does not agree with the feskexperimental value of approximately
0.6 presented in Figure 4-4. The reason for thi&kely to be the assumption of perfect
packing for the theoretical solution, whereas iacgice, the packing of the SPH patrticles is
not likely to be uniform and optimal, particuladgjacent to the submerged object, as
explained earlier. The packing cannot be greatan the theoretical maximum density, and
so any other distribution of SPH particles willuktsn a lower local density, implying a
larger contact distance will be required.

Extending this to the free surface, a similar dfteamn be expected. Consequently it will be

difficult to identify exactly where the free surtats, but it should be possible to define a
range where it will lie, based on the spacing efplrticles.

4.9.2 Three dimensions

A similar study can be made in three dimensionise definition of the volumes is shown in
Figure 4-24.

V1-spherical cap
V2 Hexagonal \

right pyramid

WATERLINE

V3 Volume
between
waterline, Sphere

- V4 Hemisphere -
and Hex Pyramid

cap

Figure 4-24. Dimensions and volumes for locatiorf ¢he free surface in three dimensions.

Following the concepts for 2D, Figure 4-25 shovesieve of the volume of the spherical cap
and the volume of the void below the line thatdsWway from the centre. The cross over
point indicates where the free surface shouldni¢ghis case at a distance of 0.80f6om the
centre of the SPH patrticles.

3D packed spherical particles have a volume rdtidd5%, so the actual volume of the
particles must be greater than the spacing woldavdbr touching spheres with a diameter
equal to the spacing. The actual volume of eacticpashould be increased by (1/0.7405) to
ensure that the voids are filled. Using a partialdius based on this larger volume, the curve
of Figure 4-26 indicates that the free surface elllocated at 0.817R from the particle
centres.

Expressed as a ratio of the particle spacing,htberetical values of s is 0.408 in 3D.

B K Cartwright, 2012. p.53



2.5

== Spherical Cap Volume
\ e \/0| Outside of Sphere
within Hex pyramid

N

0 0.2 0.4 0.

1.5
Volume, nt

M —
.8 1

Contact Thickness,ifm)

Figure 4-25. The free surface in 3D is located atdistance away from the cente of the SPH partickequal
to the cross over point of the two curves, when csitering a volume based on the particle spacing.
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Figure 4-26. The free surface in 3D is located atdistance away from the centre of the SPH particlequal
to the cross over point of the two curves, when ceitering particle volumes accounting for voids infe
packing.

4.10Recommendations for the Location of the Free Surface

Relying on the numerical results more so thanhikerietical, as the theoretical results only
consider perfect packing and not the irregular pagkf particles that will inevitably occur,
the free surface is located close to 0.4 timesStP centre-centre distance above the centre
of the upper-most particles. This rule is basethencentre-centre distance of hexagonally
packed SPH particles.

If the particles are initially orthogonally packele resulting rearrangement of particles into
a uniform hexagonally packed arrangement will inseethis distance to approximately 0.45
times the orthogonal centre-centre distance.
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4.11Recommendations for Correct Buoyancy

Using the rules developed earlier in this chapter;

A) for an error of less than 5% in the buoyancy favben settled, the SPH particle
spacing needs to be 1/26r less of the principal dimension of the floativigject.

B) The contact thickness distanceg, $hould be 0.6 times the hexagonal spacing
distance, or 0.55 of the orthogonal spacing diganc

4.12 Hydrostatics of AMECRCO09

The focus of this work is the response of Model #08h the AMECRC High Speed
Displacement Hull Form Systematic Series. This isubne of a series of ship hulls
developed by the Australian Maritime Engineeringoerative Research Centre in the
1990s.

The hull series is described in detail in (Macfadand Lees 1999). For the work here a
Finite Element (FE) model of the hull was requiraadd this was built from an A3 drawing of
the lines. The hull model in the FE software widsatively a surface mesh of shell elements
that constituted a rigid body. The rigid body dé@fon ensures no deformations of the hull
occur. The FE model was then assigned mass art@ipsoperties representative of the
actual model hull.

The particulars of the original Model #09 and tlterRodel are summarised in Table 4-4.
The model hull had a Waterline Length (LWL) of 1.6m

Table 4-4 Particulars of the Model #09 and the FE Mdel.

Model | L/B |B/T | Cb | LCB | LCF | LWL | Wetted Surface Area (m2)Displacement
%* | %* | (m) (kg)

#09 | 8.00] 2.5 | 0.5/ -5.40| -8.75| 1.6 0.3732 12.804

FE | 8.00] 2.5 | 0.5/ -5.70|-8.80| 1.6 0.3766 12.804

0 LCB and LCF are positive forward of amidships
Lines for the hull are shown in Figure 4-27.

To calculate the hydrostatics using the SPH code, tiee hull was placed in a tank and
allowed to find its own equilibrium position. Tkenk size was chosen to be computationally
efficient yet sufficient size to adequately detarenthe location of the waterline. The nominal
size of the tank was 1.5 times the length, two tiheebeam and two times the draught of the
hull. The hull commenced the simulation aboveSké1 particles, and was allowed to fall
under gravity into the SPH particles to find aniglguum. The hull was allowed to settle
over 20 seconds, a time sufficiently long to allestural frequencies of heave (2.26 Hz) and
seiche (0.25 Hz) to dissipate, leaving the hydtastasponse of interest.
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Simulations using SPH at two different orthogorgangs were trialled: a particle spacing
of 0.04m corresponding to an LWL to SPH spacing)katio of 40, and a particle spacing of
0.016m to give an L/s ratio of 100. (As a comparigf the breadth of the vessel is
considered to be the critical dimension, thesesatorrespond to B/s of 5 and 12.5.)

As the original arrangement of SPH particles walsagonal, an {s ratio of 0.55 was used
for the ship to fluid contact thickness (refer $mt#.9), and the free surface was estimated
to be located 0.45 times the SPH spacing abovedhiee of the SPH particles when settled.

WL3
// wLe
[ wL1

111 1
N /J/// /1

Q /

MWL-2
Wi 2. D

i f LA

Figure 4-27. Lines of the Model #09 of the AMECRC ISDHF Series.
(Macfarlane and Lees 1999)

The average free surface location was estimateaeKiyg the average z coordinate of all the
SPH particles on the surface of the fluid at the eiithe simulation, and then adding the
constant factor of 0.45 times the initial SPH spgdistance.

Table 4-5 lists the location of the free surfaceaatilibrium, the Design Water Line (DWL)
and the error in the DWL from SPH for the two L&sies. The DWL was taken as being a
horizontal plane through the Centre of Flotatio@H) at design conditions. The reference
DWL was that from the lines of the vessel showFRigure 4-27.

In Table 4-5 the coordinate values are negatitbeseference point was above the free
surface. Further the free surface was in a diffgpesition for the two L/s ratios because the
dimensions of the tank were different, being nagoand shallower for L/s = 100 to allow
fewer SPH particles to be used (but still more timaime for L/s =40), to facilitate a quicker
solution.
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Table 4-5. Displacement Error for AMECRCOQ9 in SPH.

L/s Time Coordinate of| Coordinate| Error in DWL from | Equiv error in
(s) Free Surface| Waterline SPH Displacement
(m) of Model m % LWL
40 20 -0.4234 -0.4261 -0.0027  0.17% 5.4%
100 20 -0.4567 -0.4606 -0.0035 0.22% 7.0%

The design draught of the model was 80mm. Thevatgnt error in displacement is the
percent of design displacement that would provigesame change in draught, calculated
from the mass per unit immersion at design conastiolt should be noted that in simulation
here, there was no change in the mass or inertlzeofessel.

The error was larger for the smaller L/s ratio, etiivas not expected. The reason for this is
explained in the interpretation of Figures 4-28 &rizD.

Figure 4-28 shows the change in DWL location wiiis natio for the L/s ratios considered.
There was a lower rate of change of DWL for théhbigratio, as expected.

Figure 4-29 shows the trim of the vessel as a fanaif h/s ratio for the L/s ratios used.
There was a lower rate of change of the trim afagl¢he higher L/s ratio. Note that the trim
angles are small, at +0.03 degree and -0.11 dégrdiee fine and coarse SPH spacing, at the
hJ/s of 0.55. (0.03 degree is about 0.025% DWL tyrthe bow, and -0.11 degree is about
0.1%DWL trim by the stern.)

The trim changes with s ratio because increasing the contact thickrniésstieely increases
the size of the underwater shape of the hull iirection normal to the surface of the hull, but
without changing the mass or the location of thatfgeof Gravity (CG). As the hull
effectively becomes larger, the trim will changetses location of the centre of buoyancy and
the location of the centre of flotation will changgedifferent rates unless the hull is
symmetric about the LCF. In the case here, the AREQ9 hull vessel is more full in the aft
sections than in the bow, and so the trim will @deas contact thickness changes, as shown
in Figure 4-29.

The distance of the mean water surface to the D¥Ylthie simulation results in Table 4-5
were determined at the location of LCF at the deswndition of level trim. For each of the
particle size simulations the vessel did not tiawel at equilibrium; for the fine particles the
vessel trimmed by the bow, and for the coarse@estithe vessel trimmed by the stern. For
each of these cases the location of the LCF atibqum would have been different from the
level trim condition, and so the measurement ofQéL would not have been accurate.

Locating the LCF for the vessel using the softwareéSPH simulation is not trivial, as itis a
general purpose FE tool. Consequently the true @@ltulations have not been performed.

A conclusion that can be made is the error in disginent will be less than that shown in
Table 4-5. Also, the error in displacement in Badl5 is within the bounds defined earlier
when the breadth instead of length of the vessetesl as the principal dimension.
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Figure 4-29. Effect of hy/s ratio on Trim of AMECRCOQ9 .

Figure 4-30 shows the vertical location of the Cithwime for the different L/s ratios for the
hydrostatic test simulation. Figure 4-31 showsttime angle with time for the L/s ratios for
the hydrostatic test simulation. These figuresastite response of the vessel is less sensitive
to the value of fis when the particles are smaller.

Although not important for hydrostatics, the ostitbns apparent in Figures 4-30 and 4-31
indicate less damping of the motions for the L/sigapf 100. This is important for the
response of ships in waves. In the simulations,itte SPH parameters were held constant
and not scaled according to the guidelines of 88@i8 to ensure equivalent viscosity, hence
the finer SPH particles display a lower “apparenstosity.
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Figure 4-31a) and 4-31b). Trim with time for h/s ratios of 0.5, 0.55 and 0.6.

McCue et al (2006) reported that finer particlasedess damping when modelling fluids

with SPH. The difference between the L/s ratiod@and 100 provide some guidelines as to
where the practical limits for particle size lig this particular problem. The SPH parameter
set can also influence the damping, implying tlaatiple size and SPH parameters need to be
chosen to produce consistent behaviour, as disguisssection 2.8.
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4.13Total Vertical Force of a Vessel Moving Forward in Calm Seas

A brief study of the AMECRCOQ9 hull as it transiteshfrom a stationary equilibrium to a
steady forward speed in calm water was made torerise SPH technique and rules
developed for hydrostatics remain effective foudl moving forward.

The simulation process had the hull lowered intowlater under the action of gravity for 5
seconds during which the hull achieved hydrostduailibrium. From 5 to 7.5 seconds the
hull was accelerated to 2m/s by a velocity boundandition acting on the CG of the vessel.
From 7.5 to 15 seconds the vessel was at a corsgiaat of 2 m/s (Froude number of 0.5).

Figure 4-32 shows the speed of the hull with time the net vertical force (moving average
of 100 data points at a sampling frequency of 1@Dd the water on the hull. The net
vertical force commenced at zero at time zero, wherhull was out of the water. The force
then increased and fluctuated briefly until thetitwated in hydrostatic equilibrium at about
2 seconds. The vertical force on the hull then ieathessentially constant as the hull was
accelerated and retained a constant forward velocit

The key observation here was that the net verfiizaé acting on the hull remains essentially
constant across the range of speeds consideredll frotuations in the vertical force are
expected as the hull achieves dynamic equilibriusimkage and trim. The contact force
algorithm has no ability to determine the composatitthis vertical force, ie it cannot
distinguish between the force due to displacemedttlae force due to dynamic lift acting on
the bottom of the hull. The important featurehie het vertical force was equal to the weight
of the vessel as the balance between displacemdriyalrodynamic forces varied.

The net vertical force from Figure 4-32 was 62.8MKich corresponded with the weight of
the half-model of 6.4 kg.

Figure 4-33 shows a plot of the sinkage of the with forward speed for experiment and
predictions by SPH. The sinkage has not been ri@dafor these plots. Up to Froude
number of 0.5 the sinkage predicted by SPH is coatyha to the experimental results, but
beyond Fr 0.5 the sinkage by SPH is severely otierated.

Figure 4-34 shows a plot of the trim of the hulifr experiment and by SPH. Here the results
above Fr 0.5 are close to the experimental resuhisreas below 0.5 the SPH grossly over
predicts the trim of the hull.

The reason for these discrepancies is not imméyiatewn. A possible cause stems from
the different configuration used for the experina¢miork compared to the SPH model setup.
For example, in the experimental work the totaiand thrust was applied through the
forward towing post located on the waterline of Wiessel (Bojovic 1995). For the SPH
model the velocity boundary condition had to beligdpo the Centre of Gravity of the
model, which was located about 25mm above the water
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4.14Summary of Hydrostatic Studies

In conclusion, it was found that achieving the eotibuoyant force for a submerged body
was primarily dependent upon two geometric ratios:

a) principal dimension to the particle spacing; Lisda

b) contact thickness to particle spacing ratigs.h

Of these two parameters, the first ratio, the digexe to particle spacing ratio, L/s, had the
greatest effect on the accuracy of the predictexymt force. The larger this ratio, the more
accurate was the predicted buoyancy force. Thedltis also determines the number of
particles required for the simulation model (asswgrdonsistent sized SPH particles
throughout the fluid domain), with a doubling oéth/s ratio producing an 8-fold increase in
the number of particles required in the simulatiwodel. Finding a suitable value of this
ratio was necessarily a compromise for practicatmating with the resources available.

The second ratio, the contact thickness to parsigkeing ratio, #ts, had a smaller effect, but
still influenced the accuracy for a given L/s ratidlthough the true value of the/dratio

was found to be shape dependent, it was showrathaneric value offs equal to 0.55
times the initial SPH spacing (for orthogonallyssnged particles) produced consistently
accurate results for common shapes.

Using a slightly less than optimal/fratio of 0.5 (for reasons explained in Sectiat),4he
accuracy as a function of L/s was shown in Figuietd be about 1% for an L/s of 20,
reducing to an error of about 0.01% for an L/s @fdr a typical ship shape, taking note that
the critical dimension L is likely to the be theale of the vessel.

Hence the L/s ratio can be used to estimate tloe rthe buoyancy force from the
simulation, or conversely if a desired accuraagwuired, the approximate L/s ratio can be
determined.

The same rules were applied to objects floating fnee surface, however the buoyancy
force was not influenced by thg$iratio. Instead the draught of the vessel aadrtim
changed, as the/s ratio effectively modified the underwater shapéhe vessel in a
direction normal to the vessel surface, as dematestin Section 4-12.

In summary it is recommended to use an L/s of esd than 20, with an/s of 0.55 for
initially orthogonal particle distributions. A grter L/s ratio should be used if computational
resource allow.

As outlined at the end of Section 4.4, and as eepee is acquired with the simulation
technique described here, it may be evident treatethgth of the vessel, L, is not the best
parameter to use for the rule of thumb to deterrtheeSPH spacing dimension. It is likely
the ratio will be case dependent — it is envisioted for narrow hulls the critical dimension
may be the beam, or for shallow vessels it mayhbaltaught.
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5 Non-Linear Free Surface Flows

Two physical scenarios that develop complex antémidree surface flows are breaking
waves and green-water on deck. These flows ara gftge challenging to model with
conventional finite element CFD techniques. The $fdthod is well-suited to the modelling
of such complex free surface flows, as will be dastmted by the controlled “dam-break”
benchmark case.

The test case presented here, and others similathimve previously been solved using SPH
(Issa and Violeau 2006, Abdolmaleki 2007). The @neg of a dry or wet floor to the dam
break tank has also been shown by the SPH techtoqon#uence the developed wave
behavior. For example, a wet floor causes therazig water surge to have a notable hump
and the wave velocity is slower than for a dry Béidleau and Issa 2007, Crespbal.2007,
Crespeet al.2008, Groenenboom and Cartwright 2009).

The aim here is not to re-validate the SPH techaigu these non-linear flow scenarios, as
they are not directly relevant to ship motionsagular waves, but the aim is to provide a
tangible demonstration that the SPH technique besegl here may one day be extended to
the study of ship motions in non-linear waves.

5.1 Reference Data

The reference “dam-break” data is Test Case 2 fl@iSPH European Research Interest
Community” (SPHERIC, Test Case 2, 2006, Issa amidedu 2006). The reference provided
a detailed schematic of the experimental setupdeovof the experiment, pressure sensor and
height gauge data as a function of time, and theltof an SPH solution to the problem.

The SPH and finite element representation usethiework is shown in Figure 5-1.

The setup consisted of a rectangular tank with maiestrained to one end of the tank by a
vertical wall, the vertical wall in essence beihg lam. The “dam-break” was simulated by
rapidly removing the vertical wall, allowing the teato flow into the empty end of the tank.
A small box fixed to the tank floor provided an tdude to the oncoming fluid, producing a
complex flow pattern with a mixture of spray andidavater. The small box was
representative of a container on the deck of a ship

The schematic with dimensions is shown in Figu $he tank was 3.2m long, 1m wide
and 1m tall. Four height probes on the centratinde box recorded the water height at the
locations shown. Pressure sensors were locatedrdgreline of the front (facing the dam)
and top faces of the small box at the locationsvshia Figure 5-3.

B K Cartwright, 2012. p.65



Fluid behind
dam wall

Dam wall

Small Fixed Box

Figure 5-1. SPHERIC Test Case 2, 3D Dam Break probim.
(The tank side walls have been removed for clarity(Issa and Violeau, 2006)
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Figure 5-2. Schematic of SPHERIC Test Case 2 frons$a and Violeau (2006). (Dimensions in metres.)
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Figure 5-3. Location of pressure sensors on the sithfixed box from Issa and Violeau (2006).
(Dimensions in metres.)

5.2 SPH Model of the Dam-Break Scenario

The model shown in Figure 5-1 was constructed uSiH particles and finite elements
according to the dimensions of the schematic imfeigp-2. This numerical model was a
half-model in three dimensions (3D) with symmetigng the centre-line. The tank and box
were modelled using shell elements. The dam Wwatlwas physically raised in the
experiment was also modelled with shell elemefrighe numerical model, instead of raising
the elements to allow the water to flow underneatim the experiment, the contact algorithm
that prevents the SPH particles moving throughnthké was turned off after the water had
settled, and this allowed the water to proceed theidoor had been instantaneously
removed.

The simulation was run for 6 seconds in total, wiit# first 0.5 seconds allowing the SPH to
settle, at which time the dam wall was releasedma@tical results (for producing graphs)
were output at 1ms intervals and graphical regirttages) were output at 50ms intervals.

The predicted water depth at each gauge was defneedthe area of each gauge in contact
with the SPH divided by the width of the gauge.e Phedicted pressures on the front and top
faces of the box were derived from the respectoragonent of the contact force of the SPH
to appropriate box face divided by the area ofbive face. The noise in the raw data was
smoothed using a moving average, as shown preyiausligure 4-2.

The reference document (SPHERIC, Test Case 2, 286¥and Violeau 2006) provides
results of a prediction using SPH with a spacing&8 mm for the SPH particles. The basis
for this spacing was that it provided a “reasonablember of 30 SPH patrticles in the vertical
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height of water behind the dam wall. It shoulddle noted that the tank and small box in
the reference were constructed using fixed SPHgbestbecause the research code used by
Issa and Violeau (2006) did not have capabilitysioell elements. Hence all the physical
features within their numerical model had to beespnted by SPH particles. In contrast, the
tank and the small box were modelled using flatl ghements in the work presented here.

5.2.1 2D Model of the Dam-Break

A brief study on the effect of SPH patrticle spacivegs conducted in two dimensions (2D) for
computational speed. A SPH spacing nominally etjutie reference data was used as a
benchmark, with half and twice the spacing alsa@dsecomparison. The actual spacings
used were 9.03 mm, 18.06 mm and 36.12 mm.

The detail of the predicted gauge height at gaugresgtused to assess the suitability of the
water discretisation into the SPH particles. he. smoothness and relative feature clarity of
the predicted wave height was used to assess ¢ugiacly of the SPH particle size.

Allowing the 3D model to behave as a 2D model waseved by having SPH particles in
the XZ plane of the model, and restricting the SRalHicles to move only in this XZ plane.
The summation characteristic of the SPH algorithas adjusted also to ensure that the
weighting function was normalised over the plarstead of a 3D volume.

SPH parameters and material parameters were glsstediwith SPH size to ensure the
behaviour scaled correctly as explained in Chahter

Figure 5-4 shows the predicted water heights irm8Bunctions of time at gauge 4 for the
three different SPH spacings in non-dimensionahfolVater height has been non-
dimensionalised by dividing by the initial wateidt# of the dambh,, and time has been non-
dimensionalised by(h/g), whereg is gravity, as used in Nielsen (2003).

Gauge 4 is located within the dam, and so the weagight at this gauge begins at a height
equal to the water depth in the dam.

The shape of the curve of Figure 5-4 is chara@drisy the initial drop in water height after
the dam is “released”, followed by two small upwatelps in water height. These smaller
upward steps occur as the water surge passesube fgcation, firstly from the reflection
from the far wall, and then the near wall.
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Figure 5-4. Water height at gauge 4 of 2D simulains with different size SPH patrticles.

The predicted water height at gauge 4 using 36 rarictes in Figure 5-4 was not a smooth
curve as function of time, whereas the predictediiaising 18 mm or 9 mm spacings are
comparatively smoother. Similarly the visual resgnetation of the reflected wave was better
defined for the smaller particles, whereas the shvegs less well-defined for the 36 mm
particles. Both of these effects are most likelg tuthe 36mm spacing being too coarse.

From this comparison the 18 mm particles were dmmed to be adequate for the 3D
simulation, in agreement with the SPHERIC refereshmeument for this test case. 9 mm
SPH would give much better resolution of splashaater height, but at a cost of eight times
the CPU effort, which was considered prohibitivetfas study.

5.2.2 3D Model of the Dam-Break

The 3D finite element and SPH particle model issgh Figure 5-1. SPH patrticles fill the
volume behind the dam wall to a height of 0.55nmumeag 54,270 SPH particles on a spacing
of 18.06 mm.

The 2D and 3D SPH predictions and the experimeesallts for the water height at the
location of gauge 2 are compared in Figure 5-5.g8&lis just in front of the small box.
Figure 5-6 makes the same comparison for gaugéidhwas in the centre of the dam.

The 3D predictions using SPH have the correct ntageiand behaviour, although the details
are not perfectly aligned in time. The 2D resgkserally show a different profile with non-
dimensionalised time due to the change in topograpBD that is not present in the 2D
simulation.
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The reference data contained a movie of the exertiah results to allow a visual

comparison with the SPH predictions. The most abwidifference between experiment and
SPH results was that the experiment exhibitedgelamount of splash and spray, whereas
the SPH prediction did not develop as much splashsaray, due to the discrete size of the
SPH particles being much larger than the very diroplets of the water in the experiment.
The presence of spray in the experiment could theeincing the measured gauge heights and
may contribute to the difference seen betweenxperanent and the predictions using SPH,
for example in Figure 5-5 for Gauge 2, which is iethately in front of the small box where
much spray was developed from.

14 e ND H2 18mm SPH 2D
----ND H2 18mm SPH 3D
0.8 - = ND H2 Experiment
E 0.6
=
0.4 -
0.2 -
O T T T T
0 5 10 15 20 25

tvg/h,

Figure 5-5 Height Gauge 2 - Experiment and SPH reds.
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Figure 5-6. Height Gauge 4 - Experiment and SPH redts.

Figures 5-7 and 5-8 show the predicted pressutbefront (P2) and top (P7) faces of the
box using SPH and the experimentally measured yress functions of time. The predicted
pressure was derived by dividing the contact famgéhe surface area of the face. A moving
average of 20 samples was used to reduce the fnomsehe force signal. The predicted
pressures compare well to the experimentally medgoiressures in magnitude, although
after 4 seconds the predicted values lag the measasults. (The frequency response of the
experimental data was not stated in Issa and \io|2@06).)

Figure 5-9 shows a few states of the SPH prediaifdhe dam break as it progresses. The
splash forming around the box is well defined. Vidical strips are the location of the
height gauges.

Figures 5-10a and 5-10b show the experimentaltrasdlthe prediction by SPH at a few
discrete times. Of note is the extent of fine waf@ay associated with the splash in
experiment. In SPH the level of this spray develept is restricted by the discrete size of
the SPH patrticles, and so the SPH prediction doedeavelop a visually compelling spray in
comparison to the experiment.
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1.0 second

Figure 5-10a. Visual comparison of the experimentadnd SPH prediction at a few specific times.
Colour is vertical height.
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4.5 seconds — surge in SPH prediction lags theteoéxperiment.

Figure 5-10b. Visual comparison of the experimentadand SPH prediction at a few specific times.
Colour is vertical height.
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5.3 Summary of Free Surface Flows

The dam-break simulation has demonstrated thattpkeementation of SPH to be used for
this research is capable of capturing the wavekimgaand water-slamming characteristics
with reasonable accuracy in terms of pressuredraresurface profiles.

Predicted pressures on the fixed box agreed wiheabults from the experiment for the early
part of the simulation where the pressures wegekir Wave profiles predicted by SPH also
showed reasonable agreement with the experimgiasisdevelopment by SPH was not as
well-developed as in the experiment because the &Ptitles used were much larger than
the fine water droplets that can develop in a spésh.

The predictions using SPH shown here had a didagotompared to the experiment,
particularly in the later stages where the lag w@a$o 4 seconds. The reason for this
progressive lag was a slower wave velocity, resglin a greater lag as time progressed.
This slower wave velocity is likely due to the acially over-viscous behaviour of the SPH
required for stability, as has been observed byddefa et al (2009). Numerical stability is
very relevant to the violent flow-regime with largeessure impulses seen in this example.

A brief study on the compromise between accuradycamputational effort for a 2D dam
break confirmed that smaller SPH particle will reivgreater detail and smoother results for
the flow evolution and pressures, albeit at greedenputational effort. Smaller SPH
particles also allow lower apparent viscosity whilgintaining computational stability in the
violent water impacts, and this could also redieelag that developed in the later stages of
the numerical simulation.
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6 Regular Waves in a Mesh-Free Environment

Work by the author in conjunction with others (®@aight et al, 2004a and 2004b) illustrated
that waves could be generated using the SPH tasbnigwas also shown that ship-like
shapes of conventional and novel form expressedrigsd finite element model could
interact with the SPH waves.

At that time, the focus of the work was on seveawes, and the aim of the work was to
demonstrate a capability in numerical analysifyenathan to validate one.

One of the more useful applications of the mesh-&gplications is still thought to be the
study of the response of ships and structuresalirgdraction with severe waves. However,
as a precursor to that application some validatih regular waves for which there is ample
data for correlation is required to build confiden the technique.

This chapter reviews the characteristics of regwkares developed by SPH.

6.1 Numerically Modelling the Towing tank

As a first approach to modelling waves, a numesaaulation was prepared to generate
regular waves by replicating the setup of a tovktdrne initial study was in two dimensions,
as shown in Figure 6-1.

hinged at the floor

" ,
T

Wave-maker paddle r 40 m

260 m

d »

920 m

Figure 6-1. Full size tow-tank model for the wavetady.

The tank was 520m long and 40m deep. It employ&gichfloor-hinged paddle wave maker
at one end and a gently sloping beach at the tdhreduce reflections. A wavelength of

60m was chosen to ensure deep water conditiortbdatepth of tank, yet retain a reasonable
number of particles per wavelength. In this caseticles of 2m diameter were used. As
noted in the Chapter 4, the location of the fradase can be determined to a location smaller
than the diameter of the particles.
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The paddle was oscillated about the tank flooreioegate the waves. The paddle amplitude
was chosen to give a wave height of 2m close t@é#uelle. The simulation was run for 120
seconds, which was about 20 periods of the 60m leagth.

The numerical simulation successfully generatedesakiowever, the wave height reduced
significantly along the length of the tank. Tresshown visually in Figure 6-2, where the
upper 10m of depth has been magnified about 108stim show the diminishing 2m wave
height over the 520m length of the tank. NoteSR&d distributions are not representative of
anything very much due to the vertical magnificat{they are in fact still largely hexagonal
in distribution). Normalised wave height as ftioc of distance from the paddle is shown
in the curve of Figure 6-3.

A A
—> 60m wave length
Wave-maker

|
o
paddle 3_

.

Beact

Figure 6-2. Wave height from the full-size wave tak decreased with distance from the wave-maker.
(Wave height has been exaggerated in this image hd maximum wave height was about 2m.)
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Figure 6-3. Normalised wave height with distancadm the paddle for a 60m wave and 2m patrticles,
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It is understood that the loss of wave height edabin Figure 6-2 is due to small amounts
of energy being lost at each of the many numesigaothing calculations performed
(McCue et al 2004) as the wave propagates alontatiie

The parameter set used provided a reasonable cangadetween the numerical stability
and damping and was developed over many cases ootlrse of this work. The parameter
set used is shown in Table 6-1. Itis slightlystdeamped (lower smoothing length to radius
ratio, and lower artificial viscosity parametetsqn those arrived at by Kalis (2007) for his
work on free fall lifeboats using the same software

Smaller SPH particles were reported by McCue €@06) to provide less dissipation. The
use of smaller particles requires more computatiefiart, and so a compromise is required.

Table 6-1 SPH Parameter Sets

Smoothing Anti-crossin Artificial Viscosit
Parameter Set| length to Smoothing length limits 9 - y
. . parameter coefficients
radius ratio
min max Alpha Beta
Cartwright 1.8 0.0 4 x spacing 0.02 0.02 0.07

For the regular wave setup of Figure 6-1, diffe@né particles were trialled to observe the
effect of particle size. Figure 6-4 shows the waggght with distance from the paddle for
1m, 2m and 4m particles for a 60m wave length sslenergy dissipation is observed for the
small particles, agreeing with the findings of M&Z3at al (2004), but is still unacceptable for
ship motion studies.

1
~
W\
\
E 0.8 \‘\\\ -4- 1mSPH
2 BN —m - 2m SPH
\
T T\ - -& - 4m SPH
\
Yos{
© 1
=
©
$ 041
©
E
S
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0
0 1 2 3 4 5 6 7
Distance from Wavemaker, wavelengths
Figure 6-4. Normalised wave height with distancaédm the paddle for 1m, 2m and 4m particles.

The effect of SPH particle size on computationefifoshown in Figure 6-5, where the
number of SPH particles and CPU time (in secorglshown for the 1m, 2m and 4m
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particles. The CPU effort is linearly related e number of SPH particles for these
simulations. The CPU time for the 1 metre SPH $tmn was 4300 CPU-seconds, or about
72 minutes on one CPU (Intel Xeon 2.4 GHz), orestli8 minutes on a 4-CPU (reduction in
CPU-time is less than linear with number of CPUdtlie code used here).

Extrapolating the trend exhibited in Figure 6-4tparticle size that would limit wave height
loss to about 10% over the 6 wavelengths modeked Wwould require an SPH patrticle size
of about 0.1m. Extrapolating the trend for CPUWs&fEhown in Figure 6-5 to a simulation
with 0.1m SPH would require 7,200 minutes (5 daysJPU effort for a similar simulation

in 2D. If the model was a 3D wave tank, of dimensi100m wide, this would be 1000
particles wider than the present 2D model, reqgian estimated 7.2 million minutes of CPU
time. This is impractical with the computing resms available to this project.

18000
16000
L 3
\
14000 + AN ---— Number of SPH
\ —B - CPU Time, seconds
12000 \
\
\
10000 - \
AN
\
8000 - \
\
6000 - N
AN
\
4000 - . >
N, R
2000 -| N, Tt~
.- - T
0 ; —-=4a
0 1 2 3 4 5
SPH particle diameter, m
Figure 6-5. Computation time for 2D simulations usig 1m, 2m and 4m patrticles.

More recent work (Jones and Belton 2006, Guileted 2007) suggested an improved time-
stepping algorithm as a possible solution to rauythe wave decay in the propagation of
free surface waves, however this was not demoestraA still more recent work (De Padova
et al 2009) also showed dissipation in the wavedetted by their custom code which
presumably incorporated many of the improvementeaént publications. The simulated
waves of De Padova et al (2009) included both segad irregular waves, but were in a
tank with a sloping floor, which ultimately led bveaking on a shore, so even those waves
were not directly comparable to a constant deptvevtank for ship motion predictions.
DePadova et al (2009) concluded that a small vailtlee empirical alpha coefficient of the
artificial viscosity was required for numerical lsiléy, but the result was still too dissipative
for accurate wave reproduction.

Consequently, the generation of waves by repligatie wave tank physics with current SPH
formulation and currently affordable computer povgenot a viable approach to predict the
response of a ship, as the waves developed amaffmiently consistent in height along the
tank.
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6.2 Moving Floor Technique

A novel technique to generate non-decaying waves awy number of wave lengths has
been developed for this work.

The approach is based on Airy wave theory (Lami2)188&d the finite element modelling
concept of sub-domains.

Sub-domains are a modelling technique used irefieliément analysis and are merely
smaller regions of a larger domain with controlteindary conditions. Critically, the
response of the sub-domain will be the same imigwi or if part of a larger domain so long
as the conditions (say, forces and displacements fioechanical system) on its boundaries
are the same in each situation. Hence to studsegpmonse within a sub-domain, it is not
necessary to solve the solution to the entire dopfit merely the solution to the sub-
domain with appropriate boundary conditions.

Airy wave theory (or linear wave theory) stateswaer particles in a wave will follow the
path of an orbit that is a function of depth and/@angth and sufficiently far from the floor.

Combining the concept of sub-domains and Airy winemry, a wave tank was considered a
sub-domain of an infinitely deep body of water wstirface waves. The tank floor was
considered as the boundary to the sub-domain asdciiswas divided into segments and
were prescribed motions according to the Airy wemeditions at that depth. The paddle at
the upstream end was retained and given motior®diog to the Airy wave conditions at

that location also. This is shown in Figure 6-6dm®ub-domain that does not contain a beach.

Orbits at depth

defined by Airy Sub-domain
wave theory,

| / < >

Sub-domain boundary
defined by shell elements

Figure 6-6. Concept of sub-domain boundary motiondefined by Airy wave theory.

Applying this concept to the configuration of Figus-1, a sub-domain boundary was defined
using shell elements at a depth of 15m. Eightl gheinents per wavelength were defined for
the floor, and the nodes of these elements wesepbed time-dependent dimensional
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boundary conditions to enable a “moving floor”.m8ar shell elements were described for
the paddles at the up- and down-stream ends cuirelomain.

The boundary conditions assigned to these movialj slements were displacements as s
function of time about a central point consisteiihwthe Airy theory orbits for the water at
the depth of interest. The rigid sloping beach vesgined as in Figure 6-1. SPH particles
adjacent to the moving floor shell elements hadiomamparted to them by the contact
interfaces described earlier.

The result was a wave that showed no loss of waighhalong the tank, as shown in Figure
6-7 (expanded vertical scale).

Of particular interest is the near-uniform waveghés, and the SPH particles that are
adjacent the moving floor elements that are neathforming to the shape of the moving
floor. There is a rapid loss of wave profile otfee rigid beach where there is no influence
from the moving floor.

—V‘ 60m wave length

SPH Nodes
adjacent the
moving floor

Figure 6-7. 2m wave height developed by the movirflpor concept — exaggerated vertical scale.

In the simulation shown in Figure 6-7, the wavegaligped simultaneously everywhere
along the tank in response to the moving floorisTaduced the time for fully developed
waves to fill the tank. This was because the walkesto the moving floor are developed
through the depth of the water, and not alongehgth of the tank as is the case for a single
wave-maker at one end of a tank.
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The moving floor technique does not overcome tlssde inherent in the SPH formulations
used here. Instead the moving floor relies oriritexaction of a wave with the floor in
shallow depths, but instead of taking energy ouhefwave through interaction with a
passive floor, the moving floor imparts energy itite wave. The motion of the floor
determines the nature of the surface wave thangmted.

Waves are able to be developed at considerabndestfrom the wave maker paddle because
the waves at those locations are being generatedgh the depth of the wave by energy

from the moving floor. Hence the energy presernhesurface wave has only propagated
through the depth of the water, and hence therdistéor energy loss through particle
interactions is greatly reduced compared to a sanf@ave that has travelled along the tank
from the wave maker.

The concept of developing the wave through theldespiinconventional, and is not obvious
at all as to why it should work, when the floor ditygles are considerably smaller than those
that develop on the surface.

To demonstrate that the surface waves are gendratadhe motions of the floor, a wave
tank without a paddle-type wave maker, and witleobeach, was developed in simulation.
For this model, periodic boundary conditions wesedito give the behaviour of an infinite
length of tank. Periodic Boundary Conditions (PB&® numerical domain boundaries
where reactions are translated in the model sgacthat particle interactions at one end of
the tank are reproduced at the other end of tHe &mas to give the numerical effect of an
infinite length of tank. Energy is input into thater from the motions of the floor. The
result is shown in Figure 6-8, where 7 wavelengthdm waves are shown. The same wave
is shown in Figure 6-9 with an amplified verticabk for comparison to Figures 6-2 and 6-6.

The surface profile is not perfectly smooth. Tikiglue to the discretisation of only 7
particles through the nominal depth of 15 metrage B the requirement that the particles
develop a hexagonal packing arrangement, the pgciithe particles must continually
adjust for the varying depth between crest andgtiolVith particles of nominal 2m
diameter, this necessitates continual rearrangemémthe consequent un-evenness
displayed. This effect is smaller with smaller Spatticles.
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Figure 6-8. A 2m wave height on 60m wave length deloped by the moving floor concept using
periodic boundary conditions and no wave paddle-typ wave maker.

Figure 6-9. The same wave train from Figure 6-Ayith the vertical scale exaggerated. The surface
wave height was nominally 2m and the floor movemeatwere 0.88m in diameter.

For this technique to generate waves the moving floust be at a depth of less than one half
a wavelength. Once the floor depth is defined gezsum that can be generated will be
restricted due to this depth. The work here ifricted to single frequency waves.

6.3 Waves Generated using the Moving Floor Technique

6.3.1 Wave Descriptions

A wave of frequency of 0.8 Hz and 50mm wave helgig been developed using the moving
floor technique. This corresponds to & of about 2% on a wave length of 2.43m. This
wave is relevant to the model ship response cAMECRCO09 hull regular wave response
(Macfarlane and Lees 1999) that is used for corapario predictions obtained using SPH in
Chapter 7.

A wave tank of a single wavelength with periodiaibdary conditions was used. The floor
was one wavelength long and divided into 8 segmé&ihwer depths between 2.5% and 15%
of the wavelength were used.
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Figure 6-10 shows a typical wave with a wave hegft#%, SPH particle size of 0.5% of the
wavelength and a moving floor at a depth of 10%hefwavelength. Note that the shell
elements of the moving floor extend beyond the doroithe SPH particles, as the floor
nodes have orbits that traverse the fixed locatfaine periodic boundary that contain the
SPH patrticles.

Figure 6-10. A fully developed wave developed byraoving floor.

6.3.2 Surface Profiles

The non-dimensionalised surface profile of the wlaom Figure 6-10 is shown in Figure 6-
11 for one instant. The surface profile is chaaséd by smooth regions and rough regions.
The roughness is due to the particles packingutegty on the surface at a region where the
depth is not an integral number of particle diamsetdNote that the step in the profile
irregularity is less than one particle diameteriolhn this case was 0.5% of a wavelength.

—— Ytheor

x Ysim

0.5

Normalised Vertical Displacement
xX

XX

-1 -
Wavelength

Figure 6-11. Normalised vertical surface profileof a wave developed with the floor at a depth of
10% of the wavelength, comparison of Airy theory tasimulation results.

Figure 6-12 highlights the slightly irregular spagiof the SPH patrticles at the crest, which
coincides with the roughness of the crest in Figife.
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Figure 6-12. Surface roughness in the profile aghe wave is due to irregular packing of the SPH
particles as they accommodate a depth that is nonhantegral number of SPH diameters.

Figure 6-13 shows the surface profiles for eactheffloor depths from 2.5% depth to 15%
depth. Each profile has been normalized to isadatave-height of 2% of wavelength. The
profiles are very similar in shape for the flooptles studied. There is greater irregularity in
the profile on the face of the wave (the wavesnaoging from right to left) than there is on
the back of the wave. Waves with deeper floord terhave a leading phase angle compared
to the shallower waves, even though the phaseedidbr was the same at the instant the
data was recorded for each wave. This phase eliféer between the wave surface and the
floor is evident in Figure 6-12 also, where thef@te crest visibly leads the crest in the floor

orbits.
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Floor Depth
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xY 7.5%
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Figure 6-13. Surface profiles for each of the dejps studied. Wave height was 2% of wavelength.

6.3.3 Through-Depth Velocity Profiles

Through-depth velocity profiles in the horizontaldavertical directions for the 10% depth
wave are shown in the colour contours of Figurel@id 6-15. The distribution of velocities
is similar for the other depth floors, and doesyaightly with time. The distribution shown
in these figures is typical.

Figure 6-14 reveals the maximum magnitude horidomi®city is below the surface of the
wave, which is not in agreement with the theorétigstribution. The vertical velocity
profile of Figure 6-15 has the maximum magnitudeei¢y on the surface of the wave,
which agrees with the theoretical distribution.
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1 Figure 6-14. 10% depth floor - horizontal velocityprofile.
-0.0z2
-0.04
-0.06 w—
-0.08 g K
~010 -
o2 - = . —
-0.14
Velocity m/s. Figure 6-15. 10% depth floor — vertical velocity pofile.

A more comprehensive review of the velocities wittiie 10% depth wave is depicted in
Figure 6-16 where the distribution of velocitieswilepth is shown for vertical and
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horizontal directions. The velocity is normalidgdthe theoretical surface velocity for wave
of interest, and the depth is normalised by wagtlerFigure 6-17 is the distribution for an

Airy Wave of the same characteristics.

The horizontal distribution of velocity from simtilan shown in Figure 6-16 has
considerable deviation from the theoretical distidn of Figure 6-17. The vertical
distribution of velocity in simulation deviates $esom the theoretical than the horizontal

distribution.
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Figure 6-16. Normalised horizontal and vertical vedcity of all SPH particles within a wave for the foor at
10%wavelength.

Vtheory/Vmax(lheory)

0.02

15 1 B 15

A4 qags

Fh g

Depth / Lambda

Mt
g
-U.
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normalized depth — AIRY WAVE THEORY.

Figure 6-17. Normalised theoretical horizontal andrertical velocity within a wave for the floor at
10%wavelength.

The deviation in the horizontal velocity requiresmninvestigation and so this has been
studied in greater detail in Figures 6-18 througb£2.
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The horizontal velocity of a single particle on theface of the wave with floor at 10%
wavelength is shown in Figure 6-18 . The theoatticaximum surface velocity is indicated
by the dashed lines. The maximum particle veloedes slightly around the theoretical
value, in both positive and negative directions.

In Figure 6-18 there is a slight bias of the vdlpcurve in the negative direction, with an
average of -0.004 m/s, or -3% of the maximum vé&jodihe result is a net movement with
time of all of the SPH patrticles in the directidrtloe wave propagation, which could be
interpreted as drift for the wave modeled heresThift effect is highlighted in Figure 6-19
where the x coordinate of the same SPH partigiosed with time. The mean position of
this particle moves approximately linearly with &mm the period between 10 and 20
seconds, indicating constant drift velocity. ieeathe wave has become developed and
stable. The use of “periodic boundary conditioras’ used here, would allow this behaviour
to be maintained for the duration of the simulatiéithough not explored here, as it is not
particularly relevant to ship motions, this ‘drike’ behaviour suggests that drift could be
modeled with this approach also — in which casdltwe motions would need to
accommodate this effect (currently they do nothasorbits are defined around a fixed
reference that does not move with time.)

0.02 -

002 9
-0.04 -
-0.06 -
-0.08 -

0.1
-0.12 -
-0.14 -

Time, s Time, s

Velocity, m/s
X coordinate, m

Figure 6-19. X coordinate with time of a surface

Figure 6-18. Horizontal velocity with time of a : . : .
particle, showing effective drift.

single SPH particle on the surface.

Figure 6-20 is a set of plots each showing theziomtial velocity at a single instant within
waves at each of floor depths studied from 2.5%6% of wavelength. There is some
scatter in the results as the values of individ@RH particles locations have been measured
at one instant in time. Despite this scatter, d@spite only a vertical selection of particles
being used to generate the suite of curves in Eige20, the correlation of the distribution at
10% depth shows strong similarity to the maximuriues for the entire wave at 10% depth
shown in Figure 6-16, giving confidence that theseves are a good representation of the
distribution with floor depth at this wave conditio

In general the horizontal velocity has a maximunueat a depth of about 2-4% wavelength
depth below the surface, with this maximum as laigli5% above the maximum surface
velocity for one case observed. The velocities ediately above the floor are less than the
theoretical values, but by a lesser amount.

B K Cartwright, 2012. p.89



It should be emphasised that these observatiorfsrattee conditions modelled. It may be
possible to reduce these errors by increasinguhger of moving floor segments per
wavelength (8 was used here), and better understatite required interface conditions
between the floor and the water, such as the ‘codesss’ between the floor and the water.

Figure 6-21 is a plot of the horizontal velocityaginction of depth down to the 15%
wavelength depth for all the floor depths. Figbf22 is the same plot with the depth shown
to a full wavelength of depth. Both plots indicttte level of scatter in the results, but also
that the results generally follow the theoretioaloeity with depth.
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Figure 6-21. Summary of Normalised horizontal velaity for all floor depths studied.
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6.3.4 Through-Depth Pressure Profiles

The theoretical pressure distribution through teptld is given by the Bernoulli equation as
follows:

2
Rearranging (29) for pressure, p, the hydrostagsgure and the dynamic pressure
components are respectively:

v2 p
- + gz + 5= constant (29)

p; = pgz (30)
py= - 3D

The normalised dynamic pressure is dependent olo¢haevelocity of the water. It was
shown in Section 6.3.3 that the velocity profilehin the waves obtained using the moving
floor technique deviates from the theoretical vigloprofile.

Figure 6-23 is a plot of the dynamic pressure pedbr the wave developed with the moving
floor at a depth of 10% wavelength. The curve sheimilarity to the velocity distribution
as the dynamic pressure contains a velocity squared

Figure 6-23 was developed from the peak horizorgkicity profile. As the horizontal
velocity profile is further from the theoreticakti the vertical velocity profile, this dynamic
pressure profile is likely to be representativéhef worst case for the floor at this depth.
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Figure 6-23. Normalised dynamic pressure with deptifior the floor at 10% wavelength.
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6.4 Effect of Floor Depth

The diameter of the orbits of the water motion dase exponentially with depth. Typically
there are no significant wave-to-sea-floor intdmaxg when the water depth is greater than
half a wavelength. If the floor is moving, themis presumed that the depth would need to
be less than one half a wavelength for the floanfloence the surface.

Simulations were performed with the moving floowatious depths to observe the effect on
the surface waves generated. Periodic boundamjitomms were used, with the SPH
parameters of Table 6-1 used in all simulationse floor depth was varied from 5% to 40%.
Floor amplitudes were prescribed according to tih at each floor depth for anihdf 2%.

Figure 6-24 shows the normalised wave height asietibn of floor depth. At shallow floor
depths the wave height was very close to the thieatevave height. The curve shows a
distinct peak in surface wave height when the mp¥ioor was at a depth of 22.5 % of
wavelength. Beyond this depth the surface wavghteliminishes rapidly.

The correct wave height at very shallow floor depilas expected, as the water was literally
following the moving floor. The reduction in walkieight for depths close to 50%
wavelength was also expected due to the condifmrdeep water waves and requirements
for no tank floor interference.

The peak of Figure 6-24 at 22.5 % of floor deptls waexpected. It could be a resonant
characteristic of the conditions chosen. The cafisieis peak has not been investigated, but
is important to notice its presence as an unuswblaexpected characteristic worthy of
further exploration.

Figure 6-25 shows the phase angle between theceusfave and the moving floor for the
various depths trialled. The zero datum is thetatwave at the floor. At shallow floor
depths the surface wave is ahead by 50 degreegadany to about 35 degrees at 15% depth,
and then increasing continuously up to 176 degaedse maximum depth trialled of 40%.

The change in phase angle with depth implies aadiewi in velocity vector of the orbits that
may be part of the deviation seen in the horizoamal vertical velocity components in
Section 6.3.3.

The leading phase angle between the surface aritbtings as though the driving

mechanism for the wave generation is the flooragffely lifting a mass of water, and the
water moving ahead of the oncoming crest in therfldHence the surface must always lead
the floor by some amount, but not so much thatnsrup the back of the next wave crest. It
is plausible this lag has some response time amnsldepth dependent. The maximum
leading phase of 176 degrees is interesting inttieasurface and floor are almost exactly out
of phase, yet propagating in the same directioms flither suggests some resonant
behaviour, either in the dimensions and frequemdh® SPH conditions chosen here.

The nonlinear nature of the surface wave heiglat fasiction of floor depth suggests that a
trial should be run to ensure the desired wavehtesgoeing generated.
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6.5 Summary of Regular Waves in a Mesh-Free Environment

The software used here, when modelling a waveatika single paddle at one end
produced a wave train in SPH particles that decayeduickly for ship response
predictions. The excessive decay was due to noatlefamping that is inherent in the
fundamental SPH algorithms to ensure a stableisalute. without the damping the SPH
would tend to fly apart and become ‘unstable’.

A technique that generated a more uniform wavehdéay any length of wave tank has been
developed. The technique uses floor segmentsrtbaé according to the linear wave theory
motion for the motions of water within a deep-watave at that depth. The depth must be
less than one—half a wavelength.

The waves developed simultaneously along the eletigth of the tank, indicating that the
surface waves are developed by energy transfer tiherfloor. Although the inherent
dissipation losses with the SPH algorithm are ptiflsent, the wave energy is input along the
entire length of the tank through the motions efflbor. The losses in energy transfer are
then only through the depth of the tank. Thisiisantrast to the conventional paddle-type
wave generator where the surface wave at any dest@iong the tank has had to propagate
along the length of the tank from the wave-maked, so lose energy due to the SPH
interactions all along that path of propagation.

The surface profile of the wave generated with mhasving floor technique is quite close to
the sinusoidal driving function. Interestingly,damot shown here as it is not relevant to
regular small amplitude ship motions, is that thedace wave can be made to grow beyond
the linear conditions, to a quite steep profile amen to breaking, merely by increasing the
orbit diameter of the floor. There is a distinelationship between the floor motions and the
surface motions, such that non-linear surface waasade generated through the use of non-
linear floor functions (Groenenboom and Cartwrig1.0).

The velocity profile through the depth of the wasef the correct general form in both the
horizontal and vertical directions, however sigrafit deviations from the theoretical
distribution are evident, more so in the horizothaln vertical direction. In general the
horizontal velocity has a maximum value at a dethbout 2-4% wavelength depth below
the surface, with this maximum as high as 15% altegenaximum surface velocity for one
case observed. The velocities immediately abogdltior were observed to be up to 10%
less than the theoretical values at this depth.

It is not known if the deviation from theoreticabfiles of velocity and dynamic pressure are
a result of the fundamentally different way the wa generated in the present technique, or
if the deviation is due to a less than ideal matdrehavior by means of the SPH parameters
chosen.

A benefit of the moving floor technique is that thave develops simultaneously along the
length of the tank. For a very long tank this cordgresent a significant reduction in
computational effort compared to a traditional weasgk where the wave must propagate
along the entire length of the tank before thedstestiate condition is reached.
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Another advantage of the moving floor techniquth& no dispersion of the waves will
develop along the tank, because the surface waeeageaerated by energy transferred from
the floor through the depth. There may be smatiponents of energy that travel in the
direction of the wave propagation along the surface due to the (current) inherent losses
within the SPH technique itself, these componerilisdecay quite rapidly and not traverse
more than a few wavelengths. Hence for a very tang, it is possible with the moving
floor to have the exact same waves representdtipaisitions along the tank.
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7 Prediction of Ship Response in Regular Waves using
SPH

The aim was to produce a subset of results thdt dmudirectly compared to a subset of the
towing tank results for the AMECRCO09 model hullfrdviacfarlane and Lees (1999).

The AMECRCO09 hull was described in Chapter 4 Sact@. The principal dimensions of
the physical model are summarised again here ifeTath and Table 7-2.

Table 7-1 Particulars of the AMECRCO09 hull and theFE Model.

Model L/B | B/IT| Cb| LCB | LCF | LWL | Wetted Surface AreaDisplacement
% | % | (M) (m2) (kg)
AMECRCO09| 8.00| 2.5 | 0.5/ -5.40|-8.75| 1.6 0.3732 12.804
FE 8.00| 2.5| 0.5/ -5.70| -8.80| 1.6 0.3766 12.804

Table 7-2 Mass properties of the AMECRCO09 hull andhe FE Model.

Model Radius of Mass Ixx lyy lzz
Gyration kg Kg.m* | Kg.m® | Kg.m?
AMECRCO09 0.4m 12.804 Not 2.048 2.048
stated
FE Full- 0.4 m 12.804 0.106 2.048 2.048
model
FE Half-model 0.4 m 6.402 0.053 1.024 1.024

The pitch and heave response at Froude number2®80d 0.5, for a nominal wave height
of 2.5% of L have been compared. The wave freqesndiosen for comparison were those
around the characteristic features of the trarfsfestion curves, namely non-dimensional
wave frequencies expresseduais’(L/g), of 1.5 to 2.8.

7.1 Reference Data

The reference data was from Macfarlane and Lee¥9)19Data was presented for towing
tank experiments and linear strip theory predicion

The experimental reference data was presenteddmsgrid heave transfer functions
extrapolated to zero wave height, and non-dimeiadised pitch and heave as a function of
wave height. For comparison to the results by &Bid, the response at actual wave height
was used.
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The linear strip theory predictions were producgdhe Wolfson Unit Software Package of
the time, circa 1999, hereafter called the linésap sheory results (Macfarlane and Lees
1999).

7.2 SPH Simulation Setup

The SPH simulations were conducted at model scehe. tank used for the SPH simulations
was nominally 24m long, 3.55m wide and producecdeater waves.

The actual length of the tank varied with each wia@guency used because the method of
wave generation required the length of the tan&rbategral number of wavelengths. The
width used was 1.75m wide with symmetry on the retinie of the vessel. An image of the
simulation setup is shown in Figure A5-1.

A nominal SPH spacing of 0.04m was used for alésa$his gave an L/s (hull length to SPH
spacing ratio) of 40, according to the rules degvetbin Chapter 5. The L/s of 40 produced
smooth CG motions of the vessel at all conditidndisd here, and so was considered further
evidence of an adequate SPH spacing.

The model hull was a rigid finite element modeblascribed in Chapter 4. The model was
free to move in pitch and heave. Surge was resttiby the velocity boundary condition
prescribed on the hull to attain the forward testesl. All other motions were fixed. Pitch
and heave were measured at the centre of gravitg.centre of gravity was located at the
same location on the FE model as on the physicdemproducing a level trim at zero
forward speed for both the FE model and the phiysicalel.

Mass and inertia were assigned to the rigid baadiyefielements of the hull. Rotational
inertia was confirmed in the finite element envirent by conducting a bifilar suspension
numerical simulation, as described in Appendix Al.

At the start of each run four processes were lisgd. These were:
1) settling of the water particles from their initiatbrthogonal arrangement into a three-
dimensional hexagonally packed arrangement;
2) development of surface waves;
3) settling of the vessel onto the water surface; and
4) acceleration of the vessel to the desired forwpekd.

The first three processes commenced simultanedwastythe start of the simulation. The
acceleration of the vessel commenced after 2.5nsisc@t model scale) to ensure the vessel
was reasonably stable in the water prior to becuoglerated.

At the start of the simulation the water partigl@serently re-arranged themselves into the
three-dimensional hexagonal arrangement due tgrthatational acceleration acting on
them. (From a practical perspective, a mathenijtiparfect orthogonal distribution of
water particles has been observed to remain thaewen with gravity acting on them until
disturbed somehow. In the case here the distuihfhgence comes from the moving floor to
create the waves, and the impact of the vesseltbatsurface.)
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The orbital motions of the floor elements to geteethe surface waves were developed from
stationary to full amplitude over one wave peridte surface waves were typically fully
developed after a further period. After two waeeipds from the start of the simulation the
surface waves were developed over the entire leofgtie tank.

The vessel commenced the simulation just abovevéter surface, and “fell” into the water
due to the action of gravity acting on its centrgravity at the start of the simulation. A
balance of buoyancy and displacement was typieaitpired in about one second at model
scale, displaying some oscillation in the proceBse process of dropping the hull into the
water was a numerical modelling shortcut to obviateneed to create a hole in the water for
the vessel to sit in, and consequently avoidedrtbee painful checks to ensure no water was
within the hull.

The vessel was allowed to “settle” onto the (moynvgter surface for 2.5 seconds before
being accelerated to the test speed over a fu2tbeseconds. The forward motion was
controlled by a velocity boundary condition functithat prescribed the velocity applied to

the centre of gravity. For this setup, forwardeyp of the vessel was constant and no change
in forward speed was allowed due to wave conditions

A typical vertical motion of the CG of the modelllhfior a complete simulation is shown in
Figure 7-1 for example. The response due to tbhegementioned processes can be seen in
the first 5 seconds. From 5 to about 10 secorelsdbsel was achieving a dynamic
equilibrium in the waves. The vessel responsetias calculated from the latter half of the
simulation.
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E 0.6 -
=
=
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Figure 7-1. Vertical motion of the CG over the entie simulation time. Dropping of the vessel into th
water occurred in the first ¥ second, followed byfte acquiring of steady state conditions, in this c for a
wave of 0.8 Hz, nominal wave height of 40mm and U®99m/s
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7.3 Tank Width, Tank Depth and Contact Thickness Effects

7.3.1 Tank Width Effects

Preliminary SPH simulations of the AMECRCO09 hullreveonducted at Fr 0.25 across the
frequency range of interest in a towing tank thas\i.5m deep and 1.33m wide.

The depth of the numerical tank was necessarify/tlesn the towing tank to enable wave
generation by the moving floor method. The widthh@ numerical tank was chosen to be
much less than the width of the towing tank putelyeduce the number of SPH particles,
and so reduce the computational effort for each run

The pitch and heave transfer functions derived ftieenpreliminary SPH simulation results
showed unusual peaks at low frequencies that warprasent in the reference data.

This unexpected result led to a brief investigatidn the influence of the width of the
towing tank on the results, namely tank wall irgeghce.

Tank wall interference occurs when the waves geaéiay the vessel moving forward are
reflected from the side walls of the towing tankganteract with the vessel or its waves, thus
influencing the response of the vessel (Bhattaghar972). The conditions under which

tank wall interference occurs are dependent ongati ship length to tank width, wave

length to ship length, and vessel speed to length.

Lloyd (1998) provides guidelines for avoiding taméll interference by defining a critical
Froude number below which tank wall interferencé @gcur for given test conditions. The
guidelines merely state interference will occuthat conditions, it does not state the severity
of the interference.

Applying the guidelines of Lloyd (1998) to the preinary SPH simulation and the towing
tank test conditions, the Froude number below whack wall interference will occur can be
calculated.

Figure 7-2 is a plot of Froude number versus nanedisional wave frequency below which
tank wall interference will occur. Two L/B ratiase shown, where B here is the breadth of
the tank. The dotted curve is for the test huthi@ 1.33m wide tank, L/B of 0.45, and the
solid curve is for the test hull in the 3.55m wtdeving tank, L/B of 1.2. The curves were
developed for the range of frequencies of intarestis study. Non-dimensional wave
frequency is defined as/v/(L/g), » in rad/sec.

The curves of Figure 7-2 show that all the testsr&.25 for the L/B of 0.45 are likely to
have tank wall interference. The curve for L/BLd? will experience tank wall interference
only above a non-dimensional frequency of 3.
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Figure 7-2. Critical Froude Number below which TankWall Interference will occur.

From this it was deemed possible that the irreg@sults in the preliminary SPH
simulations in the narrow tank were due to the pbgkical effect of tank wall interference.
To eliminate this possibility, and to be as repnésive as possible to the reference
conditions, all further SPH simulations were cortdddn a numerical tank with a ship length
L, to tank breadth B, of (L/B) equal to a valuela?

7.3.2 Tank Depth Effects

The longest wavelength that can be used in a phy®iwing tank is typically twice the depth
of the towing tank, such that bottom interferenoesinot occur. Bottom interference will
change the shape of the wave and hence the assamphbout linearity of the waves existing
in the wave tank. The waves used for the experiah@rork as the reference for this research
were of a wavelength less than twice the depthetank, and hence were deep water waves.

For the moving floor to generate waves, the tao&rfinust be at a depth of less than half a
wave length, because the wave is generated byatien of the water and the floor. Hence
the floor of the tank for simulation was delibehatglaced at a shallower location than for the
physical tow tank.

In the case of higher frequency waves, the depgeterate the waves by floor excitation
becomes quite shallow compared to the depth gbhilysical towing tank.

For these higher frequency waves requiring a sivaldmk for generation by the moving
floor, blockage effects may occur, even thoughwtages experienced by the vessel are ‘deep
water’ waves.
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Blockage effects occur when the cross sectional aféhe vessel is large enough compared
to the cross sectional area of the tank that tb&! ituid velocities around the vessel are
altered significantly. As the blockage effect irages, the velocity of the water around the
vessel becomes higher than the vessel speed @vbottom, and so this effect will influence
the measured response.

The blockage factor on area for the AMC tank aredSRH tank are shown in Table 7-3. The
blockage factor for the SPH simulations was 7.%firhigher than for the AMC tank because
the SPH simulations employed a shallower depth fanthe unique wave generation
method. This reduced depth may contribute to ahdegtated blockage factor.

Table 7-3 Blockage Factor based on area for the AM@nk and the SPH simulations.

Tank Name Breadth | Depth | Tank Area | Vessel XSA| Blockage
m m m? m? Factor

AMC Tank 3.55 1.5 5.25 0.0125 0.002

SPH Wide Shallow 3.55 24 0.84 0.0125 0.015

Blockage effects have not been accounted for imgbelts presented here.

7.3.3 Contact Thickness Effects

In Chapter 4 the “contact thickness” was introduas@ numerical parameter that defines the
minimum distance between the SPH particles anglib# elements of the hull of the vessel.
It was shown that the hydrostatics of the vessekansitive to the correct value of this
contact thickness parameter. A guideline was ag@esl that stated that the correct
hydrostatic response was developed when the cdhiakhess was 0.55 times the

orthogonal SPH centre to distance.

The hydrostatic response of the vessel is a balainite distribution of buoyancy and mass
of the hull. Changing the contact thickness whlange the distribution of buoyancy, and
consequently the hydrostatics, as shown in Chdpter

The hydrodynamic response of the vessel is infledry the inertial properties of the hull
and waves, in addition to the distribution of theyancy and mass. A few trials were
conducted to assess the sensitivity of the heaggoich response to contact thickness
variation: the pitch and heave response of thedtwdlnon-dimensional frequency of 2.44
(model scale of 0.6 Hz) and zero forward speedmregicted using the SPH technique.

Table 7.4 lists the change in static trim, the tmeaof the centre of flotation and the centre of
buoyancy, and the pitch and heave transfers fumefior two contact thicknesses at one
wave frequency. The contact thickness values vakenteither side of the suggested
‘correct’ value developed in Chapter 4.

From the values in Table 7-4 it is noted that tkBland LCF move at different rates, and so
an angle of trim by the bow develops as contackttess increases. The pitch and heave
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transfers functions both decrease with increasimgact thickness, which is as expected as
the vessel appears larger to the water with alargatact thickness, particularly a fuller aft

section for the shape of the hull presented here.

Table 7-4 Effect of Contact thickness on hydrostat and hydrodynamic response.

Non-dimensional | Static Trim LCB LCF Pitch Heave
contact thickness of Vessel | % LWL %LWL Transfer | transfer
(contact thickness / Function | Function
SPH spacing) F=0.6Hz| F=0.6Hz
0.5 0 degree 55.68 % 58.81 % 0.86 0.86
0.7 0.3 degree 55.50 % 59.51 % 0.79 0.81

The results calculated here indicate that the dyna@sponse was sensitive to the contact
thickness for the conditions used. Ensuring threecd contact thickness through
confirmation of the hydrostatics should then enshiat as accurate as possible dynamic
response is predicted in SPH.

7.4 Pitch and Heave at Froude Numbers of 0.25 and 0.5

The SPH simulation used a tank depth of 0.24m aalbsvave frequencies. This
represented a depth to wavelength range of aboub®@% of the wavelength. The shallow
depth ensured good deep water wave representatithre moving floor technique as
discussed in Chapter 6.

Figure 7-3 is a plot of the non-dimensional pit@nsfer function as a function of non-
dimensional wave frequency for a Fr of 0.25. Témutts obtained experimentally, those
obtained using SPH and those obtained using listei@rtheory are shown. In this figure it
can be seen that the linear strip theory underagtisrithe towing tank results by 10-20%. The
results from the SPH simulations underestimatediving tank results by about 20% at the
lower frequencies, increasing to as much as 50&nan-dimensional wave frequency of 2.5,
where the towing tank values were themselves doiten magnitude.

Figure 7-4 is a plot of the non-dimensional heamadfer function as a function of non-
dimensional wave frequency for a Fr of 0.25. Téwutts obtained experimentally, those
obtained using SPH and those obtained using listei@rtheory are shown. The SPH
simulation results are within the variability showthe test tank results (error bars were not
available in the reference data).

Figure 7-5 is a plot of the non-dimensional pit@nsfer function as a function of non-
dimensional wave frequency for a Fr of 0.5. Thaules obtained experimentally, those
obtained using SPH and those obtained using listei@rtheory are shown. This figure
shows that the linear strip theory underestimdtesdwing tank results by 10-20%, at
frequencies lower than the resonant peak, about&t3%e peak, and then are closer to the
test results at the higher frequencies. The refudin the SPH simulations are very similar
to the linear strip theory results, with some sradbove and below the linear strip theory
results across the frequency range.
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Figure 7-6 is a plot of the non-dimensional heamadfer function as a function of non-
dimensional wave frequency for a Fr of 0.5. Thaules obtained experimentally, those
obtained using SPH and those obtained using listei@rtheory are shown. The linear strip
theory correlates with the towing tank results gquell across the frequency range. The SPH
simulation results indicate the generic trend eftthwing tank results, with good correlation

at the high and low frequencies, but under-estirttageak in the response by about 40%.

14
"R
x 1.2 1
g o)
<
8
a 0.8 1
<
c
.g 0.6 1
S = Linear Strip Theory
E 04 1
a O Tank Test
c
S 0.2 A SPH Simulation
0 T T T
1 15 2 25 3
Non-dimensional Wave Frequency, wV(L/g)
Figure 7-3. Pitch Transfer Function for Fr = 0.25.
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Figure 7-4. Heave Transfer Function for Fr = 0.25.
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Figure 7-6. Heave Transfer Function for Fr = 0.5.

7.5 Discussion of Ship Motion Predictions using SPH
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The transfer functions of pitch and heave for tbeditions shown here follow the trends
shown in both the towing tank results and the ptexths using linear strip theory. The
results obtained using SPH are typically about 1@&er than the experimental results, but
by as much as 40-50% when the experimental restutt& peaks or are of small magnitude.

As both the pitch and heave results were lower wiredicted using SPH than those
measured in the experiment, one explanation islmeapat the response obtained using SPH
is over-damped in the simulations conducted here.

The dynamic results of the settling of the vesstl a hydrostatic equilibrium in Chapter 4,
indicated that when the fluid is represented byeatgr number of smaller SPH particles
there is less damping compared to the use of fewtlarger SPH particles. A brief study in
the currently affordable SPH particle size for thhenputing power available is therefore
recommended for future work.

That the SPH technique did not reveal the sharki@ethe heave transfer function at Fr =
0.5 is quite surprising considering that the SRtthiégue is more commonly used for
analysis of short duration transient events (Kaltgr et al 2003, Toso 2009, Vignejvic and
Campbell 2009 a and b), rather than analysis @f thuration quasi-static scenarios. This
further suggests the SPH parameters have scopaniag to reduce their inherent damping
characteristics.

It is also possible that the velocity distributiorthe waves is influencing the resultant ship
motions. Section 6.4 revealed a phase differert@den the surface and the floor, and a
consequent velocity phase difference would alsstexi

A brief comment is required on ship-generated wawWske and waves were radiated from
the model hull in the SPH environment, as showthénimages of Figure A5-2 of Appendix
A5. The experimental data of Macfarlane and L&899) did not include wake
measurements, so no correlation was possible. A is likely that the same dissipative
forces observed in the waves discussed in Sectiowil be affecting these ship-generated
waves also. It is therefore possible that the €sige dissipation of the wake and waves from
the vessel will be influencing the response ofwtbgsel, and hence this may also be
contributing to errors observed in the predicteig sbsponse.

B K Cartwright, 2012. p.107



8 Conclusion

This research work investigated the use of the AreghSmoothed Particle Hydrodynamics
(SPH) technique to numerically simulate the respasa ship in regular waves. For this
application the ship was defined by shell elemantsthe water defined by SPH patrticles.

Guidelines were developed to assist in selectin§Rid particle size and the contact
thickness to obtain the correct buoyancy forceafoobject submerged. These guidelines
were also used to locate the free surface. Nunbricaating the free surface is useful for
studies of hydrostatics and potentially for stusdiedamaged ships.

Regular waves produced in SPH particles usingddlpaype wave maker diminished in
wave height to the point of being unusable for shaiion studies. The loss in wave height
was most likely the effect reported by other reslears, as being due to the inherent
numerical damping required to maintain a stablatgwi in the fundamental SPH algorithms.

A novel wave making technique was developed byatlibor that produced waves
simultaneously and uniformly along the length af tnk. The technique, dubbed the
moving floor technique, moves rigid floor segmeuits shallow tank in accordance with the
motions at that depth from linear wave theory. stkave making technique does not
overcome the dissipative losses of the SPH alguosttbut instead reduces the path length
over which these losses occur. This is the redultiving the surface by the motions of the
floor, implying the SPH losses occur primarily thgh the depth of the tank instead of along
the complete path of surface wave propagation.

Velocity and dynamic pressure profiles throughdkpth of the wave were compared to
theoretical profiles. The values from simulatiolwwstthe generic form of the theoretical
profiles, but vary by up to 50% of the theoreticalue at isolated points where they were
measured within the wave. The phase of the sudl@tions was observed to lead the floor
elevations. This may contribute to the variatiovelocities observed. Possible causes for
the these deviations from the theoretical distidng are most likely due to the
fundamentally different way the waves are developed

The heave and pitch transfer functions developed fugh speed monohull displacement
hull at Fr 0.25 and Fr 0.5 from motion predictiarssng SPH were generally lower than the
transfer functions obtained from experiment. Thedtions using SPH showed the
presence of peaks in the responses but did natlrhwem as clearly as in the experimental
work and linear strip theory predictions.

The correlation between the numerical simulatiangiSPH and the experimental results
needs to be improved before the SPH technique eaelied on as an industrial tool. The
existing benefit of the technique to cater for ahgpe craft may lend itself to use where
conventional tools will not work.

The outcomes of this research demonstrate thatgpiregiship motions using SPH is
practical, but some refinement is required befooelpcing accurate results. It is hoped this
work will be continued to benefit from the SPH teifue coupled with a structural solver.
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9 Future Work

The work reported here has demonstrated that grediof ship motions by the SPH
technique is possible. However, the technique idully developed for industrial use, and
hence is by no means complete. Numerous areas Wrdrer work is needed are readily
apparent. A few suggestions are made here.

The reasons for under-prediction of the transfacfions obtained using SPH compared to
those obtained from experiment needs to be und®tstod improved upon. Two likely
reasons for the under-prediction are:

a) damping of the ship motions due to excessive “ag@gaviscosity in the fluid; and

b) the velocity profile through the depth of the wdneeng different in a wave generated
by the moving floor technique to that of a deepervatave.

Reduced damping of the ship motions may be achigwedgh tuning the existing SPH
parameters, or it may be achieved through the imeigation of new algorithms. As SPH
methods are under continued development it is ples#iat new algorithms may be more
effective in removing the numerical damping thatusrently revealing itself as excessive
viscosity (hence “apparent” viscosity) of the fluid

The second item is related to the physics of wareetation. A more thorough understanding
of the wave generation mechanism is required. aly be found that the variations in velocity
and phase angle through the depth are unavoidablevave driven by floor motions. In this

case, a decision as to if the deviations are aabépheeds to be made.

If acceptable ship motion correlation is achievetinieen the SPH technique and towing tank
experiments, then confidence in the techniquebllifted and a vast array of opportunity
should open up. The following are a few suggestions

The predicted response of ships not restrictediiges This applies to vessels in head seas,
and in following seas. Both could be performed vaittonstant propulsive force on the
vessel, and the forward speed would consequentiyfloenced by gravitational forces,
surfing, and slamming. Non-linear limit-state ciimhs of ship survivability scenarios could
be developed.

Development of the wave generation technique forengpectra. As explained in Chapter 6
there will be limits on the frequency range possitised on the depth of the moving floor.
However a useful wave spectrum may still be ableetdeveloped by the laws of
superposition through multi-frequency floor moveisenThis may then be taken further by
developing waves in multiple directions.

The prediction of the roll response of ships, dmasé with internal roll-minimising systems
such as resonant tanks could also be developdufursing the SPH techniques described
here and those developed by Kouh et al (2009).

Combing both the roll response of ships with a stapelling broadside to a wave train may
enable a predictive capability for broaching tadegeloped.
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Exploiting the structural solver within the exigjisoftware lends itself to exploring structural
responses of ships in waves, such as hydroelasgonses of slamming and whipping.

Predicting the response of a damaged ship maybalserthwhile. This could entail
predicting the response of a disabled ship at dewand orientation to the waves, or could
include the effects of flooding through a breachall. Flooding combines the effects of free
surface flows and hydrostatics, both of which hbgen demonstrated competently here
using SPH. The structural solver aspect of thenswé could then be used to predict the
strains in the ship as a consequence of floodiragldition to the strains as a consequence of
motions induced by waves.

It is hoped these ideas ignite some enthusiasruftirer development of mesh-free methods
for ship motion predictions.
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Appendices

Al Abbreviations

AMECRC
AMC

CG

CFD

CPU
DWL

FEA

FEM
HSDHF
LCF

LCB

PBC

SPH
SWATH
VOF
XSPH
SPHERIC

- Australian Maritime Engineering CoopevatResearch Centre
- Australian Maritime College
- Centre of Gravity
- Computational Fluid Dynamics
- Central Processing Unit (of a computer)
- Design Water Line
- Finite Element Analysis
- Finite Element Method
- High Speed Displacement Hull Form
- Longitudinal Centre of Flotation
- Longitudinal Centre of Buoyancy
- Periodic Boundary Condition
- Smoothed Particle Hydrodynamics
- Small Water-plane Area Twin Hulled vessels
- Volume of Fluids
- a parameter to prevent penetrations ofhireigring SPH particles
- The SPH European Research Interest Cortynun
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A2 Glossary

n <™

0T A 3

>0 o 2 Q0 ©
ZoTmowe D =)

—

WS zo 3

=s<cs°

1st artificial viscosity parameter

2nd artificial viscosity parameter

Exponent in the Murnaghan model

- numerical factor for XSPH

- shear resulting in viscous shear stress
numerical constant in the artificial viscosity ithfon
constant for smoothing length calculation
wavelength, m

dynamic viscosity, Pa.s

artificial viscosity, m5 kg-1 s-2

density, kg/m3

reference density, kg/m3

stress, Pa

viscous shear stress, Pa

domain of integration, m3

frequency of the waves, rad/sec

Bulk modulus, Pa

speed of sound, m/s

Froude number

smoothing range, m

contact thickness, m

particle index

principle dimension of a floating object, m
particle mass, kg

isotropic pressure, Pa

number of particles

coordinate vector of a point, m

- surface within the domain of integration, m2, o
- the linear scale factor between geometricallyilasinmodels
average uniform distance between adjacent SRldlpa, m
critical time step, s

ship velocity, m/s

particle velocity, m/s

smoothing function, m-3
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A3 Axes Systems

The axes system for the work here were as follows:

For 3-dimensional systems:

Symbol Unit Description
X m Longitudinal axis of the vessel
y m Transverse axis of the vessel
z m Vertical axis of the vessel

Figure A3-1. Coordinate system.

For 2-dimensional systems the forces and movenvestts restrained to the XZ plane
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A4 Bifilar Suspension

Bifilar suspension is a technique to measure tbdial properties of a model (Bhattacharya
1972) prior to experimental work.

In bifilar suspension the hull is suspended by tino wires of negligible inertia and
stiffness, each located equi-distant from the C@efvessel. The model is then excited in
rotational oscillation about its CG, and allowedseillate freely. The period of the
oscillation is measured and the following equatisad to derive the rotational inertia
(Bhattacharya, 1972):

_ Vg AT
zzZ — 47_[ " '\/l
Where, Kz, = radius of gyration about the z axis
A = distance between suspending wires, 1.28m
T = period of oscillation
| =

length of suspending wire, 2.0m

A numerical simulation of the bifilar test was perhed with A equal to 1.28m amhe@qual to
2.0m. The numerical simulation was used to conflieninertial response of the FEA model.

Figure A4-1 shows an orthogonal view of model at seispended by the wires. Figure A4-2
shows a top view of the hull at the extents ofdkeillation. Figure A1-3 shows the angle of
rotation of the hull about the Z axis with timeheTexcitation of the hull is visible in Figure
A4-3 as the linear portion of the curve from 1 tee2onds. During this motion of the hull
was controlled by a boundary condition. At 2 sesottd boundary condition was released,
allowing the hull free to rotate under the influeraf gravity, the mass at the CG and the
tension in the wires.

From Figure A4-3 the period was found to be 1.%€bsds. Using this period and the values
guoted above for the model, the radius of gyratighwas calculated to be 0.3993m which
compares well with the actual value of 1/4 * LWIf,0o4m.

This result confirmed the FEA model had the corradtus of gyration in yaw. For long
slender ships it is common for the radius of ggmin yaw and pitch to be within 1- 2% of
each other (Bhattacharya, 1972), and so for the Fi6del the inertia in yaw and pitch were
set to be equal.
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Figure A4-1. Bifilar suspension arrangement in FEA

Figure A4-2. Top view of extents of oscillation
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Figure A4-3. CG rotation about Z axis with time fa the bifilar suspension simulation in FEA.
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A5 Images from a Typical Ship Motion Simulation
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Figure A5-1 General view of the AMECRCO09 hull partway through a simulation.
As viewed in the post-processor software “VISUAL".
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Figure A5-2. Eight sequential images of the AMECRGQ9 model traversing a wave towards the end of a
simulated run at Fr 0.5. Colour on the water surfae is vertical height in metres.
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