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ABSTRACT

The current work investigates the slamming characteristics of wave piercing catamarans
through the analysis of sea trials data of the 98 m Incat sea frame “Hull 0617, built in
Tasmania, Australia and currently serving in the US Navy combat fleet. The importance of
this sea trials data is that the ship was tested in severe sea conditions to assess her suitability
for military operations and to define her operational envelope. New signal processing
techniques such as Wavelet Transforms are used in analysing slamming data for two main
purposes, slamming identification and modal analysis in time and frequency domains
simultaneously. The Wavelet Transforms were found superior to conventional signal

processing tools such as Fast Fourier Transform and Short Time Fourier Transform.

The structural strength of wave piercing catamarans is studied by introducing a novel sea
trials analysis for structural performance assessment in an attempt to simulate real loading
conditions. The methodology was tested on normal linear wave loading (without
slamming) and was found satisfactory. A “Reverse Engineering” approach is introduced to
predict slamming loads during sea trials by using the capabilities of Finite Element Analysis
using the well known software PATRAN/NASTRAN'. To increase the efficiency of this
approach, the load parameters, spatial location and distribution, were investigated through
model tests of a similar but larger 112 m Incat hydro-elastic model in the Australian
Maritime College towing tank facility. Based on pressure measurements, proper slam load

models can be more accurately and efficiently introduced in the finite element analysis.

Quasi-static analysis was first performed to examine its suitability to analyse such fast time
varying loads. Difficulties in comparison procedures between numerical simulations and
trials data have strongly highlighted the need for dynamic analysis. Direct transient dynamic
analysis was performed using the dynamic solver of the same software package. Good
agreement with trials data was found. The suggested procedure and slamming loading
patterns used in the numerical simulation is then verified and can be regarded as a solid

base for verification of other theoretical design models.

I MSC Software Corporation, USA
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1 INTRODUCTION

1.1  Background

Increased demand in high-speed sea transportation has led to rapid and ongoing
development of high-speed marine vehicles especially multi-hull ships. However, the
development of multi-hull ships goes back thousands of years ago when it was first
presented by the Polynesian seafarers in the form of “proa”; igure 1.1 and the “pre-
columbian” raft built by the ancient South Americans, International Polynesian Portal [1].
The 17" century witnessed the first modern building of catamarans when the first

conceptual catamaran “double-bottom” was built by Sir William Petty in 1660, Pumfrey

[2].

Aoz
starboand bl

) o; crosshaams
Mo I, Foining the twe julls

Kanpalita: carivass covers {for slasping
| Compatments on long voyages)

oz port hull

Figure 1.1: Artistic presentation of “Proa” boats built by the Polynesians, International
Polynesian Portal [1].

Steam paddle wheel powered catamarans operating as ferry boats and river craft appeared
in the UK and US in early 1800’s, Clark et al. [3].Since 1980’s to early 1990’s, the number
of built catamarans increased rapidly operating as passenger ferries in the range of 25 to 40
m with passenger capacities up to 400 passengers. A typical catamaran during this period is

shown in Figure 1.2,
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Figure 1.2: Typical 30 m fast passenger catamaran during 1980’s built by Incat Tasmania.

Figure 1.3: First car/passenger wave-piercing catamaran built by Incat Tasmania, 1993.

Figure 1.4: The 125 m HSS 1500 Stena built by Finnyard, 1996.

At this stage, market demands highlighted the need for car/passenger ferries which finally
led to the introduction of new designs which are capable of carrying cars and light weight

cargo. The first boat to be built to meet these requirements was the Condor 10, LOA 74 m
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and built by Incat Tasmania in 1993. In 1996, Finnyard in Finalnd launced the HSS (high
speed ship) “Stena Line”, a 125 m car/passenger ferty that was capable of cartying 1520
passenger, 375 cars and operating at speed of 40 knots, Figure 1.4,

Figure 1.5: The 96 m HMAS Jervis Bay (HSV-X1) wave piercing catamaran built by Incat
Tasmania; 1998.

Figure1.6: The 98m HSV 2 Swift wave piercing catamaran built by Incat Tasmania, 2003.

The advantages of high speed vessels, with a relatively high payload, drew attention to the
applicability of high-speed catamarans in military operations as logistics, transport and
rescue supportt ships. In 1999, Incat Tasmania chartered the first military 86 m boat to the
Royal Australian Navy to serve as a fast sea link for Australian troops between Darwin and

Dili in East Timor, during the operation of the Australian-led INTERFET peacekeeping
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taskforce. The ship was capable of sailing 430 nautical miles (800 km) in approximately 11
hours, at an average speed of approximately 45 knots (83 km/h), far faster than vessels of
comparable size and role in the region. During the two years of the ship's charter by the
Royal Australian Navy, HMAS Jervis Bay made 107 trips between Darwin and East Timor,
shipping 20,000 passengers, 430 vehicles and 5,600 tonnes of freight, becoming known as
the "Dili Express".

Figure 1.7: The 80 m X-Craft catamaran, designed by Nigel Gee and Associates Ltd, and
built by Nichols Bros. boat builders, Washington, USA.

In 1998, the US Navy chartered its first 96 m wave piercing catamaran known as HSV X1,
Figure 1.5, to test the new technologies and concepts associated with the Chief of Naval
Operations's "Seapower 21" plan. The vessel has the ability to ferry up to 325 combat
personnel and 400 tons of cargo up to 3000 miles one way at speeds in excess of 40 knots.
Ordered for the US Navy in 2002, the 98 m Spearhead TSV 1X benefited from
performance and engineering data gathered through the operation of HSV X1. HSV 2
Swift (the vessel under consideration through this thesis), was completed to the US Navy
specification and delivered in 2003. The vessel underwent an extensive sea trials program
to assess her operational envelope for military applications. In 2005, the US navy tested a
semi-swath catamaran (without the centre bow configuration) through the X-Craft, an
experimental platform for an innovative new class of fast, littoral, warfare craft, designed
by BMT Nigel Gee and Associates Ltd. The vessel is the largest catamaran ever to be built
in the US and one of the fastest large naval craft in the world and is capable of operation at

speeds in excess of 50 knots (in calm seas), Figure 1.7.
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TASSIE DEVIL 2001

Figure 1.8: First wave piercing catamaran, “Tassie Devil 2001?, built by Incat Tasmania in
1986.

Figure 1.9: The 107 m Hawaii-Superferry built by Austal Ships (Western Australia), 2007.

When the use of catamarans extended from sheltered waters to more exposed sea going
operation, motion problems in rough seas started to arise. Excessive pitching in following
seas caused severe impacts on the bridging structure that connects the demi-hulls. The
centre bow conceptual design was first introduced by Philip Hercus (Incat Designs Sydney)
to reduce the pitching motion in head and following seas and in particular to avoid deck
diving when the bow enters the water in following seas. The first wave piercing catamaran
with a centre bow configuration was built by Incat Tasmania in 1986, Figure 1.8. From that
time and on, almost all Incat ships were fitted with centre bows. In contrast, Austal Ships,
the main competitor of Incat in the international market, kept the conventional catamaran
configuration (with flat wet deck). Austal designs of sea going catamarans have a different
strategy to avoid bow diving by introducing a “sufficient” air gap (or tunnel height) so that

the wet deck remains relatively clear from the water surface in the designated operation
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conditions. Similar vessels of comparable capacities and lengths to Incat designs have been

built such as the 107 m Hawaii Superferries, Figure 1.9.

Structural configuration of Incat wave piercing catamarans

1.2

In order to familiarise the reader with the novel design of these vessels and the notations

used through the thesis, the general structural configuration is presented in this section.
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Figure 1.10: Cut away port side section of Incat hull girder showing horizont

cross bracing.

One of the major characteristics of these vessels is the high service speed they can operate

at. This high speed can be achieved when lighter structures can be built to the required

strength to withstand the environmental loads. Therefore, the first design goal is usually to

optimise the deadweight to lightship ratio whilst maintaining structural integrity and

reliability. Thus,

structural optimisation is an essential task during the preliminary design

process. In addition to the normal longitudinal framing system onboard monohulls, cross

bracing (in the vertical and horizontal directions) is used to provide structural strength to

withstand longitudinal and lateral torsional deformations as shown in Figure 1.10.

The superstructure is supported by transverse beams (the superstructure raft, Figure 1.11)

which are connected to the main hull girder through rubber mounts to reduce the vibration

levels in the passenger lounges. Incat catamarans are characterised by a centre bow

between the demi-hulls. The centre bow length ranges between 19 to 30% of the waterline

length. Its main purpose is to counteract the bow diving in following seas as well as

reducing the vessel pitching motion by offering extra buoyancy as the bow pitches into the
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wave. Consequently, the vessel has two archways between the centre bow and demi-hulls

in the forward part of the vessel. Behind the centre bow, the wet-deck is flat, Figure 1.12

Rubber mounts

Superstructure raft

Portal top

Horizontal cross bracing

Vertical cross bracing

Wet-deck
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Figure 1.12: Characteristic centre bow of Incat catamarans.

1.3  Problem definition
When the vessel is operating in rough seas, the ship may experience water impact loads due

to the excessive relative motion between the vessel and the waves. A shudder or vibration
occurs following such impacts known as whipping. Severe slamming loads might result in

abrupt changes in vessel motions and high stress levels which may in turn cause structural

16



damage. Such damage has a direct influence on short term cost due to the cost of repair
and loss of service time; in addition, long term losses might occur due to bad publicity of

stiff ship motions.

R

-

Figure 1.14: Side shell buckling as a consequence of severe slamming loads, Hull 50 of
Incat Tasmania.

Slamming on multihull ships is different from slamming on monohulls in terms of slam
location and severity. Twin hull ships experience unique type of slamming called wet-deck
slamming, when the underside of the cross deck structure comes in contact with the wave

surface in the presence of sufficient relative motion between the vessel and the water

17



surface. Serious damage occurred on the HSS 1500 Stena bow structure due to a severe

slamming event in rough seas, Figure 1.13.

Deformation of longitudinal stiffeners has been reported on an 86 m Austal vessel due to
severe slamming loads, Rothe et al. [4]. On wave piercing catamarans, Hull 050 of Incat
suffered side shell buckling, IMigure 1.14, and tripping of brackets in the centre bow area,

Figure 1.15. In general, severe slamming load effects can result in:

(a) Localised dishing of plating between longitudinal stiffeners and side frames.
(b) Distortion of centre bow T-bar longitudinal stiffeners.

(c) Side shell buckling.

(d) Distortion of frames and stiffeners aft of the centre bow.

(e) Crack propagations due to the effect of whipping in the form of material fatigue.

Figure 1.15: Tripping of brackets and vertical stiffeners in the centre bow of Hull 50 of
Incat Tasmania due to severe slamming load.
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Figure 1.16: Severe vertical bow vertical acceleration during Hull 061 sea trials in head
seas, sea state 5, 20 knots speed.

Incat Hull 061 (HSV 2 Swift) has shown greatly improved structural integrity,
demonstrated when the vessel underwent extensive sea trials program by the US Navy to
define its operational envelope. The vessel was tested significantly beyond the service
criterion she was designed to withstand according to the DNV rules. Consequently high
motion acceleration records were reported, Figure 1.16. As will be shown in this thesis, the
calculated loads during the design process were smaller than those imparted on the
structure during trials. However, the ship withstood these high loads without any structural
damage. This means that the ship structure may be further optimised to reduce the

lightship displacement and consequently increase the payload.

However, the calculation of slam loads on large catamarans fitted with a centre bow is a
complex task and extreme loads to date have not been established through a proven
theoretical approach. Unfortunately the kinematics of slamming events is also not well
understood on large high-speed catamarans. Classification of slamming events and the
factors affecting the slamming occurrences can only be evaluated by full scale measurement
and/or model testing. In comparison to the extensive work that has been done for
slamming on monohulls, such as that due to Aertssen [5]and laccarino et al. [0], little work
has been published on full scale measurement of loads and motions of large high speed
catamarans. Roberts et al. [7] extrapolated sea trials stresses of two 81 m and 86 m Incat
catamarans at a probability of 10® using Weibull and Gumbel extreme value plots. The
analysis assumes that extrapolated full scale stresses can be directly compared with the FE

model stresses at the same locations in a quasi-static analysis. Steinmann et al. [8]
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extrapolated sea trials extreme value stresses at a probability of 10° using the Ochi
extrapolation procedure which assumes a linear relationship between stresses and wave
height which is not true for moderate to heavy seas for large high speed catamarans.
Individual slamming events were identified during data post processing. The peak slam
responses were compared to the quasi-static global response levels as defined by
classification societies. The used extreme value analysis, in both cases, was implemented to
compensate for the dynamics of slamming. Thomas et al. [9] and Thomas et al. [10] have
explored the slam dynamics extensively without extrapolation techniques to investigate the
load values during an extreme slamming event that caused buckling of the superstructure
shell plates on an 96 m Incat catamaran during her regular setvice across Cook Strait in
New Zealand. The investigation resulted in improved understanding of slamming
dynamics showing that the slamming load during this particular event is in excess of 1000
tonnes. In the current analysis, the author extended the investigation of slamming
dynamics through the improvement of slamming identification techniques, quasi-static and
dynamic finite element analysis (FEA) as well as conducting experimental measurements of
dynamic pressures in regular waves on the centre bow and the bridging structure. The key

novel objectives in the current work are:

(a) Introduction of new trials interpretation technique instead of the conventional

calibration factors technique.

(b) The introduction of wavelet transform as a new signal analysis to investigate the ship

structural performance during sea trials.

(c) Hydrodynamic pressure measurements on the centre bow and wet deck structure in

regular waves.

(d) Introduction of the “reverse engineering” technique in prediction of the linear and non-

linear wave loads using the capabilities of finite element analysis and sea trials data.

1.4  Scope of work

Sea trials analysis is an important approach for assessing new designs and has a direct
impact on the evaluation of design methods and numerical models in respect to resistance,
seakeeping, structural optimisation and loading models. Sea trials enable the designer to
assess the design loading models and formulae used in the original design. Moreover, they

help to understand the environmental loads that a ship would sustain in all working

20



conditions and how the structure responds to these loads. The sea trials considered in this
thesis are for Hull 61, an INCAT seaframe (HSV 2 Swift), originally a fast passenger/ferry
design, re-configured for US Navy military purposes. The ship has undertaken extensive
sea trials to investigate this hull configuration for military purposes and to determine her

operational envelope.

A primary motivation behind the current work was the large motion responses observed
during trials in high sea states, which exceeded the design values. FExcessive accelerations
are due to slamming impact loads which are not fully understood for this type of vessel.
The goal of this work is to effectively understand the water impact problem, and the
consequential structural loads using the sea trials data combined with the capabilities of
finite element analysis. The strategy for achieving the specified goal can be summarised as

follows:

(a) Identification of a signal analysis tool that is suitable for the analysis of non-stationary

signals with transient events. This is required to derive a slamming identification technique.

(b) Analysis of slamming kinematics in terms of ship and water surface motion during the

slamming events.

(c) Using finite element analysis capabilities, a quasi-static reverse engineering procedure
was established in which a finite element model is loaded arbitrarily (but with input from
the sea trials such as the wave condition, ship motions, etc.). The finite element strains
were compared to the trials data for specific slam events. The load model was modified

until a satisfactory agreement between trials strains and computed strains is achieved.
(d) A similar comparison approach was repeated using a full FE dynamic analysis.

The reverse engineering procedure is usually conducted when available theoretical models
fail to predict comparable results with experiments or are inadequate for the problem
under consideration. There are many methods to calculate the global loads on catamarans
(see Holloway [11], Faltinsen et al. [12], Kring et al. [13], Kring et al. [14], Weems et al. [15],
Ito et al. [16], Chan [17] and Chan [18]). However, fewer methods are available for
slamming loads. Kvalsvold et al. [19] and Okland et al. [20] concluded that structural
elasticity is necessary in the simulation and the predicted slamming loads are conservative
when a two-dimensional approach is used. Haugen et al. [21] proposed a three dimensional

approach and results were compared to sea trials of a 30 m catamaran satisfactorily.
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However, the vessel relative velocity was predicted instead of being extracted from sea
trials data. To date these methods have been verified against small size catamarans and
without a centre bow configuration and therefore these methods are not suitable for

analysis of the current vessel.

The current methodology of sea trials analysis such as Sikora et al. [22], is based on
extraction of calibration factors for the strain gauges by applying a known load (known
bending moment value for example) to the finite element model. The calibration factors
are load independent and can be regarded as a local property of the position of the strain
gauge. Thus, the calibration factors can be regarded as a transfer function between the
applied load and local response. Consequently, if the structural response is known (from
trials), then an equivalent loading (similar to the load used in determining the calibration
factor but scaled up or down) can be obtained. The method works well for the underlying
wave loads but is very conservative in regard to slam loads in which a wave is exaggerated
unrealistically to simulate the high response of slamming. Nevertheless, the slam load is
highly concentrated in the bow area and might result in local effects that will not be
identified if the calibration factors procedure is used. Therefore, the current study employs
a realistic interpretation of wave loads during actual trials conditions based on sea trials
data, such as ship immersion and accelerations. The method forms a good reference

foundation for validation of current and new analytical methods.

Normally, the first step in slamming analysis is the identification of slamming events.
Slamming events are transient events (localised in time) and produce structural vibrations
in the form of whipping at much higher frequency than the excitation wave frequency
(localised in frequency). Traditional spectral analysis methods are not suitable for two
reasons: firstly slamming is a transient process which contradicts the basic assumptions of
conventional spectral analysis methods that assume stationary signals. Secondly, all time
information is lost when transferring from the time domain to frequency domain. The
wavelet transform is proposed as a tool to analyse slamming events as it can represent the

signal in both time and frequency simultaneously.

Identification of the slam loading spatial distribution for finite element simulations is
difficult due to the increased number of simulations. Therefore, it was proposed to
conduct experimental pressure measurements in regular waves so that a clear view of the

slam load spatial distribution could be obtained. Although the model testing is more costly

22



than the running time of finite element simulation, the experimental work will increase the

reliability of the predicted slam load distributions

1.5 General arrangement of the thesis

In chapter 2 of this thesis data from sea trials will be presented showing the characteristics
of slam events using strain gauge, accelerometer and vessel motion records. A brief
mathematical background of wavelet transform is presented emphasising the main
advantages of wavelet transforms over conventional signal analysis methods. The wavelet
transform is applied to test signals (similar to the impulse response of Single Degree Of
Freedom, SDOF, system) to explore the slamming signature in the wavelet transform. The
test is expanded to Multi Degree Of Freedom, MDOF, systems and finally was applied to

real signals.

Pressure measurements on the centre bow and the wet deck structure are presented in
Chapter 3. The main purpose of the experiments is to investigate the spatial distribution of
slam loads by exploring the pressure distributions on the forward part of the vessel in the
area of the centre bow and the wetdeck structure. The pressures were used to define the
slam load location and spatial distribution (longitudinally and transversely). The resulting

slam load distributions are used in the slam load model during FE simulations.

Quasi-static finite element analysis is presented in Chapter 4 for normal wave loadings
without any slam to confirm the applicability of the proposed procedure. The FE
modelling techniques are discussed in terms of the appropriate modelling methods (the
element types used) for ship structures with special attention to the analysis of sea trials
data (extraction of local strains at the strain gauge locations). Then, the analysis is extended
to include severe slamming events. The quasi-static impulse is evaluated and the energy

absorbed by the structure due to slamming loads is explored.

In chapter 5, the dynamic response of Incat catamarans with centre bow are investigated.
Dry and wet (including fluid structure interaction) modal analysis is applied and the
dominant natural frequencies are identified. Dynamic analysis of severe slamming events is
presented employing the sea trials data (in terms of vessel motions, immersion and
temporal load development, as well as overall system damping) and pressure measurements
outcomes (in terms of load location, distribution). The load magnitude is changed
systematically until a satisfactory match with trial strain values (peak response and

subsequent whipping) is achieved.
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No separate literature review chapter is included due to the diversity of the work in the
thesis. Instead, it is included in each section’s introduction and whenever it is necessary to

reference previous work. Nomenclature is defined within the text when appropriate.
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2 SLAMMING CHARACTERISTICS OF
HULL 061, HSV-2 SWIFT, USING
WAVELET TRANSFORMS.

2.1 Introduction and scope of work

Sea trials analysis is an important task used to assess new designs and has an impact on
evaluation of design methods and numerical models in resistance, seakeeping, structural
idealisation and loading models. Sea trials enable the designer to assess the design loading
models and formulae used in the original design. Moreover, they help to understand the
environmental loads that a ship would sustain in all working conditions and how the
structure responds to these loads. The current sea trials are for Hull 61, an INCAT
seaframe, originally a fast passenger/ferry design, configured for US Navy military
purposes. The ship has undertaken extensive sea trials to investigate this special hull

configuration for military purposes and to determine her operational envelope.

The motivation behind the current work was the large motion responses observed during
trials in high sea states, which were under-predicted by the applied design methods,
Applebee [23]. Excessive accelerations are always due to slamming impact loads that are
not fully understood for this kind of vessel. Interestingly, no damage has been reported to
date, indicating that that the vessel’s structural scantlings might be reduced and be subject
to further structural optimisation. The goal of the work presented in this section is to find
an effective method to analyse the problem of water impact on large high-speed wave-
piercing catamarans, especially those fitted with a centre bow, using the wavelet transform
capabilities. It also aims to propose a standard sea trials analysis technique which enables
the assessors, both builders and owners, to analyse structural and motion response data
effectively and accurately. This analysis technique will also verify normal modes analysis

which is normally conducted using sophisticated finite element packages.

It was reported that the vessel has experienced the highest vertical bow acceleration in
head seas during Run H1_59, irregular head seas, in high sea state 5 with a 20 knots

average speed and therefore, focus will be on this run Run H1_59.

The strain gauges under consideration are (refer to Section 2.2.2):
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(a) The keel centre girder strain gauges. They are located nearly 30 cm from the reference
frames mid-height of the keel centre girder. The strain gauges are T1_5, T1_6 and T1_7 on
the port side at frames25, 46 and 61 respectively and T1_8, T1_9 and T1_10 on the
starboard side at the same longitudinal location as for the port side gauges. The frame
spacing is 1.2 m and frames are numbered from 0 at the transom. Locations are illustrated

in Appendix C.

(b) The vertical steel posts strain gauges. They are located 50 cm from the mission deck
connection with the post. The posts are located at Fr 62 and the gauges are referenced as
T2_2 and T2_3 for port and starboard locations respectively. Locations are illustrated in

Appendix C.

(c) The bow vertical accelerometer which is located behind the forward collision bulkhead

at Fr 72.

The use of continuous wavelet transform as a tool to explore the nature of slamming
events is investigated. The trials response signals will be transformed into the time-
frequency domain by using the continuous wavelet transform spectrum to explore the
sensitivity of each record to slam detection. The slamming characteristics are then
identified in terms of the temporal occurrence and frequency content. Slamming
characteristics are explored and the ship behaviour during slamming events is described.
Factors such as the impact velocity, acceleration and centre bow immersion and top arch

clearance are studied to demonstrate their effect on the severity of impact.

2.2 Sea trials

The current sea trials data is for Hull 061, HSV-2 Swift; a 98 m Incat catamaran configured
to U.S. Navy specification and designed by Revolution Design in Tasmania, Australia. The
ship specifications are listed in Appendix A. The ship was instrumented with a system of
sensors and data acquisition system to monitor structural response, ship motions,
performance, and sea conditions. Trials were conducted by the US Navy to assess the
vessel's operational performance and her suitability for military operations. The data was
used to define a safe seakeeping and structural operational envelope, Applebee [23]. Details
for trials plan, location and procedures can be found in Bachman et al. [24] and Brady et al.

[25]. Trials test conditions are listed in Appendix B
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2.2.1 Data analysis

The ship was instrumented with four groups of strain gauges:

1. T1 group; for global response monitoring at low sampling rate of 100 Hz.

2. T2 group; for stress concentration measurements at low sampling rate of 100 Hz.
3. T3 group; for wave impact measurements at high sampling rate of 1000 Hz.

4. A group of gauges for monitoring helicopter flight deck response and stern ramp only

during loading/unloading at low sampling rate of 100 Hz.

The T1 group is utilised for the current study. Details about the location of each strain

gauge and the intended global load to be measured can be found in Appendix C.

2.2.2 Strain gauges selection

The most significant group of gauges for the proposed work in this study was the T1
group, which was used for global response measurements with the current investigation
concentrating on head-sea conditions. The list of gauges was refined to select those most
affected by longitudinal vertical bending moment. The general conclusion reached was as

follows:

1. Gauges responsive to vertical bending which are suitable for matching the measured

stress in global vertical bending with the FE model are:

(a) T1_5-10: keel, both sides, at 30 cm forward of frames 25, 46, 61 and will be referenced

to these frame numbers in this study.

(b) T2_2-3: Forward vertical steel posts in centre bow, both sides (clear representation of

global slamming response, which is not under consideration at the current stage).

2. Gauges responsive to vertical bending but influenced by stress concentration and not

suitable for FE matching to measured values:

(a) T2_8: Forward steel diagonal members, both sides (these are located close to the lower

connecting point and would be subject to stress concentration).

(b)T2 _4-5: Keel at frame 25, both sides (would be subject to stress concentration and

would not give much more information than gauges 5 and 6 at frame 25).
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3. Gauges which are suitable for identification of lateral slam position and distribution.

4. T3&T4 group: These are on the T-bars across the top of the arch and should only be

used on a qualitative basis as raw strain records to identify the lateral slam distribution.

5. T2 _16-19: On frame at top and outside of the bow arch near to T3&T4 gauges — might
supplement T3/T4 gauge records on a qualitative basis as raw strain records to identify the

lateral distribution of slam.

6. Gauges responsive to asymmetric loading which are suitable for matching the peak
measured strain in global asymmetric loading with the FE model of global loads in order to

determine location and magnitude of slam force:

(a) T1_15: Cross bracing, starboard side only, good for identifying the Pitch Connecting
Moment, PCM.

(b) T1_1-2: Well aft on bulkhead at vehicle deck level. Suitable for identification of global
PCM/split load.

(c) T1_13-14, 16: On webs beneath vehicle deck, 1.0 m off centreline aft at frame 6, near

centreline at frame 31 and 6m off centreline forward at frame 65. Indicate split loads.

7. Gauges responsive to asymmetric loading but influenced by stress concentration and not

suitable for FE matching to measured values:

(@) T1_11-12: On forward deck cut out near Frame 67, show asymmetric loading effects

but subject to stress concentration.

(b) T2_1: Cross bracing, starboard side only, good for identifying PCM (would be subject

to stress concentration and would not give much more information than T1_15).

8. Gauges of no interest:

(a)T1_ 3-4: Ante —room, loading not clear, of little interest.

(b) T2_ 6,7,12-15: Slide door and vehicle deck, for local loading and stress concentration.

(c) T2_ 20-21: Well aft at frame 26 — would only indicate local shell pressure loading and

are not of much interest in relation to bow slamming,
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Thus, the gauges of interest can be summarised as follows:

1. For global VBM purposes:

(a) T1_5-10: keel, both sides, at frames 206, 40, 61.

(b) T2_2-3: Forward vertical steel posts in centre bow, both sides.

2. For asymmetric loading purposes (PCM, split):

(a) T1_15: Cross bracing, starboard side only, good for identifying PCM.

(b) T1_1-2: Well aft on bulkhead at vehicle deck level. Suitable for identification of global
PCM/split loads.

(c) T1_11-12: On deck plate near forward cut out near Frame 67, show asymmetric loading

effects.

(d) T1_13-14, 16: On webs beneath vehicle deck, 1m off centreline aft at frame 6, near

centreline at frame 31 and 6m off centreline forward at frame 65. Indicate split loads.

Max Vertical | Max Vertical Bow

Run Av Heading Acceleration (g) Acceleration (g)
Speed

Bow LCG Peak Trough
Nor3_71 19.7 P-Bow 541 1.21 5.41 -5.04
Norl7_182 36.1 P-beam 4.4 0.92 44 -2.36
Nor3_69 19.7 Head -3.76 0.65 2.82 -3.76
Norl2_145 36.6 Head 2.89 1.07 2.98 -2.78
Hat1_59 20 Head 2.89 -0.99 2.98 -1.88

Table.2.1: HSV-2 highest five peak vertical bow acceleration and associated LCG
accelerations.

2.2.3 Processing of strain gauges data
Trials data of HSV-2 resulted in 157 runs at different sea conditions, speeds and headings.
The highest vertical accelerations at LCG and bow have been reported as shown in Table

2.1, Applebee [23]. The available runs were Hatl_59 for head seas and Nor3_71 for
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oblique seas. Run Hatl_ 59 was selected for the proposed analysis in head seas condition.
It was noted that all the gauges have inconsistent bias as shown in Figure 2.1. This bias was
removed so that a mean value of zero was set for all gauges, so that for the still water

condition before departure, all signals were zero.
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Figure 2.1: Biase?:::di(i::;uges, Run Hatl_59.

2.2.4 Processing of seakeeping data

The same procedure was applied for the motion data with the bias been removed from all
accelerations (at the bow and centre of gravity) and roll angle. The situation for pitch angle
and relative bow motion was different. The ship sustained a static trim at departure of
about 1 m, Brady [26] . In this condition, the trim angle was approximately 0.702 degrees
and therefore, the mean of the pitch angle during trials should have this value based on the
assumption that the change in LCG due to fuel consumption and other consumables was
minimal and had negligible effect over a short period of time. The validity of this
assumption arose from the close location of the trials course to the departure point (about
50 miles), Bachman et al. [24]. The same procedure is applied to the relative bow motion
record. The distance between the sensor location and the still water height was calculated
based on the departure condition and the drawings supplied by INCAT for the sensor
locations details, Appendix C. The calculations led to a static bow height of 6.45m, which
should be the mean of the relative bow height signal. The wave height signal was de-biased

so that it had a zero mean. All data units were converted to SI Units when applicable.
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2.3 Slamming investigation via time and/or frequency domains

Slamming identification is a complex process. There is no standard criterion for the
definition of a slamming event for wave piercing catamarans. In general, a slamming event
will display two features; a rapid change in strain and motion levels, and structural
whipping. Structural whipping is defined as the vibratory effect that follows an impact that
excites high frequency modes of the ship structure, Bishop et al. [27] and Hughes [28].
Identification of slamming events can be studied through two principal approaches: on
cither a temporal basis or a frequency basis. The temporal study of slamming can be
carried out using either strain or motion time records with the general objective of defining
the slamming event duration, maximum response, number of cycles and decay time of
subsequent whipping. Extreme slamming events can be easily detected in the time domain
only in terms of the instant of the maximum response which is usually accompanied by full
or partial arch closure, Whelan [29] and Thomas [30]. Less severe slamming events are
hard to define in the time domain. Moreover, further slamming response analysis requires
information about the structural response frequency and decay that cannot be defined

accurately in the time domain.

Temporal study is normally conducted by high-pass filtering the time record to isolate
slamming response and remove the undetlying wave loads response. Sometimes, a band-
pass filter is used to remove the electronic noise as well. Despite the disadvantages of
filtration in terms of its effects on maximum magnitudes and phase of the resulting signal,
Orfanidis [31] and Marven et al. [32], a proper criterion should be defined to determine a
“cut-off” strain or motion rate of change or maximum value for a slam event definition.
Thomas [30] defined such a criterion taking into account the rate of change of the filtered
stress signal. Although the criterion was suitable for the conducted study, it should be dealt
with on a ship-by-ship basis. That is because the ship structural response depends on the
structural arrangements and local stiffening which is different from one ship to another
and from one location to another on the same ship. For instance, assume that two sister
ships sustained the same trials condition and two strain gauges were placed at the same
location, one on each ship. If one of the strain gauge locations was stiffer than the other,
the strain time histories for both of the strain gauges would be different and display
different maxima and rates of change. Moreover, it does not determine the exact instant of
the impact as the responses of strain gauges around the ship are not simultaneous and
there exists a time delay due to the location of the strain gauges and the propagation speed

of the impact wave through the structure. To overcome this problem, one should consider
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the most forward strain or motion sensor which would respond first to the impact.
Thomas [30] and Thomas et al. [33] reported that the strain gauges on the vertical steel
posts on the main deck were the most sensitive gauges to wave impact and they were

selected as slam indicators.

Visual inspection of structural response and motion response data for Hull 061 showed
that the vertical bow motion sensor receives the first response and precedes those peaks of
strain gauge records by an average time delay of 0.064 s for the largest 50 slamming events
in the run under consideration. Figure 2.2 is an example of a slamming event where the
structural response for the strain gauges under consideration is delayed from the instant of
the maximum bow vertical acceleration at 710.89 s. Table 2.2 summarises the time delay of

strain peaks of the gauges under consideration from the vertical bow acceleration peaks for

the highest 17 slams in Run H1_59.
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Figure 2.2: (a) Bow:vertical acceleration, (b) keel and vertical steel post strain gauges
during a severe slamming event showing the time delay of strain gauge peaks from the
bow vertical acceleration peak.

It is quite possible that local stress peaks near the bow could occur before the acceleration
peak. However, this occurred for a couple of instances in neatly 100 slams in this run and
should not be regarded as a dominant behaviour. Although slamming events are of
typically short time application, they need to be more identified in terms of their time

history development which cannot be carried out using conventional signal analysis

techniques such as Fourier transform.

Frequency analysis of structural response signals reflects the power content of the analysed

signal indicating the frequency at which this power is delivered. A typical amplitude
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spectrum generated by the FFT built-in MATLAB function, Math Works [34]and Magrab

et al. [35], is shown in Iigure 2.3.

Max Acel ) 2.3 T1_5 T1_8 T1_6 T1.9 T1_7 110 |V delay
time pCI event
856.14 | 0.06 0.01 0.18 0.1 0.13 0.04 0.11 0.03 0.09
415.87 0.06 0.01 0.18 0.1 0.13 0.04 0.1 0.02 0.088
207.12 0.05 0.01 0.17 0.09 0.11 0.03 0.03 0.02 0.07
710.89 0.02 ~0.01 0.16 0.08 0.1 0.03 0.08 0.02 0.065
56598 | -0.29 0.03 0.08 0.17 0.03 0.1 0 0.07 0.017
2741 20.03 20.02 0.1 0.05 0.07 0.01 0.07 0.07 0.035
773.89 0.07 0.06 0.14 0.06 0.1 0.03 0.07 0.12 0.075
29.73 0.03 ~0.01 0.14 0.05 0.08 0.02 0.06 0.02 0.052
63.260 0.05 20.01 0.12 0.03 0.08 0.01 0.05 20.04 0.047
183.96 0.04 0.07 0.12 0.04 0.1 0 0.06 20.02 0.061
117.38 0.05 0.05 0.03 0.14 0 0.1 0.14 0.02 0.072
25271 0.02 20.03 0.15 0.07 0.1 0.02 0.07 0.13 0.057
344.96 0.01 0.01 0.14 0.07 0.1 0.03 0.06 0.03 0.06
592.73 0.11 0.04 0.14 0.05 0.09 0.02 0.06 0.11 0.072
77.15 0.12 0.13 0.14 0.06 0.09 0.02 0.05 0.04 0.087
24224 | 0.04 0.04 0.06 0.15 0.03 0.09 0.07 0.09 0.068
72547 0.05 0.09 0.02 0.01 0.04 0.07 0.13 0.08 0.058
Av delay
per 0.027 0.027 0.121 0.077 0.081 0.038 0.071 0.047

gaugc

Table 2.2, Average time strain peak delays/from bow vertical acceleration peak.

The spectrum of the bow vertical acceleration shows three main frequency components at
0.2, 0.4 and 2.5 Hz. The first two peaks represent the wave load response frequency while
the third would be a higher mode of excitation probably due to slamming. The spectrum
of the strain gauge T1_9 shows four peaks at 0.2, 1.5, 2.2 and a narrow single peak at 0.6
Hz, IMigure 2.4. It can be seen that both spectra agree on the undetlying wave response
frequency of 0.2 Hz. Considering the locations of both sensors (the accelerometer was
located on the ship’s centreline while the strain gauge was located on the starboard side)
the 1.5 Hz peak appears only on the strain gauge record raising a strong possibility that this
could be the pitch torsional response frequency when the ship sustained a loading
asymmetry. However, this is not the case as will be shown later in Section 5.2.2. Another
spectral component exists in the bow vertical acceleration record, Figure 2.3, close to the
value of 1.5 of gauge T1_9, however, it is very weak and is not clear enough to be regarded
as a spectral component. Interpretation of the spectral component is therefore difficult and
requires previous knowledge about the structure vibration modes. This may be done

experimentally, or by using FE modal analysis.

Although the amplitude spectrum gives valuable information on the dominant frequencies
of the response signal, it should be noted that this is absolutely correct only if the signal is

stationary. A drawback to this rule is that slamming events are smeared, distributed along
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the frequency axis and cannot be isolated as individual events. Also, all time information

regarding specific slamming events is lost.

A possible solution is to introduce the concept of Windowed Fourier Transform, WFT, or
Short Time Fourier Transform, STFT, Gabor [36]. The difficulty within this concept is the
definition of a window width which is suitable for the whole record. This procedure
cannot be easily applied for the current application. For example: it would have difficulty
distinguishing two consecutive slamming events without a clear separation in the time
domain. Iigure 2.5 shows the interference between two consecutive slam events at the
instants 274.09 and 278.74 s. The instant of the first slam’s end and the instant of the

second slam’s start cannot be defined accurately.

Hence, traditional signal analysis in either time or frequency domains are not sufficient to
explore the characteristics of slamming events. A better understanding can be achieved if
both time and frequency are explored simultaneously which is offered by the wavelet

analysis which can describe the signal in the time-frequency space.
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Figure 2.3: Amplitude spectrum in (g’s)? of bow vertical acceleration signal.
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Figure 2.4: Amplitude spectrum in (u strain)? of T1_9 strain gauge (amidships, keel CG)

signal.
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2.3.1 Time series representation in time-frequency space

Spectral analysis by Fast Fourier Transform, FFT, represents an appropriate tool for
exploring the energy content of a signal in the frequency domain. Unfortunately, non-
stationary signals like slamming would lose all time information in such an analysis which is
of extreme importance in slamming occurrence prediction. Although the frequency
domain provides valuable outcomes, it is meaningless without information about the
required time for this frequency to occur. In other words, it is more convenient to define a
frequency component and its corresponding time of occurrence. Unfortunately, this
cannot be determined accurately according to the Heisenberg Uncertainty theorem as
applied to signal analysis. The principal was first defined in the field of quantum mechanics
by Heisenberg [37] stating "The simultaneous determination of two related quantities, for
example the position and momentum of a particle, has an unavoidable uncertainty". This
uncertainty is not related to the measuring means or devices but the physical nature of the

measured quantities.
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Figure 2.5: Interference between consecutive slams, SG T1_9, Run H1_59.

For any signal represented in the time domain, the frequency and time characteristics
follow the same principle. In other words, it is impossible to define a frequency and its
corresponding time of occurrence simultaneously, Polikar [38], simply because a time
interval is needed to define a frequency. Instead, a band of frequencies can be known
during a time interval. FF'T describes explicitly the frequency components of a signal on
the basis of time information which means that FFT cannot be used to analyse non-

stationary signals in which the localization of transients is of extreme importance.
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To overcome this problem, the Short Time Fourier Transform STFT has been introduced
by Gabor [36], in which the time record is divided into equal size windows. For each of
these windows, an FFT is applied to extract the frequency components within the
predefined window. However, lower frequency signal components, which correspond to a
wider time frame may not be identified within the specified window borders. Window size
optimisation is necessary to obtain the best representation of the frequency content in the
signal. Narrow windows give more precision about time information but less about
frequency and vice versa. Wavelet transforms solve this dilemma by presenting the signal
frequency content in frequency bands. Narrow time windows are used to resolve high
frequency components while wider windows are used to resolve low frequency
components. Figure 2.6 (a) and (b) show that windowed Fourier transform cannot achieve
good resolution for both time and frequency simultaneously. Good frequency resolutions
can only be obtained using wider time windows, while the wavelet analysis permits the

change of window size according to the target frequency band.

Frequency

(a) (b) © Time

Figure 2.6: Time-frequency resolution; (a) narrow window STFT gives better time
resolution, (b) wider'window improves frequency resolution, and (c) wavelet transform
changes window size according to the target frequency band, Mallat [39].

2.3.2 Continuous wavelet transform

The continuous wavelet transform turns a signal f(#) into a function with two variables;

scale and time which are called #be wavelet transform coefficients, Hubbard [40], by applying an

inner product for the analysed signal f(#) and "daughter" wavelets that are generated

from a "mother" wavelet by dilation (scaling or stretching) and translation (or shifting)
along the time axis. The inner product of these functions can be interpreted as the

projection of the daughter wavelet onto the signal f(#) or a correlation between the

daughter wavelets and the signal f(#) at time 7. The mother wavelet function is a pre-
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defined function within a finite domain characterised by oscillation. It can be a real or a
complex function. The scale parameter is a real number which results in dilation of the
mother wavelet so that the resulting wavelet resembles the mother but at a different central
frequency and/or bandwidth. The translation parameter is a real number which results in
the translation or shifting of the wavelet in the time domain. The inner product result is a
real or complex number that reflects how close the wavelet frequency is compared to the

frequency of f(#) ata given location along the time axis.

2.3.2.1  Mathematical background

A detailed mathematical background of wavelets, which is beyond the scope of the present
work, can be found in Grossmann et al. [41], Daubechies [42], Kaiser [43], Jorgensen et al.
[44], Farge [45], Delprat et al. [46], Mallat et al. [47], Rioul et al. [48], Torrence et al. [49]

and Polikar [50]. A brief mathematical introduction that can be summarized as follows:

The "danghter" wavelets are generated by shifting and dilating a "mozher" wavelet function

40

‘/’;,r(l‘):%‘/’(%) s;7e R s #0. 2.1

where s is the scale parameter and 7 is the translation parameter and R is the positive real

number subset. The wavelet transform of function f(#) is defined as:
WT(s,7)= j F@O)W, b, @.2)
Or in terms of the Fourier transform f (w) of function f(¢):

WT(s,7) :£ [ F@) (o) ¢ do, 2.3)

where ¥, , is the conjugation of ¥, . and “*” denotes the Fourier transform. If the

function Yis almost zero outside a certain neighbourhood in the time domain, then
Fquation (2.2) proves that the transform WT'(s,7)depends only on the values of f(7#) in
this neighbourhood. Similarly, if ¥ is insignificant far from a central frequency (or a

frequency band), then Fquation (2.3) proves that the transform W7 (s,7)reveals the

properties of j‘ (@) in the neighbourhood of this central frequency, Mallat [39].
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A function ¥ can be regarded as a wavelet if it satisfies the following conditions:

1- The function has a finite energy (< o). Most researchers (e.g. Salimath [51], Jordan et al.
[52], Smith [53], Abid et al. [54], Thiebaut et al. [55], Antonie et al. [50], andAnant [57])
agree on this condition while Kumar et al. [58], Torrence et al. [49], Senhadji et al. [59], and

Plett [60]recommended that the mother wavelet has a unit energy; i.e.,

J. () dr =1, 2.4)

This condition implies the continuity and smoothness of the mother wavelet and its

daughters.

2- The function has compact support (limited domain) or sufficiently fast decay to obtain

localisation in time (or space).
3- The function has compact support in the frequency domain which vanishes at @ <0

4- The function has a zero mean; the admissibility condition

I y(t)dt = 0.0, (2.5)

or

NS 2
I de = const.=C,, | 27 < oo, 2.6)
\ w

The admissibility condition implies that the Fourier transform of ¥ is rapidly decreasing

near @ =0 . Therefore, the Fourier transform of the daughter wavelets forms a bank of
band-pass filters with constant ratio of width to centre frequency, Farge [45] and Antonie
et al. [56]. The admissibility condition guarantees energy preservation according to
Parseval's theorem, Rade et al. [61]. This means that the energy of the analysed signal can

be related to the transformed signal, Perrier et al. [62], through:

T ”f(f)”2 dt = CL]S ]: |WT(;,T)|2 dmzlf = é T ‘f(a))‘z do. (2.7)

¥ 0 oo s
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It is surprising that there is no consistency among researchers in representing the wavelet
transform. The most popular are #he scalograms, the wavelet power spectrum, and the global wavelet
spectrum. No single definition can be found for these three representations. In summary, the

wavelet transform is presented graphically as follows:

1- The "wavelet scalogram is a two-dimensional image or contour plot in which the abscissa
represents the translations (time) and the ordinate represents the scales or frequencies. The
colour map, or the contours, represents the wavelet transform coefficient, Liu [63], Goelz
et al. [64] and Jordan et al. [52]. In the case of complex transforms, a real, imaginary,
modulus and phase scalograms may be introduced, Misiti et al. [65]. Squaring of the
transform coefficients has the advantage of increasing the contrast between large and small

values which enables better interpretations, Kumar et al. [58]and Plett [60].

2- The "wavelet spectra" or "wavelet energy spectrum’ whete the time-scale energy density is

defined by Farge [45] and is given by:

W (s, r)|
E@G,7)=——"7" (2-8)
s
The wavelet spectra is represented as a contour or image plot. The reason behind the
division by the scale is to normalize all the band-pass filters so that they have the same
peak, Jordan et al. [66]. Perrier et al. [62] expressed the local spectrum as:
(49

,;:;”,a)zo,a)ozzftﬁ, 2.9

E(s,7)=

y
where @, and @ represent the mother wavelet's and daughter wavelet's wave numbers

respectively in radians. / is the mother wavelet's central frequency in Hz.

According to Hquation (2.9), the local spectrum measures the contribution to the total
energy coming from the vicinity of point # and wave number @, this vicinity depends on

the shape in time and frequency space of the mother wavelet, Perrier et al. [62].

3- The "global wavelet spectrum" is defined as the energy content within each scale and is

expressed as:

E(s) = jE(; 7)dT = j' ( T)| 2.10)
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The "global wavelet transform" ot " mean wavelet transforn”, as named by Pertier et al. [62], can be

expressed as:

E(s)=

dT. (2.11)

T|WT(J‘ o) dr= L ]:|WT("T)|2
2C,.@ ’ 2C,

V"0 —o v —o0 $

The factor of 1/2 was initiated based on the energy definition by Perrier et al. [62] as
1

E.[”f(z‘)nz dt in comparison to Farge [45] definition as J.”f(z‘)”2 dt. The "mean wavelet
spectrumt” can then be related to the Fourier spectrum through, Perrier et al. [62],:

E(s)= Cl
178

1[/(s0))|2 do, @.12)

where ¥/ is the Fourier transform of the daughter wavelet at scale s and FE(@)is the

Fourier spectrum. The global wavelet spectrum as defined by Farge [45] can also be related to

the Fourier transform of the analysing function as:
. 2
E(s)= jE(w)|y1(;w)| dw. (2.13)
R
Combining Fquations(2.11), (2.12) and (2.10), (2.13) we can write:

jE(w)|y1( o) dw= I| (; T)| 2.14)

Fquation (2.14) shows that the wavelet spectrum resembles a weighted average of the
Fourier spectrum by the square of the Fourier transform of the scaled analysing wavelet,
Farge [45], Thiebaut et al. [55], Perrier et al. [62], Roques et al. [67], and Christopoulou et
al. [68].

4- The "local energy spectrum” is defined as the temporal energy density and is given by Farge
[45]:

E(T)—— j E(s, 7)== —C;Tm%.

'/’0

(2.15)

In the current study, the "wavelet energy spectrum and "global wavelet spectrnm as defined in
Fquations (2.8) and (2.10) are used in wavelet transform representations based on the

linkage to Fourier transform as indicated in Equation(2.14).
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2.3.2.2  Mother wavelet selection
The selection of the mother wavelet is important to obtain meaningful results. The wavelet

transform essentially identifies matching between the function f(#) and the wavelet
y(¢) .For example, analysis of an impulse followed by a decaying oscillating response in the
signal f(#) will have greatest success if the wavelet ¥/(#) has the form of the features
being sought, i.e. an impulse followed by decaying oscillatory response. The transform
WT(s,7) will then have latge values when the scale s and 7 of the wavelet ¥ (#) match
the sought feature in the signal f(#). Therefore, there is no single choice for the best

mother wavelet.

Detection of transients and singularities is better studied using continuous wavelet analysis
and complex-valued wavelets, Farge [45] and Delprat et al. [46]. The most popular
complex-valued wavelet is the Morlet wavelet firstly presented by Goupillaud et al. [69] in

the time domain as:

. 2 2 . 2
W)= e 22 e 2.16)

The function can be expressed in the frequency domain as:

(@) _ /4,00 /4

Y(w)=e (2.17)

s S \/_ -’ /4 iwp 1 . .
The second term in FEquation (2.10), ~/2e ¢""¢ ", was introduced so that the function
satisfies the admissibility condition. This term can be neglected if @), (the mother wavelet

wave number=27 /., f. is the central frequency of the mother wavelet) is large enough

(@, 2534 or f 20.85) where the modulus of the second term of Fquation (2.10) is

always smaller than 1.2x107°, Morteover, recent studies of mechanical fault detection,
impact and singularity detection have used the Morlet function, see Ruzzene et al. [70],
Staszewski [71], Jordan et al. [66], Hajj et al. [72], Weggel et al. [73], Teisseire et al. [74,
Kelley et al. [75], Patsias et al. [70], Lardies et al. [77], Liu et al. [78], Yang et al. [79] and
Yang et al. [80].

According to the MATLAB Wavelet Toolbox, Misiti et al. [65], which is used in the

current analysis, the Morlet function is defined as:

1 o
Y(t)=——=e""e I, (2.18)

Jzf,
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The Motlet function € L' space (a subset of Hilbert Space, see Kaiser [43], Mallat [39] and

Teolis [81])which is the space of complex valued absolutely integrable signals defined on

the real line so that the norm of an element function f & I!is <oo. For Motlet function

represented by Fquation(2.18), the norm is one. That is:

1 i2xfr —(#*/ 1)
||l//f\lor/et (Z‘)” =\ TT¢ ‘e b dl‘ = 1(< °°), (219)
Iy~
where |||| denotes the norm. The Morlet function in the frequency domain can be derived

analytically as follows. Rewriting Equation (2.18) in terms of @), =27 f,,

5 Iy
W)= |— " w,=21f, (2.20)
@,

Then, the Fourier transform can be expressed as:

(@)= [y d

2T,

PR s R G
:j A (2.21)
NG,
o 27 »

—(Z5y¢
= i j ¢ (w”) (O gy,
w, -,

From Fourier transform properties, Rade et al. [61],

FT(" )= \/Ee“"z [ha, 2.22)
a

Then,
. 2 7w, - >
v(w) = |— /_be (0-@) /4.027/®)
w, \ 27w
= lear (2.23)
= AT (=S /87
So that:
Y(f)y=e "I (2.24)
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Since the Motlet function € L', has Fourtier transform with a maximum value of 1

irrespective of the values of the central frequency and the bandwidth, Teolis [81], the

maximum is located at the central frequency. Iigure 2.7 shows the Morlet function in both

time and frequency domains.
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Figure 2.7: (a) Real and imaginary parts of Morlet function as defined by Equation (2.18),

1.

2 and £=

(b) Fourier transform of Morlet of £
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2.3.2.3  Morlet function parameters and test functions
The Motlet function can be defined mathematically by assigning values for central

frequency, f., and bandwidth frequency, f,. The bandwidth frequency, f,, has a direct

impact on the shape of the Morlet function and hence its ability to detect frequency
changes. Small bandwidths increase the time resolution and reduce the frequency

resolution and vice versa.
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Figure 2.8: Bandwidth effect on Fourier Transform of Morlet function, f.=1.

Figure 2.8 shows the Fourier transform of the Dirac function (unit impulse function)
represented by the horizontal line corresponding to |FIT'|=1. A Motlet function with a
small f, =0.01, is characterised by a very compact support in time domain resembling an
impulse function. The corresponding frequency domain shows support of wide range of
frequencies. Once the bandwidth factor f, increases, the Morlet function become more

concentrated in the frequency domain, which gives the transform a better frequency
resolution. It is a trade-off between time and frequency which is controlled by the

Heisenberg uncertainty principle.

The transform; W1T'(s,7), is represented in the time-frequency plane by a region whose
location and area depends on the spread of ¥ in the time and frequency domains. Based
on Hquation(2.4), the wavelet ¥ can be regarded as a probability density function, Sincich

[82]. In the time domain, ¥ is centred at a mean 4 given by:
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U= I ty @) dr. (2.25)

The spread around # is measured by the variance 0, which is given by:

2 = j (t— ) [ (o) . (2.26)

Based on Parseval's theorem, Fquation(2.7), the mean @ and spread 0, in the frequency

domain can be expressed as:
17 .
@ =— I oly() do. @.27)
27

2

o L j (0-0)* [y do (2.28)
2z ).

The time-frequency resolution of Wis represented by a "Heisenberg rectangle" whose
centre is located at (4,®. ). The rectangle dimensions are0,along the time axis and
0 ,along the frequency axis. The Heisenberg Uncertainty Theorem proves that the area of

each rectangle is bounded by a lower limit according to the inequality:

.0, 22— (2.29)

which is equivalent, when 0, is expressed in Hz where 0, =0, /27, to:

1
O'th 2 E (2.30)

Considering the rectangular resolution unit 0,0, for the Morlet function, as expressed in
Fquation(2.18), the undilated Morlet function at time 7 and frequency f windows a
portion of the signal on the time axis within[#—0,,7+0,] and [/—0,,7+0]on the

frequency axis. Because the Morlet function is modulated by a Gaussian window, it has the
optimal resolution for which the Inequality (2.30) becomes an equality Gabor [36], Mallat
[39], Kijewski et al. [83] and Yan et al. [84] i.e.,

0,0,=— (2.31)
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and

o, =

(2.32)

A !
2

, o, = .
f27z'fb

The central frequency, f,

c

is bounded by the admissibility condition indicated in Section
2.3.2.2 and the flexibility in choosing £ is limited if energy preservation is required in the

transform. However, it identifies only a lower bound. The upper bound affects the ability
of the transform to separate adjacent spectral components. Kijewski et al. [83], in a study
of multiple degree of freedom, MDOF, system modal analysis, have shown that this upper
bound is dependent on the analysed signal. If the signal contains well separated modes, the
minimum value for £, which is bounded by the admissibility condition, is sufficient for
analysis. For non linear systems, where the spectral modes are close to each other, it is
desirable for better identification to increase the value of the central frequency. Kijewski et

al. [83] suggested that close spectral components, f/;and f,,,with an average of
Juw =0.5(f; + fiyyand a difference Af = f,, — f;, can be well identified if £, is selected so

that:

f;W

P s i

(2.33)

o is a parameter defining how much overlap between Gaussian windows of the Morlet
function is permitted. Initial spectral analysis by Fourier transform can give a preliminary

idea about the possible modes contained in a certain signal.

By fixing the central frequency f, to a value of 1, which guarantees the fulfilment of the

admissibility condition, and taking into account that the purpose of the analysis is to define

the temporal slamming characteristics, the bandwidth parameter f, should be chosen so
that the product 0,0,is a minimum. However, under no circumstances should this
minimum be less than the value of (1/47) according to Fquation (2.30). Figure 2.9 shows
that by increasing the bandwidth the frequency variance 0 is reduced, which means that

the frequency resolution is increased. The opposite effect occurs for the window time

variance 0, . It also shows that the effect of £, on frequency variance is small compared to

its effect on time variance. The figure marks two important points: A which represents an

equal resolution of both time and frequency, and B which represents a recommended limit
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after which the frequency resolution does not significantly improve while the time

resolution is highly deteriorated.
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Figure 2.9: Change of Morlet function time-frequency resolution with respect to frequency
band parameter .

It is also noted that a change in f, would affect the time resolution more setiously than the

frequency resolution, because of the higher rate of change of the time resolution. It is

proposed that the optimum selection for both f,and /. is highly affected by the purpose

of the analysis. For example, if the purpose of the analysis is to define the temporal
occurrence of whipping, which is marked by excitation of several natural modes with
different frequencies simultaneously, the priority is given to high time resolution. However,
one should bear in mind that the optimum time resolutions that exists in time histories
would enable only the severest slamming events to be easily identified. On the other hand,
wavelet analysis introduces a better way to explore small slamming events which are very
hard to identify in time domain. These events are beyond the scope of the current work,
however, they are of great importance to fatigue studies, Thomas et al. [85], Thomas et al.
[86]. In other analyses where, for example, the purpose is to perform a modal analysis, then
the priority is given to the frequency resolution. Newland [87] gave a similar opinion where
he recommended the construction of different maps for the same signal using different

bandwidth strategies.

2.3.3 Slamming signature in wavelet transform
The slamming signature denotes its appearance on the wavelet transform map. A typical

slamming event is shown in Figure 2.10. Normally slamming starts to be noticeable when
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the response increases above the normal wave load level. Then loading sustains continuous
increase. In conventional analyses, the underlying wave loads at the start of a slamming
event can be identified using filtration by setting a cut-off frequency for the underlying
wave loads. This cut-off frequency has not a sharp definition and is arbitrary. Since
filtration was excluded in this analysis due to the associated disadvantages, it was assumed
that the standard deviation of the whole record is a close approximation to the undetlying
wave load response and would be a good base value for normalisation of all motion and
structural response records. The instant at which the slam starts to develop is defined as
the instant at which the response is equal to or greater than the complete signal standard

deviation.
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Figure 2.10: Typical slamming event with showing instants of concern.
This instant will be defined as the “skam initiation instan?’. Then, the response increases
significantly above the underlying wave response until an instant where the rate of change
of response increases rapidly. This point can be defined by the aid of the wavelet
transform, as will be discussed later this section, which correspond to the maximum energy
boundary edge of the transform contour map. This will be defined as the “sudden impact
instan?’. 'The third instant is defined as the instant of the maximum response during the
slamming event. It can be seen that the slamming event (with its sudden impact instant, the
maximum response and then the following oscillations) resembles the damped impulse
response of a mechanical system. Therefore, the impulse response of a damped single
degree of freedom system was chosen as a test function to investigate the slamming

signature in the wavelet transform. Also, the test function provides further guidance in the
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appropriate selection of the Morlet function parameters. The impulse response of a

damped single degree of freedom system can be defined as:

7, = k(2).sin(9(2)
A sin(@r+6), 120 2.34)
0 <0

where ¢ is the damping ratio, @,is the system natural frequency, @ is a phase angle,

@, =w\1-? is the damped system frequency and 4 is the maximum response
amplitude. £&(#)1s called the decay envelope and @(#) is the phase function. The maximum
amplitude was changed from 1 to 10 at a constant @, of 10 rad/s, zero phase and a
constant damping coefficient ¢ of 0.08. The test function in the time and frequency

domains is shown in Figure 2.11 (a) and (b). The Fast Fourier Transform shows a central
frequency of 1.613 Hz. The continuous wavelet transform was applied to the test function

using a Morlet mother wavelets with f, =2 and /. =1.
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Figure 2.11: Test function wavelet transform: (a) test function in time domain, (b) test
function in freq. domain using FFT, (c) contour plot of wavelet transform spectrum and
(d) global wavelet energy spectrum.
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The wavelet transform shows a perfect match with the temporal and frequency behaviour
of the test function. The contour plot of the wavelet transform energy (wavelet energy
spectrum, Figure 2.11-(c) shows a “tail” pointing upwards at the start of the impulse at
t=0. However, the tail depth depends on the frequency of the impulse and the lowest
contour level to be displayed. In some cases where the frequency resolution is unimportant
and priority is given to the time resolution, another signature is shown in Figure 2.12 when

using Morlet mother wavelet of f,=0.1 and f =1. Figure 2.12 (c) shows the

concentration of energy just after the impulse and some ] shape” distortions
corresponding to zero signal which can be regarded as an artefact of the transform. The
‘4=0" limit identifies a vertical “boundary edge” for the energy concentration. This edge
can be regarded as a signature identifying the start of the impulse. The global wavelet
energy in this situation, igure 2.12(d), is of no use and cannot be compared to the FFT
because of the poor frequency resolution of the mother wavelet. On the other hand, Figure
2.11 (d) shows a maximum energy at a frequency of 1.6 Hz which is very close to that

identified by Fourier analysis.
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Figure 2.12: Test function wavelet transform: (a) test function in space domain, (b) test
function in freq. domain using FFT, (c) contour plot of wavelet transform spectrum and
(d) global wavelet energy spectrum.
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To validate the procedure for real signals, a three component test signal was used. The first
component represented the underlying waves at a frequency of 0.3 Hz; the second

component represented an impulse starting at #=0, while the third component

represented a stronger impact starting at 7 =2,

Figure 2.13: The test function Z; and its‘components representing the underlying waves,
Co, a slam event at t=0, Cy, and a strong slam at t=2, C,.
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Figure 2.14: Test function of MDOFS wavelet' transform at high time resolution: (a) test
function in space domain, (b) test functioniin freq. Domain using FFT, (c) contour plot of
wavelet transform spectrum and (d) global wavelet energy spectrum.

The proposed test signal can be represented as:

7, = 5sin(1.88¢)+10¢ """ sin(9.967#) +15¢~ """~ sin[4.996(7 — 2)] (2.35)

The three component test function is shown in Figure 2.13 with the components shifted

vertically along the y-axis for clarity.

A high time resolution mother wavelet is used to explore the ability of the wavelet
transform to predict the starting instant of the general case of two consecutive interacted
impacts. Figure 2.14 shows a concentration of energy at two “boundary edges’, the first is
at #=0 and the second is at # =2 that correspond to the initiation of the impact instants.
It is also noted that there is some energy concentration in the “J-shape” distortions but
they are not of interest. Similarly, the global wavelet spectrum is of no use and cannot be

compared to the FFT.

2.3.4 Modal parameters identification
The characteristics of the impulse behaviour, namely damping and natural frequency, can
be extracted from the wavelet transform coefficients by assuming that the phase of the

impulse response is changing much faster than the amplitude, i.e., an asymptotic function,
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Lardies et al. [88]., The impulse response, Z; in Fquation (2.34), can then be approximated

to:

Z(t) = k(t)e! P, (2.36)

Therefore, the wavelet transform can be expressed using Fquation (2.2) as:

1 % oo (=T
_ Jo(1)
WT(s,7)= —2\/; _J;/é(l)e 1//( - jdt. (2.37)

Using asymptotic techniques, see Delprat et al. [46], Carmona et al. [89], Staszewski [71],
Ruzzene et al. [70], Brenner et al. [90], Piombo et al. [91], Boltezar [92], Lardies et al. [77],
Yan et al. [93], Meo et al. [94], Exlicher et al. [95] and Tan et al. [90], the wavelet transform

can be expressed approximately as:

o,
3 s “o0)
Wl(;,r):7./1e oty szt T (@T) (2.38)

The scale parameter s, , which maximises the amplitude of the wavelet transform is related

and corresponds to the signal damped frequency, ie. when s.@, =@,, and the term

b

,
——(5,0,~@,

e 87 “tends to 1. Hence Fquation (2.38) can be further reduced to:

5. )
WT(s;,T)= %.Ae‘@’e/ (@746) (2.39)

Fquation (2.39) shows that the wavelet transform has a time-varying modulus and phase as

follows:

\/; -{o
WT(s,,7)|= : A0 (2.40)
LWT(s;,7)=(@,T+86). (2.41)

By taking the natural logarithm for the wavelet modulus:

(2.42)

no

In[WT(s;,7) = 1{\/2?" .A]— {o,r
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the term @,¢ can be determined from Fquation (2.42) when plotted on a semi-log graph
as the slope of a straight line. Similarly, the damped frequency @, can be determined by

taking the first derivative of the wavelet transform phase angle at the scale s, , that is:

%(LWT(si,f)za)d =wA1-{7. (2.43)

Hence, the system natural frequency @, and system damping ¢ can be determined. Figure

2.15 shows a constant slope phase angle of the wavelet transform at a constant frequency
of 1.6 Hz which corresponds to the maximum wavelet energy. The slope can be
determined from the graph or by means of numerical differentiation. In this case, the slope

1s 9.9968, as:

@, =W 1-* =9.9968. (2.44)
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Figure 2.15: Wavelet transform phase at const frequency, f=1.6 Hz.
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Figure 2.16: Wavelet transform envelop at const frequency, f=1.6.

The other equation for @,and {is taken from the semi-log graph of the wavelet

transform modulus against time as shown in Figure 2.16. The slope is -0.799, as:

-0, § =—0.799. (2.45)

Solving Equations (2.44) and (2.45) simultaneously gives @ =10.03=10.0 rad/s,
¢ =0.0796 = 0.08 and @, =9.9968 rad/s or 1.59 Hz.

The ship structure is a multi-degree of freedom system, MDOF, and the response signals
contain most of the structural modes. A MDOF system can be described by the general

equation:

[M]X +[C]X +[K]X =[F]. (2.46)

Where [M], [C], [K] and [F] are the generalised mass, damping, stiffness and excitation
matrices respectively. [quation (2.46) in general is a set of n coupled equations. The
coupling means that normal modes are not independent and energy can be transferred
between the modes, i.e., the normal modes of vibration are coupled by the damping

mechanisms in the system.
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However, the uncoupled solution is possible by using the Rayleigh proportional damping
model, Rayleigh [97], in which the damping matrix is proportional to the mass and stiffness

matrices according to the following equation:

[C]l=a|M]+ B[K]. (2.47)

Fquation (2.47) guarantees that the damping matrix is diagonal, as are the mass and
stiffness matrices, and hence the Fquation (2.40) can be solved as n uncoupled equations
using the modal damping approach for a SDOF system, Staszewski [71]. The uncoupling
procedure is also valid in cases where damping is assumed to be small. Therefore the

uncoupled equations are of the form:

mx, e, R = fi(1). (2.48)

Fori=1, 2, 3, ....n. The general solution for the system can be written as;

X(O:zAig—é’iwu,t sin(a),,l_ /1_4’[.2;+01. ) (2.49)
i=1

59



In| WTs 1) |

Figure 2.18: Wavelet transform envelop for signals Cy, Cr-and C; at damped frequency of
0.3, 0.8 and 1.6 Hz respectively.

Since the wavelet transform is a decomposition technique in the time-frequency domain
working as a band-pass filter, it can be used for separation of normal modes in a MDOF
system. Therefore, Fiquation (2.37) can be re-written, using Equations (2.38) and (2.39), for

a MDOF system as:

1 &G won—[1—T
W(;,T)zmz [ £:e? )W(Tj dr
=1 —

(2.50)

_ Vs Z”: bt S0, T0)

y &

It is necessary first to test the ability of wavelet transform to analyse MDOF system. The
test signal Z, , Fiquation (2.35), is used to validate the procedure for MDOF systems. The
above mentioned test signal is composed of three components. The first component
represents the underlying waves at a frequency of 0.3 Hz. Each of the other two
components represent a viscously damped system with parameters chosen as: {; =0.08 ,
@, =10, A, =10, zero phase and §,=0.04, @®, =5,A, =15, 27 phase. The wavelet
transform of the signal is shown in Iigure 2.17. The figure shows 3 distinct frequency
components at 0.3, 0.8 and 1.6 Hz. The first frequency corresponds to the undetlying

signal, C, that is shown on Iigure 2.13 (a). This part of the signal is shown undistorted in

Figure 2.17 (a) on the negative side of the x-axis.
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Estimated Estimated
Signal Natural Damping
natural damping
component freq.(Hz) ratio
freq.(Hz) ratio
Co 0.3 0.0 0.3024 0.0
Cy 1.592 0.08 1.578 0.079
C 0.796 0.04 0.796 0.0396

Table 2.3: Estimated damping and natural frequency of the test signal components using
wavelet transform.

The 0.8 Hz frequency belongs to the second impulse response signal, C,, while the 1.6 Hz
corresponds to the first impulse response signal, C,. It is found that better modal
parameters detection is achieved with higher frequency band parameters. The only
disadvantage of this increase is the difficulty to detect the impulse start. Figure 2.18 shows
the wavelet transform envelop on a semi-log plot at the frequencies corresponding to high
levels of the transform energy which were determined previously from Figure 2.17. The

same procedute is followed to find an expression for the term @,{ for each signal. The

wavelet transform phase is then plotted, Figure 2.19, at the same frequencies to find

another expression for @, for the three components of the test signal. The equations are

solved to obtain the damped and natural frequency for each signal. Table 2.3 summarises

the actual and estimated damping for each signal component.
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2.3.5 Application of wavelet transform to sea trials signals

As previously mentioned, the wavelet transform can be used for slamming analysis in two
ways, either as an identifier of slamming occurrence through the detection of a slamming
signature, or for the identification of modal parameters during certain time intervals.
Achieving both goals in one analysis is impossible and it is much better to perform the
analysis twice, firstly with a high time resolution mother wavelet and secondly with a high
frequency resolution mother wavelet. Although the available time series has 100 % time
resolution, slamming detection is extremely difficult, especially for small slams and for

those slams where the initial impact is hidden in the whipping response of a previous slam.

The centre bow vertical acceleration record is the most suitable for slamming occurrence
detection as this sensor, dominantly, precedes all other sensors in the time response to
slamming, while the strain gauges are the best sensors to identify the normal modes. To
show the validity of this procedure, samples of vertical bow acceleration record and four
strain gauges (the three keel gauges and the vertical steel post gauge) between the time
instants 958 and 968 s are studied. The record shows two consecutive slamming events,
Figure 2.25 (a). None of the time series display clear slamming behaviour of initial impact
and subsequent decay response, but show a complicated interference of several impacts in
one event or that kind of interference with the underlying wave response which makes the
identification of decay from time records nearly impossible. The records will be tested
regarding their suitability for slamming occurrence detection and normal modes
exploration. For each record a contour plot is used to display the wavelet transform
spectrtum. The number of the required contour levels is changed until a good

representation of the slamming signature is achieved.

The figures from Figure 2.20 to Figure 2.25 are arranged according to the sensor location
from the stern towards the bow. The slamming occurrence detection is explored first then
the modal parameters are investigated. It should be noted that the impulse detection on
each of the considered gauges, especially those towards the stern, do not represent the
instant of the bow slamming impact but only detect the instant of impulse excitation at the
gauge location so that the impact wave propagation through the structure should be

considered.

Figure 2.20 shows the wavelet transform spectrum of strain gauge T1_5, Fr 25, keel centre
girder. The first slam shows two consecutive impulses at 960.39 s and 961.11 s respectively.

The first peak on the time record represents a small impulse that has energy less than 5%
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of the maximum energy imparted due to the subsequent impulses. The second slam is
characterised by a single impulse at the instant 964.42 s. In contrast, strain gauge T1_9’s
first slam displays a single impulse at 960.21 s. The second slam has a single impact as

shown in Figure 2.21.

The time record of strain gauge T1_7 shows the smallest slams on all records and because
of this, slam detection from the time record is extremely difficult. Similarly to strain gauge
T1_5, strain gauge T1_7 shows two impulses at instants 960.09 s and 960.31sec and a

single impact at 964.47 s as shown in igure 2.22.

The bow vertical acceleration record sample shows several rapid discontinuities. The
corresponding wavelet transform is shown in Iigure 2.23. The wavelet transform spectrum
shows two ”boundary edges” for the first slam at 960.12 s and 960.28 s respectively. The

mother wavelet time resolution is increased, f, =0.05, as well as the contour levels so that

the impulse at 960.12 is clear enough to be identified.

Gauge T2_3, on the vertical steel post was always the hardest gauge to interpret. Not all
the slams in these records appear in the data of this gauge; the reason behind this is that
the whipping does not give large stresses in the posts, whereas it does give large stresses in
the keel. It might also be that this gauge is more affected by local load effects than global
loadings, as well as the structural configurations in this area. Figure 2.24 shows the wavelet

transform of this gauge by a Motlet function of f, =2and f, =1. High resolution mother
wavelet of f, =0.1, resulted in a plot which shows only the first slam. The slams that

appear on ligure 2.24 at 962.03 s and 964.54 s were hard to define on a high time

resolution plot.

It is worth mentioning that slamming detection is an interactive process and is subject to
analysis of both the time record and the wavelet transform simultaneously. One
representation is insufficient for slam occurrence analysis. Moreover, the clarity of wavelet
transform contour plots depends on the mother wavelet parameters, as well as the number
of contours displayed and the analysed signal. This means that even for one ship, the

wavelet parameters cannot be fixed for every sensor.

The slam modal parameters, damping and natural frequency, can be investigated by wavelet
analysis if a high frequency resolution mother wavelet is used. For example, the high

frequency resolution wavelet transform for strain gauge T1_9 is shown in Figure 2.25. As
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discussed in Section 2.3.3, the modal parameters @, and ¢, can be found for the slamming
event under consideration. The wavelet transform shows 3 energy concentration zones at
0.3, 1.5 and 2.4 Hz for both slams. The 0.3 Hz zone corresponds to the underlying global
wave loading response. Considering the 1.5 Hz zone as an example, the wavelet transform
modulus has a constant phase angle along the time sample which is equal to the slope of
the straight line fitting in Figure 2.26 (b). This slope is equal to the damped frequency, @, .
For the first slam, a slope of 0.351 Hz is derived from Figure 2.26 (a) for the expression:

®,.§ , while the slope is 0.536 Hz for the second slam. Solution of the simultaneous

equations gives damping ratios of 0.0371 and 0.0566 for the first and second slam

respectively.
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Trials with the available signals showed that, for the purpose of modal identification, better
contour maps can be obtained if only a single slam is considered. Isolation of slams along
the time axis can be an easy task if a single slam is superimposed only on the underlying
waves. The task becomes harder when two or more consecutive, interacting slams exist.
However, the interaction region has minimal effect on the dominant frequencies at the
specified location. Moreover, the global wavelet spectrum in this case, i.e. isolated single
slam, is regarded as an efficient tool to determine the frequency bands which possess the
highest levels of energy. Considering the first slam within the sample under consideration,

Table 2.4 summarises the local natural frequencies identified at each location of the strain

gauges.
Location ) w, ; a, (03 (0 w,
Keel CG Fr25,T1_5 - 2.51 3.13 N - - -
Keel CG Fr 46, T1_9 1.54 2.36 3.23 - - - -
Keel CG Fr 60, T1_7 132 2.60 3.49 4.52 5.29 - -
V. steel post Fr 62, T2_3 1.49 — - 481 5.55 - -
BV acc, Fr 72,CB 1.72 2.44 - 4.45 - 6.3 13.65

Table 2.4: Number of excited frequencies at different locations following a slamming
event.

Figure 2.27 and Figure 2.28 represent the case where the excited modes are well separated
with little interference between the modes. Figure 2.29 displays the wavelet transform
response for strain gauge T1_7. The contour map is characterised by the interaction of
modes that are too difficult to be separated, even with a very high frequency resolution
mother wavelet. In this case, the global wavelet spectrum is an effective tool to investigate
which frequency bands possess significant energy contribution, as an average over the
approximate slam duration, igure 2.30. Similarly, the vertical steel post strain gauge, T2_3,
wavelet transform, for the slam under consideration, is shown in Figure 2.31. However, the
contour map illustrates more details regarding time information about the second and third

modes at 4.81 and 5.55 Hz.
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The vertical bow acceleration shows well separated modes on the contour plot, as indicated

in Figure 2.32.
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The global wavelet spectrum, in conjunction with the contour plot, can provide the excited
frequency as well as the instant when considerable energy has been released. It is to be
expected that each location is excited at different frequencies as the structural configuration

surrounding the sensor position has a considerable effect on the local response.

Although the local excited modes were defined for each strain gauge, the global excitation
modes are not yet defined. In the same way in which the wavelet transform was used to
predict the modal parameters of a multi-degree of freedom system, Section 2.3.3; the
principle of superposition can be used here again to explore the dominant global structural
modes, by superposition of the available signals from the strain gauges that measure global
structural responses. The resulting wavelet transform contours plot will ignore the local
and excited modes of lower energy in comparison to global modes which possess higher

energy levels.

Validation of this procedure can be discussed through the examination of the wavelet

transform for a signal y that comprises two signals y,, y, with frequencies f, f, and

amplitudes A, A, respectively so that
= A sin(27x f11), (2.51)
and
Y, = A, sin(27 [t + @), (2.52)
by considering the following cases:
(a) Both signals have the same frequency, same amplitude and a phase shift of 7.

In this case, the superimposed signal is zero and no spectral analysis is applicable. This
represents an impossible case to occur during trials due to the wave irregularity even if in
perfect head sea conditions where different response amplitudes are expected from port

and starboard sides.
(b) Both signals have the same frequency, different amplitudes and a phase shift of 7.

In this case, whether the amplitude difference is small or large, the wavelet transform of
the superimposed signal shows one frequency that is equal to the frequency of the

comprising functions.
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(c) Signals have different frequencies, same amplitude and a phase shift of 7.
In this case, both frequencies are identified cleatly.
(d) Signals have different frequencies, different amplitudes and a phase shift of 7.

Both frequencies were identified successfully showing proportional wavelet energy

concentrations to the amplitudes of the signals.

(e) Both signals have the same frequency, same amplitude and a phase shift of zero.
In this case, both signals are identical and showed one frequency component.

(f) Both signals have the same frequency and different amplitudes.

Although they are different signals but they have the same frequency component that was

successfully identified by the wavelet transform.

(g)Both signals have different frequencies and equal amplitudes and no phase shift.
The two frequencies were identified cleatly.

(h) Both signals have different frequencies and different amplitudes.

The frequencies were identified successfully irrespective of the amplitude difference

margin.

The signals and their wavelet transforms are shown in Figure 2.33 and Iigure 2.34
respectively. Figure 2.34 shows that signal components amplitudes and/or the existence of
a phase shift between the components did not affect the wavelet transform ability to detect
the frequencies of the components signals from the superimposed signal. Therefore, direct
addition of structural response signals at different locations in one function can be analysed
by wavelet transform so that all frequencies in the component signals can be identified.
The wavelet transform representation in the form of wavelet energy spectra permits the
dominant frequencies which possess high signal energy to be easily and clearly identified
whilst lower energy components, which are highly likely are due to local effects, will be
ignored. Therefore, all strain signals from 8 positions: 6 along the demi-hulls keels’ centre
girder and 2 on the vertical steel posts, all for both port and starboard locations are

superimposed in one signal. Figure 2.35 shows the wavelet transform of this superposition.
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The figure shows two dominant modes of response at 1.55 and 2.41 Hz which correspond
to the first transverse bending split mode response mode and a one-node longitudinal
mode (bow fluttering) as obtained by finite element modal analysis, Section 5.2.2. It was
expected that the head seas condition will excite only the longitudinal and transverse
bending modes. Considering the complete record of the strain gauges under consideration,
global wavelet spectrum can provide an average for all slamming events in the record.
Figure 2.36 shows the global wavelet energy for the starboard strain gauges of the keel
centre girder and the vertical steel post. The figure indicates that the common excited
modes were at 1.4 Hz and 2.4 Hz. The vertical steel post did not display the longitudinal
bending mode at 2.4 Hz indicating that it is not sensitive to longitudinal bending
excitations. In summary, the superposition of all signals from all gauge locations helped in
the determination of the following findings (in conjunction with finite element modal

analysis, Section 5.2.2):

1- Slamming in head seas excites two modes of vibration in the ship’s hull.

2- These modes cannot be identified by a single gauge.
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Figure 2.36: Global wavelet spectrum for starboard keel, vertical steel post strain gauges
and the centre line bow vertical acceleration (Fr 72).

2.4  Slamming characteristics of HSV-2 SWIFT

The sea trials data under investigation is for a head seas condition in sea state 5 at speed of
20 kt. Hence the effect of heading and speed on slamming is not investigated in the current
study. The slamming response is explored for 9 locations, 6 along the demi-hull keels (Port

and SB), the vertical steel posts (Port and SB) and the motion response at the centre bow.

2.4.1 Slamming identification procedure

As discussed in Sections 2.3 and 2.3.3, slamming is detected by applying the wavelet
transform to the signal under consideration by visually exploring the wavelet energy
spectrum on a contour map. Slamming is assumed to occur when it is accompanied by
whipping which the wavelet analysis is capable of identifying. A key issue in slamming
detection is the cut-off contour level. This is subject to the objective of the investigation.
Actually, severe slams are not necessary to be detected by wavelet transform because they
can be easily identified through visual inspection of the response time histories. The most
difficult slamming events to identify are those of low amplitude response which may be
hidden in the underlying wave response. These low response slams are of great importance
regarding fatigue analysis, Thomas et al. [86]and Thomas et al. [85], due to whipping and
hence all slamming events in a signal must be clearly identified. The major advantage of
using wavelet transform in this situation is that the transform is able to detect the whipping
or the instantaneous change of signal frequency as well as any discontinuities. In the
following discussion, the vertical bow acceleration record is taken as the slam identifier

record. Small slams such as the slam at the time instant 257.34 s as indicated in Figure 2.37,
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cannot be easily identified from the acceleration time record or even after filtring. The slam
was easily detected by the wavelet transform. A zoom-in plot on the specified slam is
llustrated in Figure 2.38. The figure shows a slamming signature for identification
purposes only, that present neither an accurate impact start instant nor well-separated
frequency components. Instead the mother wavelet parameters were adjusted for adequate
time and frequency resolutions. Further investigation into a specific slam requires two
separate analyses, as indicated in Sections 2.3.3 and 2.3.4. The level of detection depends

mainly on the lowest contour level to be displayed.
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For fatigue investigation purposes, it is recommended to increase the contour levels as
much as possible, taking into consideration the memory resources when analysing long
signals with a wide range of frequency bands. A check to ensure that all the slams
contained in the signal under consideration have been identified is to plot the number of
slamming events as a function of the displayed contour levels on the wavelet energy plot.

Such a plot for vertical bow acceleration record is shown in Figure 2.39.
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Figure 2.39: Number of slams in vertical bow acceleration signal according to the number

of contour levels of the wavelet transform energy plot.

2.4.2 Maximum slamming responses
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Figure 2.40: Normalised max slam response percentage of occurrence extracted from the
bow vertical acceleration time record.
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The response of each sensor was normalised to its standard deviation. The interesting
finding with this normalisation is that the response of all sensors approximately fell in the
same range of 3-7. Figure 2.40 and Figure 2.41 show the histograms as percentage of
occurrences for the vertical bow acceleration record and the keel centre girder strain gauge,

T1_5, Fr 25, respectively.
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Figure 2.41: Normalised max slam response percentage of occurrence extracted from the
aft keel centre-girder strain gauge; T1_8.
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Figure 2.42: Normal probability distribution of normalised max slam responses for bow
vertical acceleration record and the aft keel centre girder strain gauge T1_5.

The occurrence percentage plots show that the maximum slam response approached 11.5

times the standard deviation of the whole record in both motion and structural response
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records. In addition, the normal probability distribution, illustrated in igure 2.42, shows a
maximum probability for both sensors occurs at a normalised max slam response of 3.9. It
is noted also that the strain gauge probability has a narrower probability distribution than
that of the bow acceleration record. This is due to the severity of slamming in the bow
region, and the sensors in the forward part of the ship are highly excited, both in
magnitude and whipping. Then, as the shock wave propagates through the structure it

loses energy as it travels away from the impact location.

2.4.3 Peak-trough analysis

The peaks and troughs considered in this analysis are the first following the impact. The
peak will be located at the maximum response instant just following an impact. It could be
either positive on sensors such as the keel centre girder strain gauge, Fr 46, or negative on
sensors such as the vertical steel posts strain gauge. The considered trough is the one that
immediately follows the peak. Again, this could be positive or negative according to the
instant of slam and the underlying wave response. Peak and trough definitions are
illustrated graphically in Figure 2.43. Peaks and troughs for the largest 50 slams were
identified. Peak-trough identification for smaller slams was possible for the bow
accelerometer (the slam identifier record) but was extremely difficult for other gauges away
from the bow area. Moreover, the responses of some gauges, such as the forward keel
centre girder strain gauge, T1_7 at Pr 40, are excluded from analysis due to their
unexpected behaviour. It appears that its response does not follow the global response of
the ship; i.e. the strain gauge displays compression when it was expected to show tension
due to the global response to slamming. Moreover, non-uniform phase angles between
port and starboard responses were observed. This action can be interpreted as follows:
these regions sustain vertical fluttering as they pierce the random sea waves, which
produces a high local vertical vibratory response that is sometimes in or out of phase with
the global response. The vertical steel post was also excluded. This strain gauge, in most of
the slams, did not display the whipping behaviour in terms of clear whipping oscillations in
comparison with other sensors. An example of such behaviour is illustrated in igure 2.44,
which shows the difficulty of trough identification. Three values were extracted from peak-
trough analysis; the peak-trough range, the peak-trough duration and the peak-trough
slope, Figure 2.43. The normal probability distribution for peak-trough range is shown in
Figure 2.45. The figure shows the peak-trough distribution for three sensors distributed
along the ship with T1_5 located aft, Fr 25, T1_06 located approximately amidships, Fr 46

and the bow accelerometer located forward, Fr 72. The figure shows that the mean peak-
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trough response range decreases as the impact shock propagates through the structure
from bow to stern. This indicates that the impulse loses its energy as it moves towards the
stern due to damping and as energy is progressively absorbed by the deforming structure.
It is also shown that the distribution is wider towards the bow and it gets narrower towards
the stern showing a standard deviation of 3.7, 3.1 and 2.55 for bow, amidships and stern

responses respectively..

The peak-trough duration is defined as the elapsed time between the peak instant and the
following trough instant. It was noted that this duration is the shortest in the bow region
for the vertical bow acceleration signal. Most of the peak-trough durations, for this record,
fall between 0.06 and 0.1 s. The longest duration was for the mid-ship keel centre girder
strain gauge with most of durations between 0.23 and 0.29 s. No direct relationship was
found between the peak-trough range and duration. It was expected that the peak-trough
duration would follow the same trend as for the peak-trough range, with minimum
duration at the bow area and steadily increasing towards the stern. However, the strain
gauge T1_6, Fr 46 showed longer durations than the strain gauge T1_5 as shown in igure

2.46. The reason for this is not known.
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Figure 2.43: Peak-trough range and duration definitions.
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A peak-trough slope can be defined as the peak-trough range divided by the peak-trough
duration. Interestingly, the relationship between normalised slam peaks and peak-trough
range as well as the normalised slam peaks and peak-trough slope were both close to linear.
This behaviour does not change with the sensor’s location. As an example, keel centre
girder strain gauge at Fr 46 is shown in Figure 2.47. The peak trough duration does not

follow a general trend when plotted against the normalised slam peaks.

2.4.4 Slam location

Previous slamming studies on wave piercing catamarans have shown interest only on those
slams where the arch is fully or partially filled with water, Davis et al. [98], Thomas [30],
Thomas et al. [33], Whelan [29], Davis et al. [99]. However, not all slams are associated
with wetdeck or arch closute impacts. Visual inspection of motion and/or structural
response records showed many low impact slams which do not fit the above mention
description. Nevertheless, previous studies on monohull slams such as Ochi [100], Ochi
[101], Chuang [102] and Nethercote et al. [103] have showed that slam occurrence is
concurrent with unfavourable relative vertical velocity between the ship’s bow and the
water surface during re-entry, which means that arch closure itself, in some cases, is not the
single reason for slamming of wave piercing catamarans. Moreover, wave piercing
catamarans are characterised by a high air gap in the arch way which in turn raises the
question of the slam location for the smaller slams. Also, it should be noted that the centre
bow in front of the arch has a hard flare which can give rise to a considerable impact

without filling of the arch.

A logical classification of slam location can be: demi-hull keel slam, centre bow slam and
top arch slams, IMigure 2.48. Combinations of demi-hull, bow, and top arch slams might
occur as well. Demi-hull slams occur when the keel is emerged, upon re-entry and the
existence of relative vertical velocity of sufficient magnitude. Arch slam occurs when the
water surface touches or neatly touches the top arch area in existence of relative vertical
velocity of sufficient magnitude. It is believed that the increase in slamming response due
to arch closure does not add too much to the slam response that has been built up to a

significant level due to the impact on the centre bow.

A common procedure for slamming occurrence studies is to set a longitudinal location as a
reference for the calculation of relative velocities and vessel immersion, such as the bow
fore foot for conventional hull forms. Accurate slam location identification requires a

moving reference due to the complicated geometrical configuration of wave piercing
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catamarans. For example, consider the scenario that the ship is landing on a wave crest a
certain distance aft of the bow wave radar. If we set Fr 75 (where the wave radar is
installed) as a reference point, the centre bow might be thought to be clear of water which
is only partially true. The water profile decomposition discussed in Section 4.4.3.1 is an
effective tool for the investigation of vessel immersion at every station. This information,
when used in conjunction with the motion and/or structural response tecords, can enable

a procedure for slam location investigation to be proposed.

As an example of slam location investigation, a sample of the bow vertical acceleration
record between the instants 560 and 600 s is considered. The sample contains six slams of
different strength ranging between 0.645 g (slam no. 5) and 1.985 g (slam no. 1), Figure
2.49 (a).

Figure 2.49 (b) shows the demi-hull keel line emergence above the water level between Fr
57 (the aft truncation position of the centre bow) and Fr 76 (the forward most section on
the piercing hulls). Positive values indicate the keel is above the water level. The figure
shows that at most times the keel line is immersed except for the period between instants
563.3 s and 564.53 s, where frames 63 to 76 have successively emerged and then
successively immersed. However, no slamming response appears on the accelerometer
record. This can be understood when the trim and vertical bow relative velocity are

explored.

Figure 2.50 shows a summary of measured (bow vertical and longitudinal accelerations,
relative bow motion as well as pitch and roll angles) and calculated (relative bow velocity,
bow forefoot clearance and top arch clearance). The pitch angle during this time interval
had a maximum value of -0.5” (bow up) and is moving towards zero while the vertical bow
velocity is approaching zero at 563.9 s. This indicates that the ship was moving nearly
horizontally and there was a slow relative vertical motion between the water surface and
the ship. The bow forefoot clearance approached 3 m during this event earlier than the
sudden increase in the bow vertical acceleration response. When the bow forefoot
clearance was zero at the instant 565.16 (where it is expected to experience a considerable
slam response due to bottom slamming, if any), the corresponding bow vertical
acceleration was only 5.3% of the maximum bow vertical acceleration response.
Parameters such as bow longitudinal accelerations and roll angle (near zero) at this time

interval have no effect on the vessel’s immersion.
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The same vessel behaviour was experienced for the other slams in the sample. As a result,
for this time period, between the instants 560 and 600, it can be concluded that demi-hull

keel slamming has insignificant contribution to the maximum slamming response.

Considering the centre bow slamming, Figure 2.51 shows the centre bow keel line
immersion. Positive values indicate the centre bow keel line is above the water level. From
the bow vertical acceleration record, it can be verified that Slam no 1 started at the instant
565.24 s. Close inspection of the centre bow immersion illustrates that the centre bow
started to immerse at Fr 68 first, and then the immersion increased aft to the end of the
centre bow and forward to Fr 74. Frames 75 and 76 were consistently well above the water
level. Immersion started at the instant 565.11 s, which is 0.13 s ahead of the defined slam
initiation instant. The centre bow had a maximum immersion of 3.6 m at the instant 566.15
s, which is 0.18 s after the maximum response instant. The maximum relative bow velocity

was 3.18 m/s at the instant 564.86 s before the first centre bow immersion at 565.11.

The top arch line clearance is shown in Figure 2.52. The positive clearance expresses an air
gap between the top arch point and the water surface at the specified section. Negative
values represent the immersion of the top arch line with respect to the water surface along
the ship’s sides. The figure indicates that a large portion of the arch way is filled with water
as there was a small gap of only 0.2 m during slam 1. It is very hard to define exact
boundaries for the arch area and hence the air gap is just an indication of arch immersion.
The relative contribution between the centre bow and the arch during a slamming event is
still questionable. Negative arch clearances occurred during slams no 2, 3 and 4; however,
these immersions occurred well after the slam peak response. Considering slam no 4, and
examining Figure 2.51 and Figure 2.52, it can be concluded that a big portion of the centre
bow, from Fr 70 to the aft end of the centre bow, was immersed before the slam
occurrence. This indicates that the slam location is only forward of Fr 70, then successive
immersion of frames 71 to 74 started to develop. Frames 75 and 76 were always above the

water level.
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Figure 2.50 shows that for every impact a considerable sudden change in the longitudinal
acceleration has occurred. The maximum during the sample reached 0.42 g which indicates

that rigid body motion response to slamming is not always in the vertical direction.

2.4.5 Pitch effect

Pitch motion has a direct impact on slamming. However, High pitch motions do not
necessarily cause high impacts. Regardless of the general trend of increasing impact
strength due to increase in pitch angle, the same impact strength can occur at the same
pitch angle. In Figure 2.53, where the normalised BVACC response is plotted against the
corresponding pitch record, the impacts at levels 2, 4, 6 and 8 occurred for a minimum of 3
different values of pitch angle. The figure also shows a threshold value of 0.355° below

which no slams were recorded.

Interestingly, the maximum BVACC response always corresponds to a pitch angle slightly
past the maximum pitch record during the slamming event. The delay period tends to
increase for smaller slams. This can be shown in igure 2.54. Examination of Figure 2.51

and Figure 2.54 shows that the ship immersion and trim are not in phase.

2.4.6  Effect of bow vertical relative velocity

The bow relative vertical velocity, RBV, is defined as the relative velocity between the
ship’s hull and the free water surface at a specified location along the ship’s bow. In the
following analysis, the relative bow velocity is taken at the section where the wave radar
was Installed, 336 mm aft of Fr 75. The vertical velocity at any other section can be
identified by applying a rigid body simulation using the pitch rate record, the distance from
the wave radar to the section under consideration and the bow vertical velocity (obtained
from integration of vertical bow acceleration record). The bow relative velocity was
obtained first by de-noising the relative bow height record using wavelet techniques, Misiti
et al. [65], so that noise does not impair the differentiation. Then the de-noised relative

bow height was differentiated numerically.

The importance of relative wave velocity during an impact event, and its relation to impact
pressure, has been proven for both conventional monohulls and twin-hull ships. Chuang
[104] conducted experimental investigation on rigid-body slamming. He derived an
expression for the maximum slam pressure for bottom slamming being directly
proportional to impact velocity. Analytical investigation by Stavovy et al. [105] for

slamming pressures on high-speed vehicles confirmed that the pressure was proportional
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to the square of the relative velocity normal to the impact surface. The method was verified
against model tests and sea trials. Walker [100] described a performance monitoring system
in which an alarm monitoring scheme was set up. The alarm threshold for the slamming
pressure was chosen based on an empirical formula in which the pressure was proportional
to relative bow velocity to the power of 1.7. Experiments for bottom impact slamming due
to forced vibration were conducted by Beukelman [107] and Beukelman et al. [108] for

investigating the forward speed effect.
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Figure 2.53: Normalised'BVACC response as a function of trim angle.
The results were compared with other formulae and it was concluded that the angle
between the water surface and the ship’s bottom should be taken into consideration in the
case of high forward speeds. He also confirmed the pressure proportionality to the square
of the relative vertical velocity. Yamamoto et al. [109] studied the bow flare slamming on
fast container ships and conducted a damage strength analysis to investigate accident
damage to the fore structure due to high slamming pressures. He considered the von
Karman’s formula where the mean pressure value is proportional to the relative velocity
squared. His finite element analysis resulted in stress levels exceeding the yield stress in the
location where the vessel experienced cracks thus verifying his slam pressure calculation

model.

Varyani et al. [110] predicted the motions and slamming impact on catamaran hulls and
wetdeck structure using computational fluid dynamics methods. Regarding the demi-hulls,
the study shows that Wagner’s model is appropriate for dead rise angles less than 30° while

von Karman’s model is more suitable for angles more than 30°. Both models introduce a
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proportional relationship between pressure and the squared vertical relative velocity.
Wetdeck slamming was studied by a 2-D formulation indicating that the jet flow from
demi-hull slamming has a strong contribution to wetdeck slamming. Thomas [30] analysed
sea trials data for two INCAT vessels. A direct relationship between structural response
and relative vertical velocity was hard to establish. However, the structural response tended

to increase with an increase in relative vertical velocity.

Inspection of trials data for the highest 50 slams showed that the relative bow motion,
RBM, and relative bow velocity follow a typical scenario, IMigure 2.55. Close to the instant
of slam initiation, the relative velocity reaches its maximum value. Previously, the relative

bow height as its maximum which is naturally located at zero relative velocity.

Some of the important instants and values to be taken into consideration during the
analysis are: the maximum RBM immediately prior to slamming, the maximum RBV
immediately prior to slamming, the corresponding RBM and RBV to the maximum
slamming response on the bow vertical acceleration record (the slamming identifier

record), and the corresponding RBM to maximum RBV.
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Figure 2.56: Time delay of maximum RBV and RBM from the instant of maximum
vertical acceleration response.

Figure 2.56 shows the normal probability distribution of the time delay between the
maximum RBM and maximum RBYV, prior to the instant of the maximum bow vertical
acceleration response. The figure confirms this scenario showing that the instant of
maximum RBV is closer to the maximum impact response than the RBM maximum. The
relationship between structural and motion response and the maximum RBV is illustrated
in Figure 2.57. The figure shows the maximum normalised response for two keel strain
gauges (Fr 25 and 406) and the bow vertical acceleration. The figure also shows a velocity
threshold of 1.587 m/s. The cortesponding response at this threshold ranges between 2.57
and 3.286 of normalised response. As expected, there is no direct relationship between
maximum response and maximum RBV. The reason is that the response is a function of
sectional bending moment, which in turn is a function of impact pressure, affected area
and location of impact. Despite that impact pressure having some relation to maximum
RBV, the introduction of impact location and affected area prevent a direct relation

between response and maximum RBV from being derived.

Following the scenario described in Iigure 2.55, some interesting parameters can be
explored. The difference between the maximum RBH and the RBM that corresponds to
the maximum RBV can be described as the “bow falling heigh?’. The change of RBM
between the instant of the maximum RBV and the instant of the maximum bow vertical
acceleration response can be referred to as the “impact build up immersion”. Once the RBV

<

reached its maximum and the impact starts to develop, the “Gupact build up immersion”

gradually decreases. By considering the instant of the maximum bow vertical acceleration
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response, the term “Zmpact RB1 gain” is introduced which is equal to the difference in RBV
between the instant of maximum RBV and the RBV corresponding to the maximum
response instant. The corresponding difference in time may be called the “Zupact RB1 gain
duration”. 'The change in structural response due to maximum RBYV is scattered in the space
as shown in IMigure 2.58. However, a minimum RBV threshold can be determined based
on the recorded data. It can be seen that no slams were recorded for an impact RBV gain
less than 2.124 m/s. The same impact can occur due to vatious values of RBV, a

normalised response value of 4 is a clear example on this behaviour.
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Figure 2.57: Effect of relative bow velocity on normalised structural and motion response.
While it is thought to be logical to expect a higher response for higher RBV records, the
impact location and the affected area are also parameters that would influence the
longitudinal bending moment at the strain gauge location and hence, the strain value.
However, a direct relationship between impact pressure and RBV was not expected. IMigure
2.59 shows the relationship between the maximum RBV and the bow falling height. Data
shows no direct relationship between the two variables. However, the figure indicates a

threshold “bow falling height” exists which generates a sufficient RBV to cause a slam.
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The relationship between impact RBV gain duration and the maximum response may
indicate the severity of the slamming event in the sense that severe slams would result in a
dramatic change of momentum. The trend in general is inversely proportional as shown in
Figure 2.60. The figure illustrates that the maximum normalised responses do not exceed
an upper boundary limit and all the recorded slams fall below this limit. The boundary limit
is approximately expressed by a quadratic curve as indicated in the figure. The impact
severity can also be related to the maximum RBV and the impact RBV gain in the form of

a percentage. The relationship of this percentage and the maximum strain response
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amidships is illustrated in Figure 2.01. An upper boundary exists for the maximum strain

response as a function of the percentage of maximum RBV to the impact RBV gain.
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Figure 2.60: Slam severity as a function of impact RBV gain duration.
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2.5 Conclusions

This work investigated the slamming characteristics of Hull 061 (HSV-2 SWIFT) during
extensive sea trials conducted by the US Navy. A detailed description of vessel behaviour,
during slamming events was analysed using novel methodologies, showing interesting
findings. The applicability of using the wavelet transform was assessed and the analysis

results showed this transform to be an effective tool in slamming analysis. In particular, it is
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more effective than conventional slamming spectral analysis using Fourier and windowed

Fourier transforms. The results can be summarised as follows:
1. Wavelet analysis is a powerful tool for the spectral analysis of non-stationary signals.

2. Wavelet transforms can be used effectively in slamming analysis and can be mainly used

for spectral analysis, temporal analysis and modal parameters identification.

3. The most appropriate mother wavelet to use is the Morlet wavelet for both slamming

identification and modal parameters analysis

4. It is impossible to conduct temporal and frequency analyses simultaneously with the
same effectiveness and results. It is much better to carry out the analysis twice, once with
high time resolution to investigate the slamming occurrence and again with high frequency

resolution to investigate the modal parameters.

5. Slamming identification in terms of time of occurrence,(i.e. the start of the impact) was
defined accurately based on wavelet transform analysis. A slamming initiation instant was
introduced to describe the evolving nature of severe slams on this type of ship. However, it

was not possible to easily define the impact duration.
6. Modal parameters, natural frequency and damping, were successfully identified.

7. Modal parameter investigation showed that the signal can show more than one
frequency component. The damping can be identified for each of the modes associated

with each slamming event.

8. The dominant modes in a head seas run are those of longitudinal bending, ranging
between 1.97 and 2.67 Hz and transverse bending, ranging between 1.34 and 1.7 Hz.
Modes with higher frequencies are believed to be harmonics of the main specified

frequencies.

9. The location of slamming was investigated on the basis of the wave height
decomposition technique, in which the actual draft at each station can be found as a
function of time. It was possible to define demi-hull keel emergence, bow immersion and

arch closure.
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10. Motion and structural response records were normalised to the standard deviation of
the record. It was found that the maximum response for all gauges ranges between 8 and
16 times the standard deviation of the records. Slamming events were described in terms of
peak-trough range, pitch and relative vertical velocity, falling height, impact velocity and

the impact velocity gain in relation to the maximum normalised slamming responses.

11. Records showed threshold values of RBV of 1.58 m/s and 0.355° of trim (bow down).
It also found that sever slams (for the largest 50 slams in time record) occur during bow

down motion only.

114



3 EXPERIMENTAL PRESSURE
MEASUREMENTS ON THE CENTRE
BOW AND THE WETDECK.

3.1 Introduction

Slamming phenomena have been studied experimentally by several investigators to
understand the mechanism of the slamming event in terms of kinematics such as the
penetration velocity and geometrical effects on pressure distribution and flow behaviour

such as jet formation.

Early in the twentieth century experimental work was conducted to investigate the water
impact problem for seaplanes during landing. Wedge based drop tests were first introduced
by Karman [111]Jand Wagner [112] where slamming loads were predicted based on the
boundary-value problem. Wagner [112] accounted for the local uprise of water while
Karman [111] did not. At this stage, instrumentation was very simple, comprising mainly
accelerometers and dynamometers. Wedge-based drop tests have focused on the effect of
dead rise angle, penetration speed, impact or trim angle and forward speed on slamming
loads. Kreps [113] conducted experimental work on three wedges of different dead rise
angles and a disk where he examined the effect of presence of slots (on wedges) and
apertures (on the disk) on the discontinuity in the velocity during impact. He found that
slots have no remarkable effects on the reduction of the velocity discontinuity which
contradicted his theoretical derivations. Batterson [114] investigated the numerous
parameters involved when a float, having both horizontal and vertical velocity, contacts
with water surface. The results indicated that the maximum impact normal acceleration was
proportional to the square of the resultant relative velocity. Hydrodynamic impact loads of
30 and 60 degrees included angle V-step (chine form) models were investigated by Edge et
al. [115]. Over the range of the tests the maximum loads for the 30° V-step model were
shown to be as much as 29% less than those for the 60° V-step model. Also, results
indicated that the 30° V-step models experience smaller loads than flat-bottom models by

approximately 50%.

It appears that pressure measurements during water impact were first introduced by Smiley

[116]. Prismatic models having an angle of dead rise of 22.5° were used to determine the
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pressure distribution on seaplane pontoons. Good agreement was found when results were

compared with the theory developed by Pierson et al. [117].

Bisplighoff et al. [118] verified a theoretical approach, based on Wagner’s model and using
the flow about an expanding prism, against two dimensional experiments using a set of 5
wedges of 10°, 20°, 30°, 40° and 50° dead rise angles. The comparison showed that the
calculated free water surface using the expanding prism approach is closer to the
experimental water surface than Wagner’s theoretical model. Good agreement between

measured and calculated accelerations was achieved except for the 10” wedge.

Chuang [104] investigated the maximum slamming pressures on wedge-shaped bodies with
up to 15° dead rise angles. Experiments showed that the flat bottom and the 1° wedge
trapped considerable amounts of air at the instant of impact which did not occur at higher
dead rise angles. The results also indicated that the pressure time history at the keel had a
very low rise time in comparison to locations away from the keel and a negative pressure

following the maximum pressure.

Hagiwara et al. [119], studied the effect of impact angle (trim) and the model scaling factor
on the maximum impact pressure. The effect of dead rise angle was not examined as the
model had a round bottom with a constant rake angle in the longitudinal direction. The
authors introduced a principle of static equivalent pressure, which is defined as the
equivalent static pressure that would generate the same level of strain at the middle of the
test panel on which the strain gauges were fixed. The results indicated that high pressure
values occurred near the centreline and decreased with distance away from the model
centreline. The authors related the difference in maximum pressure with different models

to the relative size of the pressure gauges to the model size.

Beukelman [107], conducted slam tests on a series 60-segmented model driven at forward
speed with forced heave and pitch oscillations where he used two sets of 6 pressure
transducers distributed on a midship segment bottom and forward bow segment (with flat
bottom) . The effect of heave, pitch motions and forward speed were investigated for this
specific ship. As a general conclusion, the most forward pressure gauge received the
highest peak values while the study indicated that the peak pressure distribution could be

regarded as constant over the cross section.
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A segmented model was tested by Chou et al. [120] to investigate slamming loads on high-
speed monohull and to validate a modified non-linear strip theory approach to calculate
the ship response to slamming loads. It was concluded that neglecting the effects of
vibration, related to flextural or shear deformations, may underestimate the sagging and

hogging moments along the ship length significantly.

Beukelman et al. [108], also conducted slam tests on forced oscillating wedges at forward
speed. The wedges were run at 3 forward speeds, 6 constant trim angles and 3 vertical
impact velocities. Five pressure transducers were located on one transverse line near the
wedge aft end. In general, the measured pressures tended to have their maxima near the

centreline and decrease away from it.

Breder [121], tested slam pressures on 2-D rigid panels for different dead rise angles
ranging from 10° to 40° and free falling speed ranging from 0.5 m/s to 6 m/s. It was seen
that the peak pressure trends were completely opposite to the experiments of Whelan [29].
The results showed continuous increases of peak pressures as distance increases from the
model centreline. Also, the rate of change of pressure decreases as the dead rise angle

increases.

Rosén et al. [122] have analysed the pressure distribution on a 22° dead rise angle (transom
up to mid-length and then gradually increasing in the bow area) planning craft in head and
oblique regular and irregular waves through a series of model tests. The model was
instrumented by forward and transom arrays of pressure transducers with three
accelerometers to measure the heave, pitch and roll accelerations. The pressure distribution
was reconstructed using a method that assumes a constant pressure pulse velocity. The
experiments succeeded in setting up a reliable procedure to monitor pressures and loads in

time domain for planning craft.

In a further study, Rosén [123], indicated that the peak hydrodynamic pressure is associated
with the jet root. Based on that principle, two different dynamic pressure distributions can
be described transversely during a slam event depending on the relative position of the hull

cross section and chine with respect to still water level.

Rosén [124], calculated the sectional forces using a hydrodynamic simulation model based
on potential theory. A non-dimensional transverse pressure distribution function, P, is

presented based on the Wagner theory, Wagner [112], which is accurate for deep-V shapes.
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Thus, the actual pressure distribution can be described by the introduction of a scale factor

function which depends on the section forces as calculated from the hydrodynamic model.

Only the work of Whelan [29] has attempted to understand the slam pressure distribution
on the centre bows of wave piercing catamarans by means of two dimensional drop
testing. Seven models of different centre bow configurations were tested. In general, the
maximum pressure tended to occur at the arch top point. It was found that moving the top
arch point laterally away from the model centerline will reduce the peak pressures and

accelerations.

In a study of asymmetric slamming on wave piercing catamarans by Thomas [30], a
longitudinal and transverse slam load distribution was suggested. The load parameters such
as intensity and the location of the distribution maxima were varied systematically, in a
reverse engineering approach, so that the finite element strains were best matched to trials
strains. The application area of slamming load was held constant and was restricted to the

centre bow and arch regions and did not extend aft of the centre bow.

Boitsov et al. [125] has shown in a study for slamming strength of bow structures of
conventional slow speed monohulls, that there are large variations between classification
societies in addressing the hydrodynamic loads on bottom and fore-stem structures due to
slamming. The study indicated that the limiting design pressure can be up to three times

different depending on the selected classification society rule.

The case does not change for twin-hull ships. As an example, Det Noske Veritas [126] and
Lloyd's Register of Shipping [127] introduced different slam formulation and distribution

factors. DNV defined the slamming pressure on the flat cross structure according to

equation:
Psl = 2.6k, (%jm ” (1 - i ] N/t )
where:
A = ship’s displacement in tonnes
A = design load area for element considered (m”)
H. = min. vertical distance in m from WL to load point in operating condition
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K, = longitudinal pressure distribution factor according to Figure 3.1:

H; = necessary vertical clearance in m from WL to load point to avoid slamming
=0.22L (/é[ —ELJ,
1000
k. : hull type clearance factor

= 0.3 for catamaran, wave piercer
= 0.3 for SES, ACV
= 0.3 for hydrofoil, foil catamaran

= 0.5 for SWATH.

Lyp----------- it mommmmeomes Amssmmm-mm- rTmmmemmmees 1

0 0.2 .4 0.6 0.5 1
= /LWL
Figure 3.1: Flat'cross structure slamming distribution factor, Det Noske Veritas [126]

In contrast, LR rules for special service craft SSC, defines a different formulation for

impact pressure on cross-deck structure as follows:

G
P, = VPKKPKVRV(l ——AJ EN /", (3.2)
03
Where:
K. =longitudinal distribution factor as defined in Figure 3.2:
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V..  =cross-deck impact factor
=1/6 for protected structures as defined in Figure 3.4.
=1/3 for unprotected structure

G, =air gap as defined in [Migure 3.3

Hy  =surviving wave height

= the wave height at 3% probability of exceedance or if the value is unknown,

=129H,,
\Y =allowable speed (design speed)
Vi =the relative vertical speed of the craft at impact in knots or if the value is
‘ _8H,;
unknown: ———+2 knots

N

.
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Figure 3.2: Impact pressure longitudinal distribution factor Ky, Lloyd's Register of
Shipping [127].
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The protected wet deck structure is the area behind the jaw start point in which the water

is trapped in the transverse direction between the centre bow and the demi-hulls.
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Figure 3.3: Air gap definition for a wave piercing catamaran, Lloyd's Register of Shipping
[127].
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Figure 3.4: Definition of protected wet-deck-structure, Lloyd's Register of Shipping [127].

The huge differences in slamming model between LR and DNV, .....raised the question of

their accuracy and applicability in real simulations.
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Figure 3.5: Longitudinal pressure distribution along the arch top calculated based on
Eqns. (3.1) (DNV) and (3.2) (LR).
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3.2 Motivation and scope of work

In an attempt to predict the pressure distribution on the centre bow of wave piercing
catamarans, so that real load cases can be implemented in the numerical analysis of sea
trials by finite elements techniques, the centre bow was assumed to be divided into two
regions. The region forward of the arch, can be dealt with as a bow of a fast monohull with
relatively high flare. Therefore, past test results from the literature can be applied or at least
can be taken as guidance for proposing an appropriate practicable load case. The second
region comprises the arch and the aft part of the centre bow. The only guidance of
pressure distribution in this region will be the results of the experiments of Whelan [29]

despite its limitation to a two dimensional representation.

Available data from previous slam pressure experiments for wedge shaped sections are
summarised in Figure 3.6. The figure shows the maximum pressure coefficients versus the
pressure gauge location as indicated on the figure. The pressure coefficient and relative
position of the pressure transducers are presented in this figure so that results from
different test conditions can be presented on the same graph. It can be seen that transverse
pressure distributions suffer lack of consistency among researchers even for conventional
wedge-shaped bodies. Nevertheless, lack of knowledge of these dimensional effects and
differences encountered in specifying accurate slam pressure spatial distribution among
classification societies made it necessary to conduct experimental pressure measurement

for wave piercing catamarans.

Based on the results of these measurements, practical slamming load models can be input
into the FE simulations, so that global slamming response during trials can be correctly
interpreted in terms of slam load magnitude, spatial and temporal distribution. Correct
interpretation of structural response during trials can then be used in theoretical simulation

verifications and development of design procedures.
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3.3 Experiment setup

3.3.1 Testing facility description

The model tests were conducted in the Australian Maritime College’s towing tank, Figure
3.7. The towing tank is 100 m long X 3.55 m wide with a maximum water depth of 1.5 m.
A wave maker is installed at the tank end which can generate regular waves of pre-defined

wave frequency,®, and wave height, 4, as well as irregular waves for a given wave

spectrum. It is hinged at the tank bottom floor, driven by hydraulic ramps and remotely

controlled from the carriage control system via computer software.

Figure 3.8: Towing tank carriage.

The cartiage, Figure 3.8, has a maximum velocity of 4.6 m/s. The model was attached to
the carriage system, so that it can heave and pitch freely, by means of two posts 429 mm

apart. The posts can move freely in the vertical direction against mounted line bearings on
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the carriage frame. The forward post connection to the model is hinge supported allowing
rotation around the lateral axis only and restricting all relative translational modes. The aft
post is connected to the model via a ball bearing whose base was allowed to slide
longitudinally through a line bearing assembly firmly fitted to the model. Therefore, the
relative motion between the model and the post was allowed in the longitudinal direction

as well as the rotation about the lateral axis.

3.3.2 Model description

The model is a hydro-elastic segmented model of the vessel Incat 112 (the ship
specifications can be found in Appendix D). Segmentation of the model allows the
simulation of hydro-elastic behaviour of the full scale ship at model scale and using such a
model is a recommended procedure when global load effects are considered, ITTC-
Recommended Procedures and Guidelines [128]. A hydro-elastic model is one in which the
flexural natural frequencies are scaled consistently with the full scale ship and are used to
accurately model the whipping and springing responses to waves. The model flexibility is
achieved by introduction of flexible links to join the model segments. The design of the
flexible links was subject to optimization of dimensions (cross section and effective length)

so that the flexural natural frequency is modeled correctly according to:

o =0 L. (3.3)
L,’ '

as well as providing reasonable deformations to reduce the noise to measured strain signal
ratio within the allowable stress limits. Detailed design considerations and procedures of
segmented models can be found in Lavroff et al. [129], Holloway et al. [130] and Lavroff et
al. [131]. As the ship was still under commission during the model construction, FE modal
analysis was used to predict the whipping response of the full scale ship. Determination of
the whipping frequencies using FE techniques has been verified in previous studies for
wave piercing catamarans by Thomas et al. [85]. FE modal analysis of Incat 112 has shown
that the whipping frequency of the first longitudinal mode is around 2.06 Hz which scales
to 13.79 Hz at the model scale using Fquation(3.3). Therefore, the elastic links were
optimized at a target of 13.79 Hz. Exciter tests, Lavroff [132], and full scale trials (to be
published) of Incat 112 have shown that the whipping frequency of the first longitudinal
mode is 2.29 Hz which produces a 15.36 Hz model whipping frequency. It is considered
that a difference of 11% would have a significant effect on slam loads and global model

motions relative to the full scale ship, Lavroff [132].
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The model hull was built using carbon fiber and Divinycell foam in a sandwich
construction so that the hull has high stiffness. The demi-hull segments were connected by
means of aluminium square hollow section backbones. The backbone beams along the
demi-hull axes were cut at the segmentation sections and rejoined with the elastic links by
means of light weight aluminium bolts. Two transverse aluminium square hollow section
beams were attached to the centre bow segment. The transverse bow beams were cut at
two locations along each beam where elastic links are used in the same manner as on the
demi-hulls. The beams were pin connected to the demi-hull backbones so that the
measured strains on the centre bow transverse beam can be transformed into a resultant
slamming load on the centre bow segment. The model general layout and segmentation

locations are shown in Figure 3.10.

A second centre bow segment, Ficure 3.9, was manufactured to accommodate an array of
g > o) > y
pressure transducer fitting plugs at 84 locations which extends between frame 55 and

frame 82 (full scale frame spacing 1200 mm).

Figure 3.9: Modified centre bow segment with pressure transducers mounts on starboard
side.
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3.4 Instrumentation

3.41 Pressure transducers

Pressures were measured by piezoresistive pressure transducers model 8510C
manufactured by ENDEVCO. Detailed specifications are in Appendix . The
ENDEVCO Model 8510C is a rugged, miniature high sensitivity piezoresistive pressure
transducer. Its high sensitivity combined with a high resonance frequency of 320 kHz
makes it ideal for measuring dynamic pressure. The piezoresistive type pressure transducers
measure the pressure difference on the sides of a silicon diaphragm. Therefore, for this
model, a vent tube is introduced so that the gauge pressure can be read directly provided

that the vent tube is not covered.

The transducer is composed of micro-machined silicon diaphragm with a piezoresistive
strain gauge attached to it. Two resistors are placed so that they measure the strain in their
axial direction while the other two resistors are placed in perpendicular direction to the

formers. The resistors are connected to a Wheatstone bridge as shown in Figure 3.11

v
—
By R'Cp/
L | $
B, By
1

Figure 3.11, Four resistors of Wheatstone bridge fused into a silicon diaphragm, Lin et al.
[133].

Under pressure, with consequent structural deformation of the silicon diaphragm, the

Wheatstone bridge differential output, Al”, due to the unbalance of the bridge, is given by:

For AR << R,
AV r AR, AR, AR, AR,
- - — + - i (G.4)
Voo (1+r) UR R, R, R,
R
p=fe B
R, R,

where 17 is the bridge input voltage (excitation voltage), AR s the change in resistance and
R is the zero-stress resistance. The most important characteristics when selecting the

pressure transducer are the dynamic range and linearity, the frequency response and the
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measuring sensitivity. The dynamic range is defined as the upper and lower limits of
pressure over which the transducer in intended to measure, ENDEVCO Corporation
[134]. The sensor’s sensitivity should be constant over this range. The maximum
experienced measured pressures during drop tests of a two-dimensional model of an Incat
wave piercer configuration were in the range of 170 kPa, Whelan [29], and it was expected
that the three-dimensional effect would reduce the measured pressure due to the fluid flow
forward and aft of the impact location. Therefore, the model 8510C-50 (maximum output
344.75 kPa) was selected rather than models 8510-15 and 8510C-100 of the same series.
Linearity with respect to load application of single crystal silicon is supetior to known
metals as they essentially have no plastic zone under the stress-strain curve. A typical range

of nonlinearity is 1% of the full scale output.

Figure 3.12: The model is attached to the towing carriage showing the pressure
transducers in place as required while other locations are tapped with dummy transducer

plugs.

The diffused piezoresistive pressure transducers are capable of response from steady state
up to ultrasonic frequency ranges with good transient response to fast time transient
inputs, ENDEVCO Corporation [134]. The protective screen over the sensing surface is
designed so that it has a minimal effect on the gauge performance and upon the
manufacturer recommendations there was no need to remove the protective screen for the
current application as is mostly done in applications where flow disturbance is not
recommended. The reported pressure peak rise time in both two and three dimensional

model and full scale slam pressure measurements were in the order of 0.15 to 35
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milliseconds , Whelan [29], Breder [121], Grande [135] and Rosén et al. [122]. The high
resonance frequency of the selected pressure transducer of 320 kHz, is expected to ensure

good resolution of pressure peaks with a rise time of that order.

A set of 12 pressure transducers were used and moved around the 84 tapping locations as

required, igure 3.12.

The power supply for the transducer is supplied through a DC amplifiet/signal conditioner
model 136 from the same manufacturer. The unit can be manually programmed to adjust
the excitation voltage and the output signal gain and filtration if required. A data sheet can

be found in Appendix I,

3.42 Wave probes

The wave height was recorded by means of both static and moving wave probes:

(a) Static wave probe

The static wave probe is a resistance type and was located about 9 m from the wave maker.
(b) Moving wave probe

The moving wave probe is an acoustic type and operates at a sampling frequency of 50 Hz
and is fitted to the towing carriage with the possibility to adjust its location with respect to
the model both transversely and longitudinally. The details of the wave probe position are

stated in Section 3.5.2. Specifications are listed in Appendix |.

343 LVDT

The model motions (heave and pitch) were recorded by means of two linear voltage
displacement transducers, LVDTs, attached to the tow posts. By means of simple
trigonometry, the displacement at the tow posts can be interpreted to a single displacement
record at any selected point along the model’s length. Hence, the vertical displacement at
the model centre of gravity and the bow can be obtained. By numerical differentiation

vertical velocities and accelerations can be derived.

3.4.4 DAQ system description and properties
Output analog signals from measuring devices were gathered by a rack-mount BNC-2090
accessory with signal-labelled BNC, spring terminal blocks and analog signal conditioning

areas manufactured by National Instruments. The rack simplifies the connection of
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analog/digital signals to the DAQ board. It can accommodate 16 single-ended analog input

channels.

The data acquisition board, NI 6036E series manufactured by National Instruments, is a
multiplexer that processes one channel at a time. The time interval between two
consecutive channels acquisition is the conversion period, which should be more than the
settling time. When the data is acquired, the NI_PGIA, the programmed gain instrument
amplifier, adjusts the gain according to the channel range. The settling time is defined as
the time NI-PGIA takes to amplify the input signal to the desired accuracy for the assigned
channel before it is sampled by the DAQ system. Typically, the maximum settling time is
5u s for source impedance < 1k€. To ensure fast settling times, it is desirable to (according

to importance):

(a) use low impedance sources: the signal conditioner that is used in conjunction with the
pressure transducers, the DC Amplifier Model 136, produces a maximum output

impedance of 0.2€2 which is much less than the DAQ impedance limit of 1k€.

(b) use short high-quality cabling: individually shielded, twisted-pair wires of less than 2 m
in length were used to connect the analog input signals from the DC amplifiers to the rack

mount BNC-2090.

(c) avoid switching from a large to small input range: big transitions in channel range
between two consecutive channels might cause a settling time of 100 us for a transition

from several Volts range to a range of mVolts.

(d) minimize voltage step between adjacent channels: settling time might increase even
between channels of the same range when the acquired volt step is relatively large.
Grouping of channels of the same expected input reduces this effect. All pressure
transducers were grouped in channels from 0 to 11. The LVDTs and wave probes have an
output range of 4 volts; the pressure signal scaling was adjusted so that the input signals lay

in the same range.

(e) avoid unnecessary fast scanning rates: in the current application the sampling rate was
adjusted according to the conversion rate in a way that guarantees good settling time,

correct acquisition and appropriate rate to enable the acquisition of pressure peak values.

131



(f) Connect any unused input channels to ground: this is not applicable in the current

application because all the available 16 channels were used

By default, the converting period, Cp, for slow scanning rates is defined as:

= +10 (us), (3.5

Sr

max

where S7, is the maximum sampling rate available by the DAQ board for a single
channel and the 1045 is an added delay to allow extra time for adequate amplifier settling

time. When the sampling rate increases, it comes to a point when the sampling period is
not enough to acquire the whole number of channels. Therefore, the driver, by default,
uses the ”round robin channel sampling”, in which the sampling rate is evenly divided

between the number of channels to obtain the inter-channel delay period as follows:

Cp=3Sp/u, (3-6)

where the Sp is the sampling period and 7, is the number of channels.

3.5 Test plan and procedure

The general objective of the experiments was to resolve the pressure distribution around
the centre bow in an approach that enables the derivation of a practical load case that
would be used in the finite element analysis of slam loads during sea trials. Pressure
measurements on the wet deck and the centre bow of wave piercing catamarans have not
previously been conducted in the AMC towing tank. Major concerns about the appropriate
sampling rate and model hydro-elasticity effects on pressure measurements had to be first
investigated as well as the test conditions of wave frequency, wave height and model speed.
Therefore, the experiments were planned over four phases. Phase (A) in which a set of
three transducers was located in one transverse section near the aft truncation of the centre
bow and close to the arch top to investigate the appropriate sampling frequency to acquire
the pressure peaks within the hardware limitations. Phase (B) in which 3 pressure
transducers were located on one transverse section near the arch top to investigate the
effect of model hydro-elasticity on measured pressures and accelerations. Phase (C) in
which all the available pressure transducers were arranged in the arch top line along the
centre bow area and the wet deck to investigate the effect of speed and wave frequency on

pressure longitudinal spatial distribution. Phase (D) in which a single condition of speed
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and wave frequency was chosen to obtain a full mapping of pressure by moving the 12

pressure transducers among the 84 pressure sensing locations.

3.5.1 Phase (A) set up

The purpose of this phase was to determine the appropriate sampling rate and the required
number of runs at a single condition. The model was configured in the rigid configuration
where all links joining the model parts were rigid, i.e. there was no structural dynamic
response simulation. The purpose of this set up was to prevent pressure relief due to
flexibility and consequently the decision on the appropriate sampling frequency would
guarantee the acquisition of pressure peaks when the elastic model configuration is later
used. The layout of transducers used in this phase is detailed in Appendix G and Appendix
I. Figure 3.13 is a schematic illustration of the location of the pressure transducers that
were used in this phase. The numbers in the text boxes indicate the transducer’s serial
number. The transducers were arranged on Fr 73, one frame forward of the centre bow

truncation position.

79 Fr 80 Fr 81 7r_8: Fr_82 Fr_8: Fr_85 r_8€ Fr_87

Figure 3.13: Pressure transducer and accelerometer locations at Fr 73 during Phase (A).

Because of three-dimensional effects, it was expected that the peak pressure rise time will
be longer than those during 2-D tests. Similar investigations used a range of 7-20 kHz,

Whelan [29] and Breder [121] for 2-D experiments and 2.5kHz for 3-D experiments by
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Rosén et al. [122]. Hence, three sampling rates, 1, 2.5 and 5 kHz, were suggested to decide
upon the sampling rate during the next phases. The test was conducted in regular waves at
a wave frequency of 0.65 Hz, wave height of 60 mm (sea-state 4) and model speed of 2.89
m/s (20 knots full scale).

3.5.2 Phase (B) setup

The purpose of this phase was to investigate the effect of hydro-elasticity on measured
pressure values and model motions. The same configuration as in phase (A) was used to
measure the pressures at the arch top and two adjacent points at the same transverse
frame. An accelerometer was installed on the forward centre bow transverse beam to
measure the bow vertical acceleration in both rigid and elastic configuration. The four
demi-hull links were set in the rigid configuration first and then changed to the elastic links

configuration.

The purpose of the centre bow transverse beams elastic configuration is to identify the
slamming forces on the centre bow so that the loads on the centre bow can be calculated
irrespective of the underlying wave loads on the demi-hulls. As this was not the purpose of
these tests, the centre bow transverse beams were kept in rigid configuration during the
elastic and rigid set up of the demi-hulls links. The effects of wave height and vessel speed
were also investigated. The model speed was adjusted to suit the wave height and
frequency in such a combination that could simulate full scale conditions. In addition to
the static wave probe which was located near the wave maker, a moving wave probe was
placed in line with the bow tip close to the model. In severe slamming conditions, the
moving wave probe was moved transversely away from the model and due to carriage

restrictions it was moved 15 ¢cm ahead of the model bow tip.

3.5.3 Phase (C) setup

The purpose of this phase was to investigate the effects of model speed and wave
frequency on the spatial longitudinal distribution of pressure along the top arch line. The
transducers were placed at frames 56, 59, 64, 66, 68, 72, 73, 74,75, 77, 79 and 81 as shown
in Figure 3.15. The tested wave heights were 60, 90 and 120 mm. For each wave height, the
tested frequencies were initially set to be the frequency limits of the corresponding sea state
plus a midrange frequency for each wave height. Figure 3.14 illustrates the practical
frequency range according to the NATO sea state severity scale, Bachman et al. [24], when

scaled to the model scale according to Hquation (3.3) and:
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Lw, =1Lw /A, (3.7)

where Lw is the wave length and A is the geometrical scale ratio.
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Figure 3.14: Model scale wave height and frequency range for the equivalent sea state
conditions.

The frequency limits were then modified to take into consideration the observations of
slamming occurrences from previous testing in regular waves by Lavroff [132] by applying
a YES/NO criteria for severe slamming occurtence versus non dimensional encounter

wave frequency. Phase (C) conditions are summarized in Appendix H.
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Figure 3.15: Phase C transducer locations.
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3.5.4 Phase (D) setup

Based on the outcome of the phase (C), a single severe slamming condition at one model
speed, wave height and frequency was selected to completely map the pressure on the
centre bow and the wet deck. The pressure sensing point locations are given in tabular
form as ordinates of the centre point of the pressure transducer face in Appendix G. The
procedure was to move 11 transducers around the 84 sensing points leaving the 12"
transducer as a reference to synchronise two consecutive runs. The pressure transducers

layouts during phase (D) are illustrated in Appendix 1.

3.6 Results analyses

3.6.1 The appropriate sampling rate

Early testing in phase (A) showed that there was inconsistency in the maximum pressure
experienced in different test runs, as well as the pressure pulse time history at each wave
encounter in a single run. The reason behind this phenomenon can be related to
inconsistent generated wave heights by the towing tank wave maker which is unavoidable.
Ge [130] in a study of wet deck slamming mentioned the same phenomenon and he
suggested that the existence of minor waves from a previous run could be the source of
this disturbance. He predicted that 1 mm difference in wave amplitude would result in a
10% difference in measured shear force and bending moments. Thomas et al. [137] studied
this phenomenon in the Australian Maritime College towing tank and the study suggested a
waiting time between runs of 5 to 5.5 minutes to reduce the effect of inconsistent wave
amplitudes on model motions. Although the waiting time between runs was increased over
the recommended waiting time, the measured pressures were highly affected by small
differences in wave amplitude. These difficulties led the analysis in the direction of
considering the average peak pressures as knowledge of the maximum values were the key
objective of the current study. However, pressure development in the form of a time
history is also of extreme importance for deriving dynamic load cases. The development of

dynamic load cases will be discussed later in Section 5.

Figure 3.16 shows the pressure time history during run 24, phase (B), which has the same
set up as phase (A), at 120 mm wave height, 0.65 Hz wave frequency and 1.53 m/s model
speed. It can be seen that pressure peaks varied between 7.2 and 11.8 kPa with an average
maximum peak of 8.6 kPa. Also, negative spikes can be noticed in the time history. Some

of these negative spikes were due to electromagnetic interference with the carriage systems.
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Although much effort was taken to use high-quality shielded cables, which connect the

pressure transducers to the signal conditioners, such interferences were unavoidable.

s
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‘Time (sec)
Figure 3.16: Inconsistent pressure peaks in regular waves, 120 mm wave height, 0.65 Hz
wave freq. and 1.53 m/s.model speed (®:* 3.27).
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Two check runs were conducted to investigate the noise source. The first run was
conducted without carriage movement in calm water. No spikes were observed. The run
was repeated in calm water but with moving carriage. In the later case, the spikes appeared

and were always in the negative direction but of different magnitudes. In subsequent
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analysis, when the spike interferes with the pressure pulse, this particular pressure pulse is

excluded from the analysis.

A wave height time history, as recorded by the moving wave probe, for one of phase (D)
runs, is shown in Figure 3.17. It can be noted that the assigned wave height of 120 mm was
not accurately maintained by the wave maker. The generated wave height had an overall
range of 123 mm. However, heights of 108 mm can be found during the run. This
inconsistency in wave height is believed to be the reason behind the slam pressure peaks
inconsistency. No direct relation was found between the simultaneous fluctuations of peak
pressures and the wave heights. Moreover, the randomness of aeration (entrapments of air
pockets) might also contribute to the pressure peaks irregularity, as well as the variability of

the wave surface profile.

The required number of runs was investigated so that a 95% confidence in the measured
pressure peaks was obtained. Assuming a normal probability distribution and 0.05

significance, the confidence interval, CI , is expressed as:

C]=1.96(0p/\/Z), (3.8)

where 0 ,is the standard deviation of the population and #,is the population size. The

confidence interval is defined as the negative and positive limits around an average for a
given significance so that the probability of a measurement within this range would be (1-
the given significance). IMigure 3.18 shows the confidence intervals for three pressure
transducers, three sampling rates and three sampling sizes (1 run, 2 runs and 3 runs

outcomes).

As expected, for a fixed significance, the width of the confidence interval decreases as the
sample size increases. In other words, larger samples generally provide more information
about the target population than do smaller samples, Sincich [82]. It is also shown that the

confidence interval is little affected by the sampling frequency for all transducers.

The effect of sampling rate on the average pressure peaks is not significant. However,
sampling rates lower than 2500 Hz resulted in missing some pressure peaks. It was found
that a sampling rate greater than 2500 Hz can pick the pressure peaks accurately. Migure

3.19 shows the effect of sampling frequency and number of runs on the average peak
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pressures. Therefore, it was decided to perform each run three times and to use a sampling

rate of 5000 Hz to increase the level of confidence.
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Figure 3.18: Confidence interval for measured pressure peaks according to the number of
runs and sampling rates for 95% confidence, transducer locations as in Figure 3.13, 60 mm
wave height, 0.65 wave frequency, 2.89 m/s model speed (@.* 4.15).
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Figure 3.19: Effect of sampling rate on acquired average peak pressures, transducer
locations as in Figure 3.13, 60 mm wave height, 0.65 wave frequency, 2.89 m/s model
speed (0:* 4.15).
3.6.2 The effect of hydro-elasticity
The effect of hydro-elasticity was studied the effect of changing the configuration of the

model segment links on bow vertical acceleration and measured pressures for three

pressure transducers located transversely in line at Fr 73. According to its design, the
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model flexural rigidity is shared between model shell, the demi-hull backbones and the
links which connect the backbone modules at the assembly joints, Holloway et al. [130].
Achievement of a completely rigid backbone is not possible due to the local deformation

of the backbone at the supporting bulkheads.
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Figure 3.20: Centre bow vertical acceleration time records for rigid and elastic backbone
configurations, transducer and accelerometer locations as in Figure 3.13, 120 mm wave
height, 0.65 wave frequency, 1.53 m/s model speed (@:* 3.27).
Nevertheless, the model hull itself has a flexural stiffness that should be accounted for. The
required vibratory response of the model is achieved by the introduction of less rigid

connections at the segments assembly points which can simulate the dynamic response

through the introduction of an effective stiffness for the link, the backbone and the hull.

The purpose of phase (B) was to investigate the effect of hull stiffness on pressure
measurements, in particular, the elastic link effect on measured pressures. It was assumed
that the connecting the backbone pieces by what are called “rigid links”, which have a
much higher stiffness than the elastic links will demonstrate whether hydro-elasticity

properties affect the measured slam pressures.

It was found that backbone elastic link stiffness had a minimal effect on the measured
pressures and the centre bow vertical acceleration. Iigure 3.20 shows a typical time history
of acceleration in both rigid and elastic link configurations. Both configurations resulted in
the same maxima, minima and average peak acceleration. However, the elastic backbone

configuration showed evidence of higher frequency components between the main
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impacts. These frequency components can be shown by analysing the signal using the
wavelet transform. Figure 3.21 shows the wavelet transform of the rigid segment link
configuration response. It can be seen that there exist two dominant frequencies at 7 and

14 Hz. The elastic link configuration shows evidence of lower frequencies, Figure 3.22.

However, it is evident that the whipping vibration at 14 Hz is much weaker in the rigid
segment link configuration and is not easily identifiable in the time domain. It is concluded
that whipping vibration at 14 Hz is virtually absent in the the rigid link configuration, but is
quite strong in the elastic link configuration. This shows that the elastic links have a strong
influence on the hydro-elastic properties of the model and effectively establish simulation

of full scale whipping.

A typical pressure distribution time history is shown in Figure 3.23. The figure shows the
response of three pressure transducers located on one transverse frame near the arch top
point, as shown in IMigure 3.13. In this particular impact the highest pressure was not at the
highest point in the arch. Instead, the outboard transducer experienced the highest
pressure peak. The top of arch transducer was the first to receive the pressure impact. The
presence of a chine on the centre bow directed the displaced water splash towards the
outboard side of the arch top. However, different scenarios might occur showing the
maximum pressure measured at the arch top and different time orders of transducer

responses.

It was found that the elastic link configuration reduced the average measured peak
pressures by a percentage of 3.5-5.8% compared with the rigid segment link configuration
measured average peaks. The centre bow acceleration average peaks were increased by

4.5% of the rigid link configuration average peaks, Figure 3.24.

As a result of this test phase, it was decided to set up the backbone using the elastic link
configuration so that whipping would be well simulated in the tests, although it appears
that whipping and related hydro-elastic effects have only a small influence on the

maximum pressures during the slam test.
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Figure 3.23: Typical pressure measurements near at the arch top, transducer locations as

in Figure 3.13, 120 mm wave height, 0.65 wave frequency, 1.53 m/s model speed (@.* 3.27).
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Figure 3.24: Effect of backbone flexural rigidity on the average measured pressure and
centre bow vertical acceleration peaks, transducer locations as in Figure 3.13, 120 mm

wave-height, 0.65 wave frequency, 1.53 m/s model speed (®.* 3.27).

3.6.3 Longitudinal pressure distribution

The purpose of phase (C) was to investigate the effect of wave height, wave frequency and
ship speed on the longitudinal pressure distribution and to select a single condition for
which a complete pressure mapping would be carried out in phase (D). The tested
conditions are illustrated in Appendix H and the transducer layout is shown in Figure 3.15.
The pressure spatial and temporal distribution is illustrated in the following sections for the

conditions shown in Table 3.1.
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The longitudinal pressure distribution along the top arch line for condition A is shown in
Figure 3.25 to Higure 3.28. In Iigure 3.25, the simultaneous pressure time histories are
illustrated. The transducer P301 (at Fr 68) acquired the highest pressure of 5 kPa. Figure
3.26 shows a three-dimensional presentation of the same data. A series of instants t,
(i=1,2,3...,n) that represent local selected pressure maxima are arranged in ascending order
during one pulse for the 12 pressure transducers, to obtain longitudinal pressure
distributions. At each instant, simultaneous pressures from all transducers are plotted
versus the model length as shown in Iigure 3.27. The figure shows the evolutionary

development of pressure along the arch top from t, to t;.

It can be concluded that in general, the pressure peaks are initially located around Fr 65.
Later in time, a “double peak™ load pattern was developed which was unexpected. It can be
seen also that the pressure distribution patterns are relatively widely spread over 14 frame
spacings (nearly 17 m at full scale). However, this representation at discrete instants might
miss other distribution patterns with peaks at other locations. To overcome this limitation,
a two dimensional contour plot of 50 levels is shown in Figure 3.28. The contour plot
confirms the concentration of pressure peaks at Fr 65; however, it shows the translation of

the peak pressures forward and aft of Fr 65 but with lower intensities moving aft.

Wave height Non-dim. Enc.
Condition Wave freq. (Hz) Speed (m/s)
(mm) Wave freq.
A 60 0.795 6.04 2.89
B 90 0.782 5.89 2.89
C 90 0.625 3.10 1.53
D 120 0.625 3.10 1.53

Table 3.1: Sample conditions for presentation purposes.

At the same speed of 2.89 m/s (38 knots full scale) and a latger wave height of 90 mm,
condition B, the pressure time histories and distribution are introduced in igure 3.29 to
Figure 3.32 for comparison with condition A at approximately the same wave frequency.
Figure 3.29 shows the simultaneous pressures at the 12 transducers locations with a
maximum pressure range that is nearly double that of condition A, for a 50% increase in

wave height from 60 to 90 mm. The three-dimensional representation is shown in Figure

3.30.
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The development of pressure is illustrated in Figure 3.31 for 10 discrete instants where
high narrow peaked distribution patterns can be found, for example, at the instant t,. Also,
the figure shows the development of the two pressure hump distribution with higher
pressures than for condition A. It can also be seen that the dual pressure humps in
condition B are more widely spaced by 11 frames, where they are spaced only by 9 frames
in condition A. The repetition of double pressure humps indicates propagation of a
pressure pulse forward and aft of the initial impact location. The initial impact location can
be seen in [Migure 3.32, where it can be seen that initial impact had its peaks at frames 72
and 73 with a spread from frame 69 to frame 73. The pressure pulse propagates aft and

forward with higher pressure in the forward direction for a period of nearly 0.02 seconds.

When the speed is reduced to 1.53 m/s, at the same wave height of 90 mm and lower wave
frequency of 0.625 Hz (condition C) the pressure distribution is again characterised by two
pressure humps as shown in Figure 3.35. Pressure time histories are presented in 2-D form
in Figure 3.33 and in 3-D form in Figure 3.34. The highest pressure was 3.65 kPa which is
about one fourth of that of condition B for a nearly 50% decrease in model speed. This
suggests that the slam pressure varies with the square of the vessel speed. It can also be
seen that some areas of the centre bow and the wet-deck (the underside of the cross
structure) were nearly dry and did not sustain any significant pressures. This is confirmed
by Figure 3.36 which shows two wet bands extending between frames 62 and 65 and
frames 74 to 79. The continuity of these bands along the time axis indicates that these areas
were always in physical contact with the water surface. Also, the contour plot shows that
the impact started at frames 70 and 73 and then moved forward with higher pressures.
Unlike conditions A and B, the impact in condition C has propagated in the forward

direction only.

For the same model speed of 1.53 m/s and increased wave height by 33% from 90 mm to
120 mm, condition D, the peak pressures increased by nearly 100% from 3.6 to 8 kPa as
shown in Figure 3.37. The three dimensional illustration is shown in Figure 3.38. Three
load patterns can be identified during this slam; narrow high peak distribution, high wide
distribution and double hump distribution as shown in Figure 3.39. Wider pressure
distributions occur at the beginning of the impact and have their pressure peaks slightly
forward of the aft centre bow truncation, for example distribution at the instant t;, t, and t,.
Narrow peak distributions are found to occur in the centre bow area with the highest

pressure located four frames forward of the aft centre bow truncation, for example, the
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distribution at the instant t,. Further in time, lower peak narrow pressure distributions are
found to occur further forward in the centre bow area, for example, distributions at
instants tg, t;, t, and t;,. Two hump distributions are marked by a high pressure forward
peak. A two dimensional contour plot is shown in Figure 3.40. The figure shows that the
initial impact occurred between frame 72 and 74. Then, the pressure wave propagated both

aft and forward with greater intensity in the forward direction.

It should be noted that the longitudinal pressure distribution during condition D should
appear as a continuous ridge in the contour plot of Iigure 3.40. However, at this condition,
the pressure rise time was shorter than the conditions A, B and C. Consequently, the
interpolation algorithm of the contour plot failed to find appropriate pressure values in
between the pressure transducer locations due to the high pressure gradient. Therefore, the

contour plot resulted in isolated pressure islands as shown in the figure.

By examining the transducers layout, it might/might not be thought that two peaks (or
more) have been missed out in the region between Fr 69 and 71, especially condition B,
Figure 3.31. This was unavoidable because the used model was designed to measure slam
loads via a system of strain gauges fitted to the backbone and bow transverse beams and
not specifically for pressure measurement. Therefore, the general arrangement and stiffener
locations were designed to suit the original purpose of building this model. The current
design features shell stiffeners located on Fr 69 and 71 which prevented the installation of
pressure transducers on these frames. The space under the transverse cross beam at Fr 70
was not enough to fit a pressure transducer due to the foundation arrangement of the bow
cross beams. However, the condition that will be used for FE simulations is at slower
speed of 20 knots. The pressure distribution at this condition is concentrated forward of Fr
70 and hence, the effect of this gap is minimal regarding the purpose of these

measurements in providing a reliable slam model in the FE simulations.
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Figure 3.26: Condition A, 3-D representation of simultaneous pressure distribution at 12
locations along the top arch line, wave height 60 mm, wave freq. 0.795 Hz, model speed
2.89 m/s (o* 6.04).
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Figure 3.27: Condition A, progression of pressure distribution along the top arch line at 8

discrete time instants, centre bow aft truncation at Fr 71, wave height 60 mm, wave freq.

0.795 Hz, model speed 2.89 m/s (@:* 6.04).
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Figure 3.28: Condition A, 2-D contour (50 levels) of pressure distribution at 12 locations
along the top arch line, wave height 60 mm, wave freq. 0.795 Hz, model speed 2.89 m/s

(@* 6.04).
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Figure 3.29: Condition B, 2-D simultaneous pressure time history distribution at 12
locations along the top arch line, wave height 90 mm, wave freq. 0.782, model speed 2.89

m/s (@:* 5.89).
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Figure 3.30: Condition B, 3-D representation of simultaneous pressure distribution at 12
m/s (@:* 5.89).

locations along the top arch line, wave height 90 mm, wave freq. 0.782, model speed 2.89
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Figutre 3.31: Condition B, progression of pressure distribution along the top arch line at 10
discrete time instants, aft centre bow truncation at Fr 71, wave height 90 mm, wave freq.
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Figure 3.33: Condition C, 2-D simultaneous pressure time history distribution at 12

locations along the top arch line, wave height 90 mm, wave freq. 0.625, model speed

1.53m/s (@c* 3.1).
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Figure 3.34: Condition C, 3-D representation of simultaneous pressure distribution at 12

locations along the top arch line, wave height 90 mm, wave freq. 0.625, model speed
1.53m/s (@:* 3.1).
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discrete time instants, aft centre bow truncation at FR 71, wave height 90 mm, wave freq.
0.625, model speed 1.53m/s (@.* 3.1).
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Figure 3.35: Condition C, progression of pressure distribution along the top arch line at 11
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Figure 3.36: Condition C, 2-D contour (50 levels) of pressure distribution at 12 locations
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Figure 3.37: Condition D, 2-D simultaneous pressure time history distribution at 12
locations along the top arch line, wave height 120 mm, wave freq. 0.625, model speed 1.53
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Figure 3.38: Condition D, 3-D representation of simultaneous pressure distribution at 12
locations along the top arch line, wave height 120 mm, wave freq. 0.625, model speed 1.53

m/s (* 3.1).
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Figure 3.39: Condition D, progression of pressure distribution along the top arch line at 10

discrete time instants, aft centre bow truncation at FR 71, wave height 120 mm, wave freq.

0.625, model speed 1.53 m/s (@:* 3.1).
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The effect of wave frequency and ship speed on longitudinal pressure distribution along
the arch top line is illustrated in Figure 3.41 to IMigure 3.44. The figures show the biggest
longitudinal load distribution during a slamming event in regular waves for varying
frequencies. The selection of the biggest load was according to the longitudinal integration
of pressure values at discrete time steps during the slam event. In this procedure, high peak
pressures with narrow distribution were exempted from selection as they do not represent
the highest load during the event. However, these narrow distributions are of great
importance to local strength analysis, for example tripping of stiffeners and dishing of shell

plating.

Examination of igure 3.41 and IMigure 3.42 shows that in general at the higher model
speed 2.89 m/s (38 knots full scale), the pressute load has a triangular form with low
pressure tails forward and aft the triangle base. The peak pressures tend to decrease with
wave frequency increase, irrespective of the wave height. It can also be seen that load tends
to move aft as wave frequency increases. In the 60 mm wave height condition, the
triangular load distribution base extended between 9 and 14 frame spacing and affected the
area between Fr 59 and 73. These extensions were reduced between 8 and 11 frame

spacing in the 90 mm wave height and shifted relatively forward between Fr 64 and Fr 76.

Similarly, at a slower model speed of 1.53 m/s (20 knots full scale), the pressure
distribution kept its triangular form. However, it is characterised by a single aft side tail of
low pressure. The high pressure affected area is further forward and extended between
frames 68 and 75 in 90 mm wave height, Figure 3.43. This area extended further forward
up to Fr 81 in 120 mm wave height, Figure 3.44. Unlike the high speed conditions, the
frequency effect on load location in slow speed conditions is negligible. At 90 mm wave
height, peak pressure values were minimally affected by change in wave frequency, Migure
3.43. However, in 120mm waves, the wave frequency change had a significant effect on the

peak pressure values, Figure 3.44.
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Eigure 3.42: Effect of wave frequency on longitudinal pressure distribution along the top
arch line, wave height 90 mm, model speed 2.89 m/s (®.* 4.37, 5.88 and 7.45).
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3.6.4 Pressure mapping

The strategy for mapping the pressure on the centre bow and the wet deck structure was to
use a set of 12 pressure transducers and move them around the 84 locations leaving one
transducer as a reference in all runs at the mapping condition. The test condition was
selected based on the severest experienced slam in head seas during sea trials. The
condition was set to 90 mm wave height, 0.65 Hz wave frequency and 1.53 m/s model
speed which is equivalent to 4 m wave height, 0.096 Hz wave frequency and 20 knots
speed at full scale. These conditions approximately match the corresponding dominant

values of sea state 5.
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Figure 3:45: Definition of pressure pulse duration.
The reference transducer was placed at the arch top of Fr 72, one frame ahead of the
centre bow aft truncation (tapping no. 42), refer to Appendix H. The other 11 transducers
were moved around the remaining 83 sensing locations. Each layout was tested for three
times resulting in 24 runs to map the pressure at the 84 sensing points. In every run, and
for every transducer output, each slam pulse was isolated. Due to the fixed conditions of
speed, wave frequency and wave height during this phase, the slam pulse duration is
constant and all runs resulted in 21 wave encounters (or slam pulses). The slam pulse
duration is defined as the time elapsed from mid-time between any two peaks to the next
mid-time between the next two peaks as shown in igure 3.45. This time is equal to the
time elapsed between two consecutive peaks which is the wave encounter period. igure
3.46 and Iigure 3.47 show the average pressure slam pulse at the arch top for Fr 72 and Fr

82 respectively as well as the standard deviation. Taking into account the unrepeatability
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discussed in Section 3.0.1, the averaging procedure resulted in a reasonable standard
deviation indicating that it is a feasible approach to express the pressure time history at a

single location.

As a result of this procedure, the calculated average slam pulses from all transducers are
centred on their peak instants as shown in Figure 3.48. A correction is applied to allow for
the time delay between the pressure slam pulses at different locations. This time delay for
each transducer was calculated based on the time interval between the pressure peak of the
transducer under consideration and the peak pressure of the reference transducer. This
time delay was averaged over the 63 pulses (three runs, each with 21 pulses). Figure 3.49
shows the pressure pulses when time delay is applied with respect to the reference
transducer. The same data can be visualized using multi horizontal axes to present the time

delay more cleatly as shown in Figure 3.50.

It was noticed that for the test condition of phase D, the maximum pressure was
concentrated forward of Fr 70, igure 3.52. Hence, locations comprising 10 transducer
positions in the longitudinal direction and 5 transducer positions in the transverse direction
at Fr 72 (one frame forward the aft truncation of the centre bow), were used to explore the
pressure development, Appendix K. The 14 transducers pressure data was analysed as
described above so that an average pulse time history from all locations was obtained.
Using measurements at only 14 locations instead of the 84 locations is due to two main

reasons:

(a) The interference with the carriage motor electric magnetic field caused random noise
that was hard to filter. This interference appeared in the form of a half pulse (positive or
negative). The procedure was to elect those pulses that did not overlap with the noisy
pulses. This election was done manually. Then, the remaining pulses were filtered to
eliminate the electronic noise using the wavelet de-noising module and this was done

manually as well.

(b) The transverse distribution was found to be typical for a number of locations spread
over the length of the measuring area which make it reasonable to consider only the
longitudinal distribution and selecting one transverse location as a typical representation of

transverse pressure distribution along the measuring area.
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It was found the elapsed time between pressure pulses in the transverse direction is much
shorter than in the longitudinal direction; this was expected due to the limited travelled
distance in the transverse direction. The slam pulse average velocity in the longitudinal
direction was found to be 1.65 m/s. In the transverse direction, the propagation speed was

approximately 6.5 times the longitudinal propagation speed.
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Figure 3.47: Average pressure pulse at Fr 82, arch top (tapping no 84).
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Figure 3.49: Average pressure pulses for a set of transducers when time delay is considered

(refer to Appendix K for transducer locations).
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The transverse distribution of the pressure at Fr 72 is shown in IMigure 3.51. The figure
shows the development of pressure transversely at consecutive instants starting at t= 0.372
and ending at the instant t= 0.466 s. The figure shows that at the start of the impact, the
transducers near the centre bow keel read a maximum pressure of 2 kPa. At this instant the
pressure at the arch top is zero (or neatly zero’) which indicates that slamming occurred
only on the centre bow at lower elevations. Subsequently, the pressure is reduced to its
hydrostatic values as the centre bow keel immerses. Pressure then continues to increase at
higher elevations, with the maximum moving outboard. The maximum slamming pressure
acquired in this condition approached 9kPa which is approximately 4 times the slamming
pressure on the low elevation transducers near the centre bow keel. In addition the rate of
change of pressure at this stage is much higer than its value when the centre bow is
partially immersed (dry arch top). The pressure then reduces approximately at the same
rate to nearly half of its peak value. It was found that the best fit can be expressed by:

(3.9)

bl
ax

P(y,t,)= rea/[ij &I T )2}
The same fitting was found to be satisfactory for selected frames around the aft truncation
of the centre bow and therefore, the exponential approximation can be used to map the
pressure transversely instead of the discrete point measurements. Fitting a common
function in the longitudinal direction was not possible due to the difficulty inherited in the
occurrence of different distribution patterns as previously discussed in Section 3.0.3.
Therefore, the 2-D pressure distribution maps in Section 3.0.3 and the following maps

display isolated islands of high pressure and not a continuous ridge.

Figure 3.52 shows the contour plot of the longitudinal pressure development derived from
the data in Figure 3.50. Seven pressure islands (contours of high pressures) appear at the 10
transducer locations that were used to construct this contour map. Transducers at Fr 58, 60
and 82 did not display significant pressure levels. The severest acquired pressure was
registered at Fr 74 after it has increased progressively from Fr 64. The transducer at Fr 68
did not show any peaks during this progressive increase. Instead, this transducer displayed
relatively high pressure following the maximum impact at Fr 74, indicating that pressure
propagates both in the forward and the aft direction, however, with more intensity in the

forward direction. The spatial pressure distribution, both longitudinally and transversely, at

2 The small pressure values at the start of the impact at the arch top might be due to water attached to the model hull from
a previous impacts.
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different time steps is shown in Figure 3.53 while the pressure corresponding to the
maximum load is illustrated in IMigure 3.54. The pressure pulse had an overall duration of
0.31 s for the area bounded by Fr 58 to Fr 82 and transversely 50-350 mm from the model

CL. This time is approximately equivalent to 2 s at full scale according to:

T = Tm\/z, (3.10)

where T is the full scale time parameter and T, is the model scale time parameter. The

shortest pressure rise time (during phase D) for all transducers was found to be 5

milliseconds which is equivalent to 33.5 milliseconds at full scale.
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3.7 Conclusions
Hydrodynamic pressure loads during slamming events of wave piercing catamarans were
investigated experimentally. It was found that a sampling rate of 5000 Hz was sufficient to

acquire short rise time pressures associated with slamming at model scale.

Multiplexing of the AMC data acquisition system was found to have a negligible effect on
the measured pressure timing accuracy up to the selected sampling rate of 5000; however,
care should be taken when other models of DAQ systems are used or more

channels/pressure transducers are acquired.

It was found that backbone elastic link stiffness had a minimal effect on measured peak
pressures and the centre bow vertical acceleration. Rigid and elastic configurations resulted
in approximately the same maxima, minima and average peak acceleration. However, the
elastic backbone configuration showed evidence of higher frequency components between
the main impacts. These frequency components can be identified by analysing the signal
using the wavelet transform. Two dominant frequencies exist at 7 and 14 Hz. The elastic
link configuration shows evidence of smaller frequencies. However, it is evident that the
whipping vibration at 14 Hz is much weaker in the rigid segment link configuration and is
not easily identifiable in the time domain. It is concluded that whipping vibrations at 14 Hz
is virtually absent in the rigid link configuration but is quite strong in the elastic link
configuration. This shows that the elastic links have a strong influence on the hydro-elastic

properties of the model and effectively establish simulation of full scale whipping.

Different longitudinal impact pressure distribution patterns at different time instants were
found during the same slamming event. The maximum experienced load is not necessarily
accompanied by the highest experienced pressures. Indeed, it is a characteristic of the
slamming loads to be associated with high pressure. However, extremely narrow
distribution patterns with very high pressures that do not produce the highest impact loads
can be found. When pressure distributions that produce the highest loads were considered,
it was found that the pressure distribution tends to move aft in the longitudinal direction
and have decreased maximum pressure at high speed operations (38 knots full scale, 2.89
m/s model speed), for wave heights of 60 and 90 mm (sea states 3 and 4). At lower speed
operations (20 knots full scale, 1.53 m/s model speed), the pressure distribution does not
move either forward or aft and has its resultant approximately three frame spacings ahead
of the aft centre bow truncation which corresponds to about 87.5% of the LWL and 16.2

% of the centre bow length (measured from the centre bow transom.
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Pressure mapping under the wet deck and the centre bow was investigated by measuring
the pressure at 84 locations along and athwart the model. The transverse pressure
distribution was found to be consistent and can be fitted by an exponential function.
However, curve fitting was not achievable in the longitudinal direction due to the different
temporal load distribution patterns that exist during a single impact. Therefore, measured
pressure in the longitudinal direction and fitted distribution in the transverse direction were

used to map the time development of the pressure distribution.

Some inconsistency and non-repeatability of measured pressures, at the same conditions
were experienced during the experiments. It is believed that this phenomenon occurs due
to inconsistency of the wave maker generated wave trains, air entrapment when the arch is
filled completely or partially with water and the electro-magnetic interference with the
carriage systems. The problem of wave height consistency is a problem that has been
reported by other researchers, Ge [136] and Holloway [11], which indicates that the wave
generation mechanism and software should be reviewed. The electromagnetic interference
with the carriage systems was not fully identified and further investigation is required to
minimise this type of noise to reduce loss of data. Future analysis of pressure data can
focus on the air entrapment mechanism and investigate its effect on measured pressures.
In this context, a classification procedure is required to identify the occurrence of air

entrapment either by analytical methods of data mining or by appropriate visual recording.
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4 QUASI-STATIC ANALYSIS OF NON-
LINEAR WAVE LOADS.

4.1 Introduction

In this chapter, the use of finite element modelling as a tool to predict sea loads for high-
speed wave-piercing catamarans based on sea trials data is evaluated. Finite element
analysis has been used extensively in the structural design of high-speed ships to predict the
ship structural performance during its lifetime according to, in most cases, a set of
predefined loads by classification societies. It was also used to predict the natural
frequencies of the ship structure for both dry and wet modes, Thomas [30]. Tanaka et al.
[138] investigated the torsional strength of a container ship by means of finite element
analysis and full-scale tests. The only load that was considered was cargo loading, which
was arranged port and starboard so that a known torsional load was applied. The buoyancy
load was neglected. Full-scale measurements were conducted in still water conditions. The
deflections of Great Lakes ore carriers under the influence of the propulsion machinery
was investigated by Kaldjian et al. [139]. The loads considered in the finite element analysis
were the hydrostatic loading, cargo loads, propulsion thrust and torque. Pegg et al. [140]
studied the bow flare plate stresses under dynamic wave loading. The ship's bow was
instrumented with 10 pressure transducers. A finite element model of the ship's bow was
constructed and loaded according to the measured loads. Nine different finite element
analyses of a transverse frame of a 350000 TDW tanker, were compared by Ziliotto et al.
[141]. The study revealed that the definition of the boundary conditions affects the results
most. Other parameters, such as modelling of local reinforcements and the longitudinal
girder and accounting for self-weight of the structure played a secondary role. Hay et al.
[142] used a coarse mesh finite element model of a naval combatant to extract calibration
factors between applied known loads (Vertical Bending Moment) and the resulting stresses
at the strain gauge locations during sea trials. These calibration factors were then used to
determine the actual sea loads. The same procedure was used by Sikora et al. [143], Sikora
et al. [22] and Stredulinsky et al. [144]. Yamamoto et al. [145] investigated the global
strength of wave piercing catamarans based on several "quasi-dynamic" loadings as defined
in the classification rules. As the superstructure was rigidly connected to the hull girder,
unlike the INCAT versions that utilise resilient mounts, it was concluded that omitting the

superstructure is very conservative in global strength analysis. No comparison with trial
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tests was carried out. Yakimoff [146] ran a normal mode solution on the full global model
of an Incat Tasmania 81 m wave piercer. The model was altered to simulate the delivery
condition weight distribution. Additional mass was assigned to each hull to nominally
represent the added mass of the mobilised layer of water adjacent to the submerged
portions of the vessel. A significant global bending mode was found at a frequency of
about 2.95 Hz. No details were given of the loading model used in the analysis. The
concept design of the BC Ferries' catamarans was introduced by Tulk [147]. Load cases
according to DNV rules were used in the global structural and fatigue analyses. A detailed
model for the waterjet room and transom flange was made. The load model was according
to the jet unit manufacturer recommendations. No comparison with trial tests was

available.

Modelling of wave loads in a ship finite element model is a challenging task. The difficulty
level depends on the handling of the considered wave loadings (static or dynamic) and the
interaction with other codes to calculate these loads. Tailored finite element analysis
packages for ship structural analysis like MAESTRO have a built in functions to define the
waterline (still or sine wave waterline) and apply pressure loads to the target elements,
Proteus Engineering [148]. The balancing calculations are integrated into the same package.
Static pressure loadings can be modelled easily in most of the general-purpose finite
element packages. However, it becomes difficult to define the pressure application area in a
ship model. The problem becomes harder when a wave is considered. The balancing
calculations, for both cases, should be done manually or using another code. In this
context, the hydrodynamic analysis should have the capability of working on the same
finite element model mesh or the ability of transforming between different meshes. The
package GL.ShipLoad, developed by Germanischer Lloyd, can import a NASTRAN or
ANSYS finite element model through a converter module and compute the balanced nodal
load case wusing a method based on strip theory, Cabos et al. [149].
Hydrodynamic/Structural analysis packages such as NAUTICUS, developed by DNV, can
link the hydrodynamic loads to a built in finite element analysis module, Det Noske Veritas

[150].

DNV Rules, Det Noske Veritas [126], for the direct calculation methods allow the
possibility of modelling wave loads as "point line loads" or as pressure loads that were
obtained from a hydrodynamic analysis. The vertical components of the static/dynamic

pressure are those that establish the requirement for the global longitudinal strength. The
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type of analysis where only hydrostatic and inertia force systems are only considered is
usually referred to as "quasi-static" analysis. However, there is no formal definition for the
term "quasi-static” analysis. Phelps [151] defined it as the balancing of the ship on an
imaginary design wave so that the summation of all forces and moments (ideally) equals
zero. Ship motions are not introduced to the balancing equations, i.e., no acceleration;
a =0.0. Cabos et al. [149] presented the package "GL.ShipLoad" capabilities in calculating
static and hydrodynamic pressures due to waves and combining both types of loads in a
quasi-static load case which implies that hydrodynamic terms are considered in such an
analysis. Hermundstad [152] related the quasi-static nature of a load case to the frequency
of structural response. Low non dimensional frequencies in the range of 2.5-3.5 Hz
represent long waves that are comparable to the ship's length. Planning craft were studied
by Rosén [123] who defined a quasi-static response as that case where the response
frequencies are lower than the eigenfrequencies of the structure. The force system on the
finite element model was not mentioned. Wave slamming loads on a ship-shaped FPSO
bow were investigated by Wang et al. [153]. A critetion, considering the plate's natural
period, was set to decide whether to solve the problem as a quasi-static or dynamic
problem. If the impulse duration was longer than the natural period of the impacted plate,
the response of the plate was expected to be static. The load model was calculated
according to the applied pressures. Classification Societies Rules such as Det Noske Veritas
[120], specify a design load case that takes into account the ship motions (vertical
acceleration) in calculating the maximum longitudinal bending moment the ship would be
subjected to. The procedure is to balance the ship statically on a sine wave of a certain
height, length and phase angle so that the maximum resulting bending moment is not less
than that specified by the rules. Although the method of calculation seems to be static, the
motion accelerations were included indirectly. The inertia forces are superimposed on
weight forces and then balanced against hydrostatic loading under the sine wave. Thomas
[30] used the same procedure in a study on large high speed wave piercing catamarans. No

hydrodynamic terms have been included into the balancing equation.

4.2 Problem definition and scope of work

Through the literature review in the previous section, finite element analysis was used to
"reverse engineer"” the structural ship design problem. That is to use the full scale structural
response to predict the applied loads using the capabilities of finite element analysis Hay et
al. [142], Sikora et al. [143], Stredulinsky et al. [144], and Sikora et al. [22] . This was usually

done by generating strain gauges calibration factors through the application of a known
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wave load to the finite element model. The calibration factors can be defined as the ratio
between the known applied load at the strain gauge location and the corresponding
deformation expressed in strain values. These calibration factors are then used to convert
the actual strains at the strain gauge locations into loads, namely bending moments. Figure
4.1 shows the methodology for a very simple example of a simply supported beam of span
L. The uniformly distributed load, q, was used to generate the calibration factors, CF, as

follows:

(4.1

where, M is the applied bending moment, € is the corresponding strain, E is the modulus
of elasticity and Z is the section modulus at the strain gauge position. Fquation (4.1) states
that the calibration factor is load independent and hence it can be used to derive the
bending moment distribution whatever the loading condition is. That is to say that the

calibration factor at any position x is:

(4.2)

where M, ,;are different bending load values at the strain gauge position x and &€, , ;are the

corresponding strains.

Two load cases of q and 3q t/m applied to a simply supported beam, Figure 4.1, wete used
to investigate the method suitability to extract load distributions from measured strains.
The mid-span bending moment is the same for both cases; qI.°/12 which indicates that
single point strain measurement, located mid-span is inaccurate and does not predict the
corresponding load distribution. With three measuring points, a more accurate bending
moment distribution can be obtained. However, the corresponding loading condition can
not be known exactly beyond the measuring positions; i.e., from the beam end to the first
strain gauge position. Similarly, if the strain gauges are located in the same manner in a
ship, the load distribution over the forward bow area, which is subjected to local load
effects such as slamming and shipping of green seas, would not be known exactly.
Moreover, it would be extremely challenging to predict even the load distribution over the
middle part of the ship where the strain gauges were located. This is due to the fact that the
load distribution depends on the fitting of the three bending moment values whether it is

second or third order fitting or even higher.
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The idea behind using the finite element method in this study is to develop a realistic load
distribution so that the strains computed by the finite element analysis match those
obtained through trials. No “hypothetical” sine waves will be used to define the loading
condition. Instead, realistic load distributions will be derived based on sea trials data,
namely the time records of wave height, relative bow motion, centre of gravity vertical

acceleration, bow vertical acceleration, roll angle, pitch angle and T-foil data.
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Figure 4.1: Strain gauge calibration factor limitations

Sea trials data will be used to define the actual water profile at a certain instant as well as
the ship position relative to the water surface. Smooth operation samples; i.e., with no
slamming or whipping, will be selected. Head sea conditions will be considered.
Hydrostatic forces expressed as the hydrostatic pressure will only be included while the
dynamic pressure components will be excluded. The hydrodynamic coefficient of the
added mass and damping will be investigated in terms of their effect on the accuracy of the
results. This study will form the basis for slamming analysis where systematically changed
slam loads (including location, distribution and intensity) over the centre bow area will be

applied in the finite element model until the best match with trials strains is obtained.

4.3 Selection of trials data sample for methodology validation
In the following sections the reverse engineering procedure using the finite element
analysis and sea trials will be validated for normal wave loads then the application will be

extended to slam loads if successful.
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Selection of a suitable data sample for analysis is subject to the analysis objectives. In other
words, the analysis is not concerned, at this stage, with slamming response and the data
sample should be characterized by "smooth" response without any slamming or whipping
effects. Similarly, the analysis is concerned with head seas and strictly speaking, perfect
head seas. Run-Hat1_59 is a head seas run in sea-state"5" as defined by NATO North
Atlantic Sea State Chart Applebee [23] and Bachman et al. [24]. The octagon Hatl was
planned to be run at 15 knots with a single head seas run at 20 knots, which is the run
under consideration. The heading is defined relative to the predominant wave direction as
shown in Figure 4.2. According to this definition, and when the heading is not exactly 180°,
some asymmetry between port and starboard responses is expected. IMigure 4.3 through
Figure 4.5 indicate the effect of non-perfect head seas. In each figure, the port side strain
gauge response was plotted against the corresponding starboard side strain gauge response.
The expected relationship for each pair would be perfectly linear (all points on one line of
slope 1) if the loading was symmetric, i.e., perfect head seas. The asymmetry is very high at
the bow but decreases towards the stern. The finite element analysis at the current stage
assumes a perfect head seas condition. The sample selection was carried out first by visual

inspection to find the parts of the strain signal where there is no slamming or whipping,

Figure 4.6.
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Figure 4.2: Sea headings chart, Bachman et al. [24].
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The selection of a sample for analysis was then refined in two stages. First, a unit binary

function s(?) was defined so that:

()= {1, [£,(1)<(0,,)] VFr26,46& 61 .

0, [&/()=(0,,)] VFr26,468&61°

where €, is the strain difference between the port and starboard gauges at gauge locations;
Fr 20, 46 and 61, and 0,,is the standard deviation of€,. The petiods where 5#) has a

continuous value of 1 was regarded as close as to a symmetric condition. IMigure 4.7 shows
the unit binary function, s(#). A further investigation was carried out based on the roll angle
record. Asymmetric sea headings would create asymmetric loading conditions on both of
the demi-hulls. Consequently, the roll angle would increase. Therefore, high roll motions

were regarded as evident of relatively oblique seas.
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Figure'4:5: Asymmetric response at Fr 61, T1_7 (P) and T1_10 (SB).
The maximum roll angle in Run Hatl_59 was about 5°, which is significant for this type of
ship Davis et al. [98]. However, two samples were selected; both of which satisfy the
smoothness condition. The first sample; will be referred as sample A; t=[905, 917], has a
maximum roll angle of about 4° while the second sample; will be referred as sample B, t=
[928, 935], has a maximum roll angle of aboutl.5° Iigure 4.8 shows the roll angle time
record and the selected samples. The first sample was selected to investigate the effect of
loading asymmetry in head seas condition on finite element results, whilst the second low

roll sample was used as the basis for the head sea analysis evaluation.
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4.4  Finite element model development

The global finite element model was prepared by Revolution Design using the software
package PATRAN/NASTRAN from MSC Softwate where PATRAN is the modelling
interface and NASTRAN is the solver. The model was originally for Hull 057which was
used as a fast passenger/car ferry. The lines of both hulls are quite similar except that Hull
061 (HSV-2) is fuller below the chines. It was assumed that these minor changes in
dimensions below the chines would not affect the overall global strength calculations.
However, major modifications to weight distribution have been applied to adapt for higher
fuel capacity and rearrangement of cargo loads on the mission deck. All car weights were
removed from the original model. Other weights that were not modelled in the original
model were added as per weight sheet calculations, Revolution Design [154]. The global
model is characterised by structural simplifications. For example, the centre girder flange
was not modelled as well as most of the bracketed connections. Modelling of structural
details in a global finite element model is impractical and irrelevant to the objective of
global analysis. Studying stress concentrations due to structural arrangements such as
bracketed joints, welding details, bolted connections, requires a separate model that obtains
its boundary conditions from a global finite element analysis. The original model was built
using the laminate technique, mainly to reduce the model building time. In this technique,
the stiffened panels were modelled as composite structure of three layers. The layers
represented the shell plating, the stiffener web and the stiffener flange respectively. The
original model was built in an overall coarse mesh. Fine meshes were introduced in some

areas where stress concentrations were expected. Further re-meshing was applied around
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the strain gauge positions to obtain a clear representation of stress distributions and
smooth strain contours. The global model, after re-meshing and adjustments of weight
and cargo distributions, had 91731 quad elements, 2284 triangular elements, 93123 nodes,
194 MPC elements, 77 beam sections, and 558738 DOFs. The model weight was 1850
tones including cargo and consumables which corresponds to a Ship displacement of 1845

tonnes. The model's LCG was 37.704 m which corresponds to a ship's LCG of 37.74 m.

Figure 4.9: Hull 061 finite element model.

4.4.1 Modelling techniques

Modelling of stiffened panels as laminate composite has not been previously assessed or
compared to the previous finite element technique used by Revolution Design where
plating was introduced as shell elements and stiffeners as beam elements. The only reason
to change to the new technique was the short model building time. Due to the nature of
the proposed procedure, where the finite element strain at a specific location is compared
to trials values, it was first necessary to evaluate the accuracy of the laminate modelling
technique in resolving the exact stress distribution. A stiffened panel was modelled in three
distinct configurations. Configuration (A) simulated the panel as laminates of the same
material and properties as used by the INCAT model. Configuration (B) simulated the
plates as shell elements while the stiffeners are modelled as beam elements. Configuration
(C) simulated the panel as constructed from plates, i.e., the stiffener web and flange were

also modelled as plates.
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Figure 4.10: Axial displacements for laminate model, (configuration A).

The three configurations were loaded with a uniform pressure load with hinged edges. Von
Mises stress fringe plots for the three configurations are shown in Figure 4.10, through

) shows that laminate modelling technique can determine the

L

Figure 4.12. Figure 4.1C

maximum stress the plate will be subjected to due to the specified loading in this case of
to other configurations. Therefore, it is not regarded as a good modelling technique for the
Figure 4.11, the nominal plate stress away from the stiffeners approaches a value of 13.3
When the whole model is constructed using shell elements for both plating and stiffeners,
not only the stress distribution in the plate is available, but also the stress distribution in the

14.4 N/mm® However, it fails to highlight the stress level near the stiffeners in comparison
purpose of the current study. However, where stiffeners were modelled as beam elements,
stiffener web and flange. Iigure 4.12 shows that the stress values on the plate are
approximately the same as for the plate and beam stiffener model. From this simple test,
(a) Laminate modelling technique is not appropriate for the intended study.

(c) Modelling of stiffeners as beam elements gives reasonable results provided that the
strain gauges are not installed on the stiffeners that are modelled as beam elements.

N/mm?. Near the stiffeners, the stress ranges from 13.3 to 40 N/ mm?,
(b) Modelling of plates and stiffeners as shell elements is time consuming.

the following can be deduced:

195



The modelling techniques for various structural members are discussed in detail in the

following sections.
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Stiffened plate elements

4.4.1.1

A new technique for modelling of plates was used in recent INCAT global finite element

models where stiffened plate elements were modelled as a composite shell structure of 3

rial representing the actual plate

is an isotropic mate

layers or laminates. The first layer

stiffness in both longitudinal and transverse directions and modelled on the moulded keel

line. The stiffeners are modelled as another two layers having the same width as the plate

element (first layer). Both layers have a property of orthotropic material with neatly zero
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stiffness in the transverse direction. Each layer has a width equal to the longitudinal frame

spacing and an adjusted modulus of elasticity as follows:

Let
S = longitudinal stiffeners spacing,
A, = Cross sectional area of the stiffener web,
Ay = Cross sectional area of the stiffener flange,
H = web depth,
t; = flange width,
E, = web laminate modulus of elasticity,
E; = Flange laminate modulus of elasticity,
E, = Aluminium modulus of elasticity,
Then,
E, =%. (4.4

Similarly;

E, = % (4.5)

(a) The combined laminate (the three layers together as one unit) is offset to its correct

neutral axis position.

(b) The wet deck shell plates were modelled as single layer orthotropic laminate without
any compensation for the added cross sectional area or flexural stiffness added by the top

hat of the "Top Hat Hollow Extrusion" sections used in building this area.
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4.4.1.2  Web frames
Web frames were modelled as single layer orthotropic laminates while web flanges were
modelled as beam elements with Bar2 topology (2 node elements). Local strengthening of

deep web areas was not modelled.

4.4.1.3  Vertical and horigontal cross bracing
All horizontal cross-bracing and longitudinal steelwork members were represented by
beam elements (Bar2 topology). Rigid elements (Multi-point constraints; MPCs) were used

to simulate the connection of shell and beam elements.

4.4.1.4  Machinery, cargo loads, liquids, stores, and outfitting

On the main hull, fuel (650 tonnes) was represented as distributed mass elements
distributed along the fuel tank position, on each node on the shell plate. 13.5 tonnes of
fresh water were modelled as a single mass element at the centre of gravity of the fresh
water tank and was connected by MPCs to the mounting points of the fresh water tank.
The cargo load was modelled as a distribution of mass elements on the area of application.
Main outfitting weights were represented as single mass elements at their centre of gravity
and connected to the main structure by means of MPCs. The main machinery was also
modelled as a single mass element at its centre of gravity and connected to the hull

structure at the mounting points.

4.4.1.5  Superstructure

Only the superstructure raft was modelled in the finite element model. The raft was
connected to the portal top through MPCs and beam elements representing the rubber
mounts. The mass of the superstructure was calculated and distributed evenly over the

superstructure raft as mass elements.

4.4.2 Model adjustments and mesh refinement

4.4.2.1  Mesh refinement of strain ganges locations

Since, the INCAT model was originally built using the laminate technique, re-building the
complete model using plate and beam stiffeners was impractical. Hence, configuration (B)
modelling technique was introduced around the location of the strain gauges only. That is
to model the centre girder web and flange as shell elements (the flange was not modelled at
all in the original model), the keel plate as shell element being stiffened with one beam
element and leaving the garboard strakes as they are (in laminate modelling) as shown in

Figure 4.13 and Figure 4.14.
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PATRAN provides a range of capabilities in carrying out the refinement task. Refinement

can be carried out by two possible techniques:
(a) Automatic Element Breaking:

The program introduces different options for automatic element breaking. The method
may appear to be easy and straightforward to use but it is not. The main drawback of the
method is uncontrollable generation of high skew triangular element which is not favoured
in general Adams et al. [155]. Moreover, the time consumed in adjusting the mesh
distortions and the density around the strain gauge and the adjacent elements is very large.
The method was rejected due to high time consumption and the bad geometric properties
of the resulting elements. Figure 4.15 presents the dialog window for breaking options
Figure 4.16 shows an example of re-meshing a transverse web frame using the automatic

breaking features.

Figure 4.13: Gauge T1_9 location on the centre girder.
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Figure 4.15: Automatic element breaking tool in PATRAN.

(b) Manual Re-meshing:

The geometry of the elements is re-built using the elements boundaries, then deleting the
original mesh. A smooth transition of mesh density from a coarse mesh to a fine one near
the strain gauges should be guaranteed. In fulfilling this requirement, six frame spacings are
included in the refinement process; i.e., three forward the gauge location and three abaft it.

Transversely, five longitudinal spacings were included each side of the gauge location.
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Mesh seeds are created in ascending order in both directions; longitudinally and
transversely, starting at the coarse mesh boundaries and increasing towards the gauge

location.

Figure 4.16: Uncontrollable generation of elements with high-skew angle

The mesh density is a critical factor due to its direct effect on the run time and results
accuracy. A test was made to investigate the required meshing density with respect to the
existing coarse mesh. The original coarse mesh is constructed so that a single element is
located between transverse frames. In this test, the mesh was reconstructed using three
elements between transverse frames. The stress level was increased by about 40% more

than the original mesh, Figure 4.17 and igure 4.18.

Basically, the more nodes used in the model, the better a model's convergence to steady
state results as shown in Figure 4.19. For the case under consideration, increasing the
refinement level did not add too much to the rate of convergence to the maximum stress
level. However, it was necessary to get smooth stress contours at the strain gauge location.
and with the availability of fast solvers and computers, over-meshing is not a critical issue
whilst it may be more cost effective to investigate the model convergence rather than run it
with dense mesh. The shape of individual elements has a direct impact on the accuracy of
local data and the resulting convergence rate. In addition to mesh size, element quality in

areas of interest should be controlled Adams et al. [155].
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Figure 4.17: Von Mises stresses-Original Coarse Mesh, 1 element between frames.

Figure 4.18: Von'Mises stresses increase with about 40%, 3 elements between frames.

In this frame of work, it was decided to get a fine mesh around the strain gauge with
elements as close as possible to 50X50 mm quadrilaterals and increase the mesh size away

from the strain gauge location.

Re-meshing the strain gauge locations does not complete the process. More work is
involved in the checking of the resulting mesh. PATRAN provides a set of measures for
mesh quality examination through "Model Verification Tests". Model verification consists
of a number of different tests which can be performed to check the validity of a finite

element model. These tests include checks of element distortion, element duplication,
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model boundaries, nodal connectivity, and node/element ID numbeting. MSC Softwate

[156].

The most important of these verifications is checking for free nodes, model connectivity
and the elements' local coordinates. A free node will typically result in an insufficiently
constrained error. Model connectivity is problematic as a solution could be obtained if the
model is geometrically stable and not perfectly connected. This would result in inaccurate
analysis and stress levels. In the laminate modelling technique, the elements' orientation is
important because the stiffness of the stiffener layers (web layer and flange layer) is
directional, ie., it is constructed with approximately zero stiffness in the transverse
direction which cannot be verified in the display and should be checked manually.
Although the used modelling technique at the strain gauge locations was shell plates with
beam stiffeners, the adjacent elements were still modelled using the laminate technique.
Adjusting the element coordinates so that all local "x-axis" are coincident to the global "X-
axis" is extremely important to guarantee smooth load transition and uniform stress

distributions.

Von Mises siresses (MPa)

MNumber of elemenis between frames

Figure 4.19: Model convergence at different mesh densities.

4.4.2.2  Load distribution and centre of gravity

The global model was characterised by structural simplifications. For example, the centre
girder flange was not modelled as well as most of the bracketed connections. Modelling of
structural details in a global finite element model is impractical and irrelevant to the
objective of global analysis. Studying stress concentrations due to structural arrangements

such as bracketed joints, welding details, bolted connections, requires a separate model that
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obtains its boundary conditions from a global finite element analysis. A direct effect of
these simplifications was that the light ship was less than that calculated through weight
estimation (which was verified later during the vessel's construction at about 1172 tonnes).
In addition, the centre of gravity of the light ship was different. By investigating the weight
and centre of gravity differences, it was found that some major weights were not included
in the model. Much effort was required to achieve the longitudinal centre of gravity as
close as possible to the real condition. In the case of light ship, an aft balance weight of
about 96 tonnes was divided between 4 nodes located approximately 1 m aft of the
transom. This is a common practice by Revolution Design in adjusting the position of
longitudinal centre of gravity and accepted by DNV. This solution resulted in high stress
hot spots close to the transom but they are away from the considered strain gauge
locations and their effect would be localised near the transom. The aft balance masses were
connected to the model by MPCs. Unlike the light ship condition where the light ship
displacement was known as well as the weight distribution, the situation for the loaded ship
was different. The loading condition before trials was not exactly known. However, the
ship drafts were recorded before departure to be 4 m forward and 3 m aft at the draft
marks locations, Brady [26]. Some loadings were also known, such as the instrumentation
trailer, Brady et al. [25]. Other loadings were estimated so that the final loading would
match the draft marks as indicated in the departure condition. For Run Hat1-59, which
was 50 miles distant from the departure point, the fuel load was assumed to be at full
capacity. The consumed fuel to the trial site was regarded of a minor effect on the ship's
displacement. It was also assumed that there were two helicopters stowed in the hanger on

the superstructure deck, but the heli-deck was assumed empty.

According to the departure draft marks, the ship's displacement was nearly 1845 tonnes
with the LCG 38.704 measured from the transom. The finite element model total
displacement was 1850 tonnes and the LCG 38.71 m. One of the major load changes that
were made to the model was the expansion of the fuel tanks to accommodate for about
500 tonnes of diesel and helo-fuel. The original fuel capacity for such ferries was only 145

tonnes of diesel fuel.

4.43 Wave load model
The proposed loading model is principally intended to determine the vertical bending

moment. Other wave loads during this simulation are neglected.
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The applied loads for the global finite element model depend on the purpose of analysis

but in general they can be classified as follows:
(a) Hydrostatic force system.
(b) Inertia force system due to rigid body motions.

(c) Hydrodynamic forces represented in the form of the hydrodynamic coefficients; added

mass, damping, restoration forces and wave excitation forces.

In general, the term "quasi-static" (refer to Section4.1) is not cleatly defined in terms of the
accurate force system that should be applied to the finite element model. In the current
study, which is an introduction to further studies on slamming response where the
responses are compared to trials data, it is very important to replicate the actual loading
conditions so that the comparison is meaningful. The suggested procedure is to select a
momentary observation of the strain record and then to "balance" the ship on the
corresponding actual wave profile. Balancing is achieved by making use of the trials data;
namely the time records of wave height, relative bow motion, bow vertical acceleration,
LCG vertical acceleration and trim angle, instead of balancing the ship on an imaginary

wave of a specified length, height and phase angle.

For longitudinal global strength analysis, the lateral forces due to fluid pressure can be
neglected although they are approximately of the same order as the split forces. That is
possible because they do not contribute to longitudinal strength calculations and are only a
local effect as they act on both inboard and outboard sides of each demi-hull. Pitch
connecting moments can also be neglected in symmetric head seas analysis. The procedure
used for load application is to calculate the force per frame, as will be discussed in the
following section, and then to distribute it evenly over three nodes per frame. Two nodes

are at the chines and another node on the keel at the demi-hull centreline.

The general equation of motion for coupled heave and pitch can be written as:

[M + Ay (0,0)E,(1)+ Byy(@,)- &)+ Cpy (1) &,

+ A (0,0)-E (1) + Byg(0,0)- £, (1) +Cos(1)- &,() 4.6)
+H O+ L +M-g+F )+ F (1)=0,

where;
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M is the ship's mass,
As; 35 are the added mass coefficients,
B,; 55 are the damping coefficients,

Cy; 55 are the restoring coefficients,

& is the vertical displacement of the centre of gravity,

& is the angular displacement of the ship around y axis,
F" s the hydrostatic force,
F3D is the diffraction force,

FS s the Froude-Kiilov force (representing only the dynamic components),

L, is the lift force generated by the T-foil motion control device.

By neglecting all the hydrodynamic forces, the equation of motion in the vertical direction

can be reduced to:

M%(r)+EH(z‘)+EZ.+M-g=O. @.7)

The ship was equipped with a retractable T-foil, designed by Maritime Dynamics Inc, for

motion control. The lift coefficient is given by Maritime Dynamics Inc. [157]:

C, =0.044c+0.030, (4.8)
L, =(05xpxA,xU*C,, 4.9)

where,
C,  is the lift coefficient as defined by Maritime Dynamics, INC,
o is the foil angle of attack in degrees,

1) is the flap angle in degrees,
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A ; is the foil area in m®, and

U is the ship speed.

Hquation (4.7) represents a "quasi-static" solution, in which the hydrostatic forces, motion

control forces and the ship’s inertia are included in the analysis.

A simplified “quasi-dynamic” model in which the major contributions from hydrodynamic

forces are included can be identified. The wave radiation forces are represented by the
added mass, damping and restoration terms. The terms A;,&, and B,,&; are the major

parts of the radiation forces, Beck et al. [158] and hence the other terms containing A,; and
B;; are ignored. Diffraction forces can also be neglected by assuming that the incident
wave was not significantly distorted due to the presence of the slender ship hulls. Froude-
Krylov forces are the dynamic force components extracted by the undisturbed wave on a
restrained ship. They were neglected in comparison to the hydrostatic forces. The
restoration terms are the forces exerted by the surrounding fluid to oppose the body
tendency to move within the surrounding fluid. They are related to the tonns per cm

immersion and change in trim moment.
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Figure 4.20: Added Mass coefficient as; for vertically oscillating cylinder, Holloway [11].

Therefore, for a momentary observation, the change in position is neglected and thus the

restoration terms may be omitted from the equation.
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Figure 4.21: Damping coefficient b33 for a vertically oscillating cylinder, Holloway [11].

The equation of motion in this case can be reduced to:

[M + Ay (0,0),(5)+ Byy(@,)-&(7)

_ _ (4.10)
+F' () +Li+ M- =0.
Ay and Bs; can be calculated as
L
Ay = I”“ dx, (4.11)
0
and
L
By, = J.b% dx, (4.12)
0
where:

a5 is the sectional heave added mass per unit length,

by 1s the sectional heave damping per unit length.

The coefficients a,; and b;; depend on the shape of the submerged hull form. The hull

cross sections can be approximated to semi circular cylinders whose diameter is the

waterline beam at each section. The added mass and damping of a semi-cylindrical cross

section is well known and verified in the literature Ursell [159] Newman [160], Bishop et al.
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[27], Holloway [11] and Faltinsen [161]. The interaction between the two demi-hulls was
neglected. Figure 4.20 and Figure 4.21; Holloway [11], were used to determine the
coefficients at a frequency equal to the apparent motion response frequency during the

sample under consideration.

4.4.3.1  Determination of waterline profile
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Figure 4.22: TSK Location.
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A study by Thomas [30] has shown that a dominant harmonic wave component may be
identified from the wave height record and taken into consideration in a similar study, but
it becomes very difficult if the wave record is fully random and a single dominant harmonic
wave cannot be identified (with a no slam condition). The wave height record was obtained
during the trials by means of a TSK wave height system at a single point located 366 mm
aft of frame 75, Figure 4.22. This means that the wave height is measured only at the bow.
By assuming that the wave profile is not affected by the ship motion in rough seas; i.e., the
wave record will maintain its value as the ship moves past, a Fast Fourier Transform (FFT)
can be used to decompose a window of the wave height record, which corresponds to a
time interval about the moment under consideration. The advantage of using a FFT is the
ability to transform a wave height time-record at a certain instant to a wave profile along
the ship. A window of a time record of length T}, seconds can be represented by a Fourier

series, Lloyd [162], as follows:

Co=C + i (A, cos(@,?)+ B, cos(@,?)), (4.13)
n=1

where f is the average wave height during the period T}, and

2
0 =" (1=1,2,3,....50),
Ty
or e
A = I §()cos(w,t)dt, (4.14)

H o

I,
B =2~ [ ¢@)sin(a,)ar,
Ty

The required number of terms to obtain a satisfactory match with the original record; n, is
not given by any reference and most of them described it as either infinite Hughes [28] and
Lloyd [162], or large Bishop et al. [27] and Faltinsen [161]. However, for the current
application it was found that 20 components were sufficient to obtain a reasonable
agreement between actual and synthesised wave height signals as will be explained later.
The benefit of FFT is not converting data from time domain to frequency domain, but
rather to expand a single point record to a wave profile of infinite points along the ship's

length with the aid of the decomposition components as follows.
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The relation between the encounter frequency, @,, and the wave frequency ,@, in head

seas can be expressed as:

u ,
0 =0+—a, (4.15)
4

where U is the ship speed and g is the gravitational acceleration.

Solving Equation (4.15) as a quadratic equation allows @ (the incoming wave frequency)

to be expressed in terms of @), as follows:

40U
a):i{ 1+— —1} (4.16)
2U g
The wave speed C can be expressed as:
c=[% 4.17)
(4

Therefore, the relative speed at which the individual wave component is passing the ship is

I =U+C (4.18)

Hence, the decomposed component, 7 can be expressed as a function of the longitudinal

position, x; measured from the transom along the ship as:

O . | (89634 —x)
Ci(x)=A, 0{‘%’ (T % H

7

.(x)=B .sin{a),.(T_WH ’

(4.19)

.

n

where ¢ is the wave profile on the ship for the cosine component 7 and ¢ ;is the wave

profile on the ship for the sine component I and T is the instant under consideration. The
distance 89.634 m represents the location of the wave radar measured from the transom.
Considering a data record at time Te [T, T,], it was required to determine the relevant

wave height time record to be decomposed.
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Figure 4.23: Decomposition.Window Options

Five options for selecting the decomposition window were assessed as illustrated in Figure
4.23. Four of them (option 1 to 4) were regarded as constant windows. That means the
decomposition window is the same for any Te [T}, T,]. Option 1 represents a window that
is bounded by the sample record limits under consideration, [T, , T,]. Option 2 is
characterised by a fixed window that extends backward in time for a period of (L./U),
where L is the ship's watetline length in metres and U is the ship's speed in m/s. Option 3
accounts for a future petiod of (I./U) in addition to the backward (I./U). Option 4 extends
backwards in time to include 1.5L/U and accounts for 0.5 L/U in future signal. Option 5
introduces the moving window, which takes different time limits based on the location of
the instant under consideration. Initially, this was for (L/U) backwatds in time from the
instant under consideration and zero allowance in future. Subsequently, 1.0 second of

future time was selected as will be discussed latet.

The reason for this investigation arose when large differences were found between the
finite element results and trials strains for the first 4 seconds in the sample under
consideration; [T, T,], when Option 1 was used in the wave decomposition. The time
extension (L/U) was introduced to account for the bow wave height signals that have
already passed the ship's bow and affect the hull at the instant T. The petiod (L/U) is
regarded a sufficient period for any wave to pass the whole ship’s length taking into
account the wave speed. The five options were tested for two samples at different instants
along the sample, normally, the start and finish plus two points in between. The strategy

was to identify the options which generated similar wave profiles. Some of the results are

212



shown in Figure 4.24 through igure 4.20. The abscissa represents the longitudinal position
measured from the transom and the ordinates represent the instantaneous draft at the
corresponding location for the five options. All options are similar except for the first
option when considering the instant at the beginning of the sample. The most reasonable
option appears to be Option 5, where past signals are taken into consideration, as the
future signals are irrelevant to the waves affecting the ship, simply, because they have not

reached the hull at that instant.
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Figure 4.24: Sample A, decomposition options at t=905.

The only reason to include 1.0 second of future record is to obtain identical decomposed
and original wave height signals. It was noted that the decomposed signal does not

coincide on the actual record at the sample's forward end as shown in Figure 4.27.
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Figure 4.26: Decomposition options for sample B at t=926.

Although the difference was small (about 20 cm), the whole ship would be affected as the
water profile is generated based on that momentary value. After the application of time
extension of 1 s in future, this difference disappeared at the end of the sample but was not

completely eliminated. In other words, it was shifted 1 second away from the sample's

forward limit which is the instant 930 in igure 4.27.
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Figure 4.27: Decomposition by "option 5" for sample B-at t=930 plus future record of 1.0
s.

4.4.3.2  Relative ship position with respect to the decomposed waterline

At the current stage, the wave height signal is decomposed to a series of sinusoidals that
were expanded over the hull length. The superposition of these components provides the
waterline profile. Depending on the relative bow motion signal, which gives the distance
between the TSK sensor and the water surface, the decomposed waterline can be placed at
the correct position. The relative bow motion was not initially biased with an average of
zero. However, the relative bow motion should be averaged around its initial reading at the

departure condition.

TSK Sensor Location

|
: / /~The deecomposed WL is
| g / shifted to this point, then

tilted by the instantaneous
pitch angle

/— Distance from
the TSK sensor

Shifted WL to Water Surface

——————————————————— Base Line

T Decomposed WL

Figure 4.28: Water profile position wet the ship.

This average was calculated based on the TSK sensor location, Figure 4.22 and the still

waterline draft-marks at the departure condition, Brady [26]. The same procedure was
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applied for the pitch angle as discussed in Section 2.2.4. The waterline was then tilted
around the forward point under the TSK sensor by the amount of the instantaneous pitch
angle at the instant under consideration. Figure 4.28 shows the bow profile with the
location of the TSK marked. The decomposed water surface was located first at the base
line indicating that the ship is out of water. Then, the ship is immersed in the water (or the
waterline is shifted upward) to the correct relative bow motion record. Hence, the ship is
tilted (or the waterline is tilted) to the corresponding trim angle around the point exactly

under the TSK position.

Calculation of the buoyancy forces was then performed using the ship's Bonjean's curves.
Inertial loads (linear and angular) generated by rigid body accelerations can be included in
the finite element load model. The necessity of including hydrodynamic coefficients like

added mass, damping and restoration forces into the loading model will be investigated.

4.5 Results and discussion

The analysis of the current two sea trials samples led to the development of 37 load cases
at intervals of 0.5 s for both samples. The finite element strain time histories were plotted
for each gauge, as well as the corresponding trials values. According to the proposed
analysis procedures described in the previous sections, the finite element strains are due to
the total loading, Iigure 4.29. It was therefore expected that there would be a difference in
the average values of measured and computed records but following the same unsteady
behaviour as the trials data points, Figure 4.30. This shift resulted from the fact that the
strain gauges are measuring the difference between the total seaway load signal and the
strain condition when they were installed. Ideally, this condition can be assumed as the still
water condition. Therefore, the finite element results should be deducted by this amount
before establishing any comparison. However, the magnitude of the still water strains is

uncertain due to the following assumptions:

(a) It was not clear that the strain gauges were installed and balanced to zero while the ship

was in still water condition as specified in Brady [26].
(b) It was assumed that the ship was exactly built according to construction drawings.
(c) The residual stresses due to metal fabrication and welding were not accounted for.

(d) The trials loading condition was assumed to be correct to the best of our knowledge.
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Figure 4.29: Comparison of finite element results'and measured strains.
Hence, the expected shift is more or less close to the still water strains but not necessarily
exactly equal to it. The finite element results were then shifted so that the average of both
sets, trials and computed, were the same. Figure 4.30 is a plot of the time histories of both

trials and computed strains for sample A (strongly asymmetric condition) before and after

shifting for the keel gauge T1_5 at Fr 25.

The shifts of the samples A (strongly asymmetric condition) and B (nearly symmetric

condition) under consideration are shown in igure 4.31.
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Figure 4.30: Sample A, finite element results before and after still water correction, keel
gauge T1_5, Fr 25.

It was difficult to determine a consistent shift with both samples because of the analysis

uncertainties. The results do not coincide accurately with the trials data even after shifting;
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nevertheless the trials data itself does not coincide between the port and starboard gauges
as can be seen in Figure 4.32 to Figure 4.34. Port and starboard trials values were close for
some gauges, Figure 4.32, but they were apparently different in others even if the ship was
experiencing symmetric conditions, Figure 4.33. This appeared to be a characteristic for the
forward keel gauges at Fr 61 where symmetric trials responses were rare to occur
irrespective of the general symmetry condition of the sample. Averaging port and starboard
signals did not necessarily improve the comparison with trials as shown in Figure 4.33.
Figure 4.34 shows a phase shift between port and starboard gauges signals where averaging

port and starboard signals was found to improve matching with average computed strains.

The strains RMS for each gauge are compared for each sample. Figure 4.35 shows the
strain RMS for sample A for both trials and computed strains. The RMS of the finite
element results after shifting is approaching those during trials for most of the strain
gauges except for gauge T1_6 at frame 46. The starboard gauge response, at the same
location, is nearly equal to the finite element response. Sample B also shows a difference
between finite element analysis and trials RMS. The difference between the trials and

analysis tends to increase towards the stern, figure 4.30.
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Figure 4.31, FE results shifts in comparison to still water response for samples A
(asymmetric conditions) and B (nearly symmetric conditions).

The results can be compared to the trials based on the minimum to maximum range. This
type of comparison is valid only if the data does not contain abrupt changes such as
slamming response, which is the current case. Iigure 4.37 shows the strain limits for

sample A. The strain limits at the forward and aft locations are close to the trials values
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while larger difference can be seen for the minimum limits amidships especially for gauge

T1_6. This can explain the larger difference of RMS for this gauge.
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Figure 4.32: Sample B, average P & SB computed strains versus nearly symmetric P & SB
trials strains, keel gauges, Fr 46 (vessel experiencing symmetric conditions).
The finite element results for the sample B had a wider range than the trials as shown in
Figure 4.38. The finite element results are close to the trials at the forward gauges. It seems
that the forward gauges are not load sensitive due to the high slenderness and rigidity of

the bow structutre; however the difference increases towards the stern.
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Figure 4.33: Sample B, average P & SB computed strains versus asymmetric P & SB trials
strains, keel gauges, Fr 61 (vessel experiencing symmetric conditions).

219



-
..................... S i
' N ' =
1 1
‘ m 3 :
| = |
: o :
: R : -
v ] 0T =
| [+ 3 |
| |
: - - W W :
| R om o :
: :
| 1 r|
; & TR
1 1
| |
| |
: ' : :
| | ' |
| | ' |
1 1 1 1 u
F===-==---- il Tl ' el Tl Tl
: : . . =
| | ' |
| | ' |
: : : :
| | ' |
| | ' |
1 1 1 1

o
| | ' |
...................... =
: : h : &
1 1 1 1
| | ' |
| | ' |
| | ' |
1 1 1 1
| | ' |
| | '
ot Pl el el -5
1 1 L} 1 Ll
| | ' |
| | ' |
1 1 1 1 1
| | ' | |
| | ' |
i i : i i w
\ H i H i i =
= = = = = = = =
uny = uny = ) ury =
= =] - - f -

urens T

Time (sec)
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improved matching with trials in asymmetric conditions.
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4.5.1.1  Error representation

In the last section, various comparisons have been established between trials strains and
those derived from the finite element analysis. However, it is very hard to judge how close
these results are to trials values. A single measure of error is required. If the trials and finite
element results are plotted on a scatter diagram, a linear relationship is expected. A measure
of this linear relationship is the correlation coefficient. The correlation coefficient "CC" is

defined as:

n

D (e, —&)- (& &)

CC(&;, €)= pp— ; (4.20)
F T

where:

&, & &, are the finite element and trials strains respectively,

& & &, are the mean values of the finite element and trials strain respectively,

0 & 0 are the standard deviation of the finite element and trial strains respectively,

n is the sample size.

The correlation coefficient must have a value that lies in the range [-1, 1]. The sign of the
correlation coefficient reveals the direction of the relationship between the two variables. A

positive value indicates that both variables are directly proportional while a negative value
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represents a reverse proportional relationship. A zero correlation coefficient indicates that
a linear relationship is poor but it does not eliminate the possibility of other nonlinear
relationships, Tashman et al. [163]. However, the present application cannot realistically

extend beyond pure linear relations and hence other types of relations are not considered.

The root-mean-squared-error; RMSE, is another representation of a single figure error
evaluation. Basically, the mean-square-error; MSE, is a measure to assess how close a curve

fits data points. MSE is calculated as:

2.(&r —&)

MSE=+20 (4.21)
n

The squaring has the benefit of avoiding the cancellation of negative and positive errors
during averaging. The MSE has the squared units of the data and hence it was more
convenient to express the average error as the RMSE, which is the square root of the
mean-squared-error. In the application of curve fitting, the RMSE value can be used to
compare several possible fits. The best fit is the one with the lowest RMSE. For the
current application, it is more meaningful if the RMSE is normalized by the range or the
standard deviation of the trials data. Dividing by the data range, could be misleading when
the sample contains spikes that are not common over the whole sample, which is not the
case here. Therefore, it was decided to represent the RMSE as a percentage of the trials

strain range; namely the normalised root-mean-square-error NRMSE.

A positively proportional relationship between trials and finite element results on a scatter
graph with a high correlation coefficient is shown in Figure 4.39. The figure shows the
computed strains plotted versus the trials strains for two keel gauges on port side hull. In
comparison to ideal relations ship of correlation coefficient of 1, the gauges displayed good

correlations of 0.8 and 0.87 for keel gauges T1_6, Fr 46, and T'1_5, Fr 25 respectively.

It was found that the correlation coefficient and NRMSE are not always consistent and did
not represent frelated error values. For example, sample B, has a strong correlation
coefficient for the gauge T1_5 that is about 0.87. The corresponding error is 36%. On the
other hand, the correlation coefficient for gauge T1_6 is about 0.80 with a corresponding
error of 29%, which was expected to be more than 36%, Figure 4.40. Gauges T1_10,
shows this more clearly with an error of 31% and a corresponding correlation coefficient

of -0.24.
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The results for the sample A are poor when compared to those of sample B. A NRMSE of
25% corresponds to a correlation coefficient of 0.46, Figure 4.41. This because sample A is

essentially not a symmetric condition whereas sample B is much more nearly symmetric.

It should be noted that the main task was to use the finite element techniques to estimate
the sea loads. Sea loads values are usually represented as RMS values. For this reason, it is
more convenient to plot the strain RMS values of trials versus those from finite element
analysis. In this case, the correlation coefficient can be used to assess the linear relationship

between trials and analysis.

For the samples under consideration, the trial strain RMS for each gauge were calculated as
well as the RMS of the corresponding finite element strains. As shown in Figure 4.42,
sample B shows better agreement with trials strains with a correlation coefficient of 0.95, as
was expected due to symmetric characteristics of this sample. Sample A shows weaker
agreement with trials; about 0.8, which is mainly caused by asymmetric nature of this

sample (Refer to Section 4.3).

The hydrodynamic forces according to traditional strip theory are calculated as discussed in
Section 4.4.3. It was found that the added mass and damping coefficients have a negligible
effect on calculations at this range of wave loadings. INigure 4.43 shows how small the
added mass and damping are, when compared to hydrostatic forces under the actual wave
profile. The added mass and damping together have a maximum value of about 6% of the

hydrostatic load for both samples under consideration.
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4.6  Quasi static analysis of slam loads

The principal motivation behind the exploration of slamming loads by means of FE
analysis and “Reverse Engineering” procedures is the low reliability of the available
predictive codes to estimate the whipping response due to impact loads for large wave
piercing catamarans, Thomas [30]. The suggested procedure will also provide solid grounds
for the assessment and development of such codes. Therefore, a “Reverse Engineering”
procedure using FE capabilities will advance understanding of severe slamming events in
terms of load severity and location, as well as its spatial and temporal distributions. A first
step towards the ultimate goal is a FE quasi-static analysis in which the slamming load is
assumed to act statically, and then FE dynamic analysis in which load development time
history can be input to the FE model. In the following sections, the quasi-static analysis
work is reported. Slamming load development and the subsequent whipping are not
relevant to the current study. Slamming loads will be superimposed on an undetlying wave
response during the instant of the slam occurrence. The FE strains are then compared to
trials strains. Based on the comparison of results the slamming load parameters will be

changed systematically until a best match with trials can be achieved.

4.6.1 Simulation of slamming loads

The applicability of FE analysis as a tool to predict sea loads based on “Reverse
Engineering” procedures has been discussed and tested in the previous sections as well as
quasi-static analysis procedures for normal operating conditions without slamming. In
contrast to similar studies, where calibration factors between the applied loads and strains
are extracted from a hypothetical loading condition applied to the FE model, Sikora et al.
[143], Hay et al. [142] and Sikora et al. [22], sea trials data, namely wave height, bow and
CG vertical accelerations, pitch and relative bow height records, can be used to develop a
quasi-static load case for input to the FE model. The numerical strains and trials strains are
then compared. Slamming loads are usually dealt with in the same manner, i.e., calibration
factors are used to convert trials strains to an “equivalent-hypothetical” static wave loading
model except for the work done by Thomas [30] in which a complementary slam load with
approximate wave loading condition, based on trials measurement for wave length and
height, was used. The calibration factors methodology, based only on the equivalent static
wave approach, in treating slamming loads does not provide neither information about
slamming location nor spatial distribution which is of great importance for local analysis.
As an alternative, the procedure discussed in Section 4.4.3, will be applied in which the

quasi-static sinusoidal wave loads are not exaggerated to produce the large slam response.
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Instead, the impact loads are dealt with as “add-on” complementary loads which will be
changed systematically until a best match between FE strains and trials strains is achieved.
Therefore, the loading model to be input to the FE model should contain basic
information about the load application area, magnitude and distribution. The procedure

can be summarised as follows:

(a) Define a momentary instant of slamming occurrence. At this instant, the quasi-static

wave load model is developed based on sea trials data for the wave profile.
(b) Define an appropriate spatial distribution for the slamming load.

(c) Define an initial estimate for slam magnitude.

(d) Define an initial estimate for slam location along the boat length.

(e) Compare FE strains and trials strains.

(f) Revise estimates of slam magnitude and location.

(2) Repeat analysis until a satisfactory match is achieved.

4.6.2 The instant of Slam occurrence

An instant during the trials is required to develop the load model. This instant should be
related to the slamming event development. A typical severe slamming event is shown in
Figure 4.44. The figure shows the bow vertical acceleration, the port side keel gauges and
the vertical steel post gauge, each record is normalised to its standard deviation. Three
instants can characterise the temporal development of a severe slamming event as indicated
in Figure 4.45, though only one of them can be defined accurately which is the maximum
response instant (refer to Section 2.3.3). The first instant is the slam initiation instant, when
the response starts to build up over the normal wave response. This instant cannot be
defined accurately but approximately one can choose the standard deviation of the whole
signal as a limit beyond which the slam is regarded to commence building-up. The
approximation in this procedure is very similar to slam identification procedure by
filtration in which a cut-off frequency is approximately defined to decimate the underlying
wave response. The second instant is in between the former instants when there is a
sudden change in the rate of response values. In the current study, only the maximum
response is of interest and this is easily defined for severe events. The identification of this

instant becomes harder when the slams are of a smaller intensity. Visual inspection of the
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largest 50 slams in the available run showed that the peak instant of the bow vertical
acceleration preceded all other sensors peaks. Being the closest sensor to slam location, it
was considered that this accelerometer could be used to identify the instant of slam

occurrence.

Mormlised motion and structural response
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Figure 4.44: Typical slamming event time histories of bow vertical acceleration and the
port side of the keel gauges and the vertical steel post (normalised to the standard
deviation).
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Figure 4.45: Typical slamming event showing the instants of concern and the record
standard deviation.

4.6.3 Slam load spatial distribution
Slamming can occur spatially on three areas; (a) the demi-hull keels, (b) the centre bow and

(c) the arch area as indicated in Figure 4.46. The bottom slamming on the demi-hulls keels
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contribution to the severity of the slamming event is believed to be very small and can be
neglected in most cases. IMigure 4.47 shows the time histories of keel line emergence for a

series of slams between the instants 560 and 600 s. at frames 57 to 76.

1341 3 13t (5T
Tk TST CRORTH

TR Arch area nom

Centre bow area

Demi-hull keel
Figure 4.46: Affected areas by slamming loads.
It can be seen in Figure 4.46 that the keel re-entry does not produce significant slam loads.
For example, the keel re-entry at the instant 564 s did not produce any peaks as it appear in
the corresponding bow vertical acceleration record at the same instant, Figure 4.47.
Moreover, the main slam response at the instant 566 s occurred at least two seconds after
the keel re-entry. Hence, its contribution to the main slam at the instant 566 s can be
neglected without any consequences on the major slamming response. For other slams in
the record, after the instant 570 s, the keel definitely does not contribute to the slam
response as it is always immersed. The exact boundaries between the centre bow and the
top of the arch cannot be defined due to the geometrical complexity of the bow area.
However, the arch area boundaries can be defined as the area where the flare on the centre
bow starts to change rapidly. Slams due to filling of the arch between the centre bow and
the demi-hull were only studied during two-dimensional drop tests in calm water, Whelan
[29]. The other area where slamming can occur is the rest of the centre bow, which would
be similar to those slams experienced by high-speed monohulls. A similar study, Thomas
[30], assumed the slam load distribution was quadratic along the arch way up to the end of
the centre bow and linear in the transverse direction with its maximum midway between

the centre bow and the demi-hull.
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Although good agreement was achieved with trials strains, the load distributions were not
confirmed. To confirm the slam load distribution, model experiments to measure pressures
on the centre bow and the wet deck were conducted on Hull 064, 112 m LOA as discussed

eatlier in Section 3. The main findings of these experiments were:

(a) The longitudinal pressure distribution (along the arch top line) during the slamming
event is not constant and different load patterns exist. These patterns can be summarised

into three types:
® Narrow distribution with high-peak pressure.
® Wide distribution with high pressure peaks, but a bit lower than the first type and,

® Double peak distribution. The forward peak pressure is higher or equal to the aft
peak.

(b) The transverse pressure distribution in the centre bow area follows approximately a
consistent behaviour where the maximum pressure was found to occur at the top of the
arch or slightly outboard of this point. The transverse distribution was approximated to an

exponential function having its maximum at the top of the arch.
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Figure 4.48: Example of a narrow longitudinal slam pressure distribution at measurement
locations along the arch top line.

It is worthwhile to mention again that the largest slamming load is not necessarily

associated with the distribution which possesses the highest pressure. Wider distributions
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with lower peak pressures may generate larger loads. In the following analysis, the narrow
distribution was chosen to investigate both the local and global load effects. The shape of a
typical longitudinal slam pressure distribution, as used for this analysis, is shown in Figure

4.48.

From the shown longitudinal pressure distribution, the maximum pressure is obtained at
each frame within the load application area. Then the transverse distribution is obtained
based on the assumed exponential approximation. An illustration of the transverse slam

load distribution is shown in Figure 4.49.
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Figure 4.49: Transvetse slam load distribution is assumed to follow an exponential
approximation.

4.6.4 Slam load case development

Once the instant of slam occurrence had been identified, as discussed previously, the
relative bow height, trim, bow vertical acceleration and wave height data at this instant,
were extracted. The actual water profile was obtained based on the method discussed in
Section 4.4.3.1 and the buoyancy forces calculated at each frame and presented as nodal

loads on 3 keel nodes per frame.
The finite element load case was composed of four different loads:

(a) Gravity load which represent the vessel weight and is distributed on all elements

according to their material properties.
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(b) The hydrostatic load due to the underlying waves, as derived from the trials based on

the actual watetline.

(c) Inertia load which represents the inertia load due to the vessel acceleration at the instant
of slam occurrence. Only the motions in the vertical plane were considered. The
longitudinal acceleration was neglected because the longitudinal forces of thrust and

resistance were not included in the FE model.

(d) The slam load. The application area of the slam load was predefined in the MATLAB
code as a list of nodes. The slam load was calculated at each node based on the proposed
longitudinal distribution and the transverse exponential distribution and represented in the

FE model as nodal loads.
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Figure 4.50: Exaggerated displacements plot in response to a slamming event.

An initial estimate of the maximum nodal load and its longitudinal location were input to
the MATLAB code, and then a slam load case was generated to be input into the FE
model for analysis. The FE solver MSC NASTRAN uses the technique of inertia relief to
counter balance any non-equilibrium in the applied forces. In the output file, the inertia
relief applied forces should be checked. When these forces are small, it means that the
applied loads are in good balance. An exaggerated displacement response to a slamming
event from the FE analysis is shown in Figure 4.50. The local effects of the narrow
longitudinal load distribution appears to be in the normal range of stresses and less than

the allowable stress of 100 MPa as shown in Figure 4.51.
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4.6.5 Comparison with trials
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Figure 4.51: Von Mises stresses due to a severe Slamming event (slam A) showing local

stress concentration (in the arch way)-and the overall global response.

Slam Event (A) at 856.14s (B) at 710.89s (C) at 773.89s
Max BVACC (g)during event 3.03 2.24 1.72
Max. GVACC(g)during event 0.76 0.39 0.36
MaxRBVV(m/s) before event 5.13 4.4 4.05
WH (m) during event 6.81 2.24 2.02
Min RBM (m) during event 0.11 2.98 3.61
Max pitch before event 5.01 3.36 2.89

Table 4.1: Particulars of slamming events under consideration.

The method used to compare FE and trials results is very critical for this type of analysis.

Generally, in the case of quasi-static analysis, two approaches exist. One approach is to

compare the FE results to the maximum response of each strain gauge during the slam

event. The second is to compare the FE results to the instantaneous trials strains only at

the moment of slam occurrence (the instant of maximum bow vertical acceleration). Both

approaches are illustrated in igure 4.52.
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Three slams were studied with maximum peak accelerations at the instants 710.89 s, 773.89
s and 856.14 s. The slamming particulars at these instants are shown in Table 4.1. A total
number of 42 load cases were established and run for both approaches for the three slams.
As an example, FE strains (for six proposed slam loads) and trials strains are plotted in
Figure 4.53 for the severest slam in the record under consideration at the instant 856.14 s,
slam (A). In this case, the considered trials strains were the peak values of each strain gauge
during the slamming event neglecting the short time deviations from the instant of slam

occurrence as defined in Section 4.6.2.
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R ] |
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o e g e e e
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Figure 4.52: Comparison approaches with trials, simultaneous approach considers trials
responses at the'instant of maximum bow vertical acceleration (marked by the dashed
line). Peaks approach considers peak response values during the slamming events
(marked.by.the black ovals), all records are normalised to the standard deviation.

It should be noted that the derived FE strains were corrected first before comparison with
trials by subtracting the still water response from values obtained during slam simulation.
This correction was verified when dealing with normal wave loading only as discussed in
Section 4.5. Two measures were used for evaluating the comparison between trials strains
and computed strains, the correlation coefficient and an error function defined by
Fquations (4.20) and (4.21) respectively. The best matching slam load case was chosen so
that it satisfies the lowest RMSE (normalised by the trials strain range) as a first priority and

the highest correlation coefficient as a second priority.
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A slam load of 3317 tonnes with the distribution peak located at Fr 65 had the lowest
NRMSE of 6.8% and a correlation coefficient of 0.972. Iigure 4.54 shows a scatergram of
FE strains versus trials strains and the ideal correlation line of 1.0. The figure shows that

the predicted strains were very close to the trials values resulting in a correlation coefficient

of 0.972.

If the simultaneous comparison approach is considered, the predicted slam was reduced by
approximately 32% reaching a value of 2241 tonnes. The location of the slam load was
predicted to have its maximum at Fr 65 for both cases with the resultant slam load (the
resultant of nodal slam loads) neatly at Fr 64, 8 frames forward of the aft end of the centre

bow.
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Figure 4.54: Slam(A) scatergram of trials and FE strains showing 0.972 correlation

coefficient.

This location is nearly 83% of LWL from the transom. In experimental studies on Hull 064
model, the slam load resultant was measured to be approximately one frame (1.2m)
forward of the centre bow aft end. This corresponds to about 81% of LWL. Table 4.2
summarises the predicted total slam load for each of the three slams and the applied
comparison approaches. The table shows that the severest slam load reached a value of
3137 tonnes (1.7 times the ship displacement) when the FE strains were compared to peak
strains of all gauges during the slamming event. This value was reduced to 2241 tonnes
(1.21 times the ship displacement) with a difference of 48%. The same occurred for the
other two slams but with a reduction in the difference between the two approaches down

to 14%.
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The table also shows that the resultant slam load location for these slams is between 74%
and 83.1 % LWL from the transom. Experimental work on the Hull 064 model showed
that the resultant slam load is mostly located around the aft end of the centre bow which
corresponds to about 78% to 80% LWL from the transom. The centre bow of Hull 064 is
19% LWL long. The extended length of the centre bow on Hull 061, 25% LWL might be
the reason of the wider range of slam locations on Hull 061 which was expected where the

water is likely to be trapped between the centre bow and the demi-hulls.

Comparison
(a) Peak trials strain approach. (b) Simultaneous trials strain approach.
approach
g *) ® © A ®) ©
am
856.14s 710.89s 773.89s 856.14s 710.89s 773.89s
Load (tonne) 3317 1891 837 2241 1543 578
Loc. (YoLWL) 83.1 75.3 79.2 83.1 74 81.8
Load/Disp 1.7 1.025 0.454 1.215 0.836 0.313
Correl. % 97.2 96.4 93 971 94 82
NRMSE 6.8 11.7 14.7 8.9 11.2 235

Table 4.2: Comparison of FE and trials strain based on (a) peak trials strain and (b)
simultaneous trials strain.

A similar study for Hull 050 (LOA 96 m), Thomas et al. [9], concluded a maximum
slamming load of about 1280 tons which caused buckling of the side shell in the
superstructure region. The severest experienced slam in the current analysis is nearly
double the predicted slam load by Thomas et al. [9] (based on a simultaneous strain
comparison). The reason behind this difference in largest observed slam loads might be the
severe trials conditions for Hull 061 where the vessel speed was 20 knots at sea state 5
while Hull 050 experienced the slam mentioned at speed of 15 knots at sea state 4 and

starboard quartering sea at 40° off the bow.

4.6.6 The quasi-static impulse

Revisiting slamming development, refer to Iigure 4.45 and Section 4.6.2, two points of
concern were defined, the instant of slam initiation and the instant of the maximum
response. Another instant of special concern for severe slams that can be defined easily

from the wavelet transform of the acceleration signal, is the instant when the response rate
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increases rapidly. It is believed that the sudden impact corresponds to the slamming force
at the arch top (or very close to it). However, this does not preclude slam occurrence on
the centre bow itself at lower elevations. Either the initiation instant or the sudden impact
instant might be chosen as the start of the slamming event, however, the initiation instant
is recommended as it describes the evolving nature of the slamming events on wave
piercing catamarans. Similar to the slam initiation instant, the impact end instant is not
clearly defined and in this case the end instant was assumed to coincide with the
intersection of the standard deviation line on the right hand side of the maximum
response, [igure 4.55. By assuming that the slam force can be dealt with as a resultant F,
acting at a distance x from the strain gauge under consideration, and neglecting the
underlying wave loads, the inertia forces and gravity forces (compared to slamming loads),

then the impulse due to slam I can be defined as:

12 12
I,=[ Fdr= [ ==,
1 1 X-f
/2 5y £57 1 (4.22)
&
= j I = dt=—""\ &,dt
X X

M ormalise d resp onse

4
1154 1156 1155 1160 1162 1164

Time (sec)
Figure 4.55: Impulse start and finish (assumed) instants. The record is for keel gauge
T1_6, Fr 46, normalised to the standard deviation of the record.

The section modulus was derived from the finite element model using the section tool in
PATRAN. The lower and upper integration limits were taken as discussed above. Table 4.3
shows summary calculations for the three slamming events based on the aft keel gauge;

T1_5, Fr 25 as an example. The slam force location is the position of the resultant force
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measured from the transom. The strain integration is multiplied by 10 as its units are in
micro strain. The integral was evaluated numerically using the trapezoidal rule at 0.01 s

intervals.

It was found that the forward gauges produce higher impulses than the aft gauges which
was expected due to energy losses of the structural deformation wave when it propagates
through the structure. The maximum impulses, as seen from the forward keel gauges,
reached 286 tonne.s for the severest slam at the instant 856.14 s. This returns a slam

duration of 0.127 s. The model tests on Hull 064 showed comparable impulse values when
scaled to full scale. For a non-dimensional encounter frequency, a): , around 3.8, which is

very close to the conditions of the slam at the instant 856.14 and at a speed of 1.53 m/s
(corresponding to 20 knots ship speed), the model experienced an impulse of
5Ns.

Slam event. A B C
t1 855.68 710.21 773.2
t 856.44 711.15 774.12
Fs 2241 1543 578
Location (m) 77.04 68.64 75.84
x (m) 21.24 12.84 20.04
12
J. ETdf 2.15e-04 1.44e-04 1.25¢-04
#1
I (tonne.s) 62.965 51.437 37.689

Table 4.3:' Quasi-static impulse prediction based on keel gauge T1_5, Fr 25, for three
slamming events.

This impulse when scaled to the full ship according to the relation:

V[ L
I =1,—| =, (4.23)
Vﬂi Lﬂi

returned a full scale impulse of 305 tonne.s. The current analysis for Hull 061 returned an

impulse of 286 tonne.s, which is reasonable considering the smaller hull size of Hull 061.
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The energy imparted to the structure by the impact can be expressed as the strain energy of
the whole structure in response to this impulse assuming that no energy is dissipated. The

total strain energy, SE, in a body deformed by external loading, is defined as:

1 2 2 2y D
_ZE (O'X + G] + O-Z ) _E(O-XG] + O-,)’GZ + O'ZO'X)
SE = I ) V', (4.29)
b 2 2 2
+_2G (T@, +T}’Z +TXZ)
where o0, 0,,0 arc the normal stresses in the x, y,z directions; 7,7, T, are the
shear stresses in the xy, yz,x% planes; 0,G are the Poisson ration and shear modulus of

the material and 417 is an elementary material volume. The total strain energy can thus be

obtained from the finite element analysis.
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Figure 4.56: Estimated slam load (based on simultaneous strain analysis) versus trials
strain energy.

The individual gauge response contributions to the total strain energy can be related

through a contribution factor, SE e that is estimated as:

(4.25)

where SE;; is the FE strain energy due to the load under consideration and & is the FE

strain at the strain gauge location.
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Therefore, an approximate prediction to the total energy imparted to the structure during a
slamming event can be obtained by multiplying these contribution factors by the actual

trials strain and averaging over all gauges.
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Figure 4.58: FE strain energy as a function of wavelet transform energy.
The strain energies estimated from the keel gauges for the three slams are plotted against
the slam load as shown in IMigure 4.56. The figure shows that the relationship is almost
linear which indicates that the strain energy due to underlying wave loads is negligible when

compared to the slam load energy input.

The wavelet transform maximum energy for each slam can be related to the FE strain
energy output. For the analysed three slams, 40 load cases were established. Due to the
large time required for this analysis, the following results are presented to define a basis for

slam investigation in future work.

The wavelet energy was extracted from a wavelet transform for the strain gauge T1_6
record between the instants 700 and 900 s, during which all of the three, previously FE-
modelled, slams occurred. A contour map is shown in Figure 4.57. At each of the three
slams under consideration, the maximum wavelet energy was obtained manually, and then
plotted against the FE strain energy as indicated in FMigure 4.58. The three points form a
linear relationship. However, more data points are required to confirm this linearity. To
test this linearity with another measure, the bending moment due to the quasi-static slam
force is plotted against the wavelet transform maximum energy. Interestingly, this

relationship was also linear as indicated in Figure 4.59.
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Figure 4.59: Vertical bending moment at Fr 46 due_to-quasi-static slam force for three
slamming events.

The energy imparted by a slam to the structure can be estimated based on the FE results as
follows: the ratio of FE total strain energy to the squared local strain at each strain gauge is
determined. This ratio is then multiplied by the squared actual measured strain during trials.
Table 4.4 gives an indication of the average energy imparted to the structure during a

slamming event at the instant 710.89 s.

FE total SE Imparted enetgy to the
Local measured peak
Strain gauge location /(local strain)? structure by slamming
strain (W strain)
(tonne m) (tonne.m)
Keel CG, Fr 25, P
1.69%10-3 236.6 94.38
Keel CG, Fr 25, SB
1.71x103 293.5 147.43
Keel CG, Fr 46, P 6.91x104 323.0 72.14
Keel CG, Fr 46, SB
5.67x104 489.8 136.11
Keel CG, Fr 61 SB
154%103 -32.65 164.7
Vertical steel post, Fr
62, P 6.1x10-3 -175 186.5
Average 133.54

Table 4.4: Energy imparted to the structure due to slamming impact for a slamming event
at the instant 710.89 s.
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4.7 Conclusions

The current study validates the use of finite element modelling as a practical technique to
predict global wave loadings through the comparison of numerical analysis strains with
those measured during sea trials. Finite element analysis has been previously applied with a
hypothetical loading condition which is not related to that of trials. Transformation
matrices are then generated between this hypothetical loading and the strains at the strain
gauge locations. This transformation is used to inverse transform trial strains to equivalent
static or quasi-static loading. Considering the fact that the same response can be obtained
through different conditions of loadings that may differ in magnitude and/or distribution,
it was necessary to find a way of representing the actual loading condition in the finite
element model. Balancing the ship statically or quasi-statically on a hypothetical harmonic
wave ignores the fact that weight and buoyancy forces acting on the ship are not in perfect
balance in a seaway. Moreover, some procedures do not account for ship motions during

balancing on this static or quasi-static wave.

The finite element model of the HSV-2 Swift was built by Revolution Design using
laminate techniques. This study shows that the laminate technique is not appropriate when
strains at certain locations are compared to trial measurements. This is because the
laminate technique gives the overall strain level but not the accurate distribution of strains
that it is necessary to pick up the strain at a defined location. However, it was not necessary
to convert the whole model into beam stiffened shell elements. Changing the structure
modelling around the strain gauge locations to plate elements that were stiffened with
beam elements was sufficient to obtain a good strain distribution. Since some weights of
the ship systems were not included in the model, the loading condition was adjusted so
that the final displacement of the ship was the same as for the departure to the trials site.
This resulted in an inaccurate centre of gravity, which was compensated by the

introduction of aft balance weights of about 100 tonnes located 1 m aft of the transom.

The actual wave profile during any instant was approximated by applying Fast Fourier
Transform on an appropriate window of the wave height signal that was related to the
signal under consideration. This window cannot be determined precisely because of the
difficulty of determination of the wave train velocity. However, the window time length of
L/U past the instant under consideration plus 1 second in future was regarded as sufficient
to guarantee that the encounter wave train passed at least a ship length. Trials data can be

used to predict the actual ship position relative to the actual wave profile and hence the
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actual hydrostatic forces under the defined waterline. Hydrodynamic forces as expressed in
traditional strip theory method in the form of added mass and damping were found to

have negligible effect on the overall analysis.

The root mean square (RMS) trial strains was plotted versus those of the finite element
analysis on a scatter graph and their correlation coefficient was used to measure how close
the values were to each other. The study has revealed that a correlation of 95% has been
achieved when sailing in nearly perfect head seas. When the heading was not perfectly
headseas, and by ignoring asymmetric loading, the correlation coefficient approached
81%. In other words, the method represented a reliable procedure to model sea loads in
head seas based on trials data with slamming being excluded. Moreover, the proposed
methodology has verified the suitability of using finite element analysis for comparing trials
strains to those of numerical modelling if loadings are introduced as close as possible to
those experienced during trials, on the basis of the loads corresponding to the measured

water surface profile.

The procedure for normal wave loading was used to investigate slamming loads quasi-
statically. Confidence in the results obtained arose from realistic load distributions which
were based on pressure measurements during model tests. Although the model tests were
carried out in regular waves, they gave good guidance in applying the slam loads properly
during numerical simulations in irregular seas. However, the comparison with trials has led
to a choice concerning the basis for comparison of trial strains to FE strains. Two
approaches were suggested: The first was to consider the peak trials strains during the
event irrespective of their time deviations from the instant of slam occurrence. The second
was to consider the simultaneous strain values at the instant of slam occurrence irrespective
of the maximum strain response during the event. The results show an increase of
calculated slam load by 48% in the severest event when using the peak values. This

difference decreases for smaller slams down to 14%.

It was found that the maximum wavelet energy for a slamming event is proportional to the
total strain energy, as obtained by the FE analysis, as well as to the applied bending
moment due to the impulsive force. However, more work is required to investigate the
proposed linear relationship between the wavelet transform energy and the FE strain

energy due to the low number of analysed cases by FE.
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An approximate method is proposed for the evaluation of the impulse and the impulsive
force effective duration. FEA showed that the energy imparted to the structure can be up
to 310 tonne m and an impulse of 286 tonne s based on data from the forward keel gauges.
It was also noted that the impulse decreases to about one fifth of the impulse derived from
the forward keel gauges, when derived from the aft gauges. It was found that values of the
maximum slam force, the slam impulse and the energy imparted to the structure generally

consistent with model test data of Lavroff [132].

The difference in results according to the adopted comparison approach suggests that
quasi-static analysis in general is not the best approach for studying slamming responses as
it does not take into consideration the evolving nature of slamming events and the effect of
transient loading wave propagation through the structure. This results in time delays in
gauge responses from the moment of slamming occurrence. Therefore, FE dynamic
analysis methods are recommended to develop a more complete analysis of the slamming

mechanism.
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5 STRUCTURAL DYNAMIC ANALYSIS OF
NON-LINEAR WAVE LOADS.

51 Introduction

Ships sustain different types of dynamic loading in a seaway which can be classified
according to their change with time as either slowly or rapidly varying loads, Hughes [28].
Of particular interest to large high-speed catamarans, slamming is regarded one of the most
significant impulsive loads that should be analysed using dynamic models. In general,
dynamic analysis is used for the investigation of excessive vibration or noise from ship’s
machinery, validation of analytical models and rational calculation of dynamic loads or

responses that the ship may experience during operation, Pappa et al. [164].

Serious vibration sources in conventional ships often emanate from machinery rather than
sea waves. In a study by Solumsmoen [165], sea wave induced vibration caused
superstructure vibration problems on board in less than 1% of 47 conventional ships.
However, the introduction of water jet propulsion, resilient mount supports of the
superstructure and increased encounter frequency in high-speed catamarans causes the

wave induced vibration to be the dominant source of hull vibrations.

Slamming loads are characterised by a rapid change with time, and accompanying global
structural whipping response and/or local structural damage. In conventional ships, the

whipping period usually occurs in the range of 0.2 to 0.5 s

In Section 4, an attempt to investigate slam loads quasi statically on large high-speed
catamarans suffered shortcomings when comparing simulation results with trials data. The
difference in comparison approaches resulted in a difference of the expected slam load of
up to 48%. Therefore, a dynamic analysis procedure was required to confirm the expected

slam load levels.

5.2 Real eigenvalue analysis

The usual first step in dynamic analysis of ship structures is to define the natural
frequencies and the mode shapes. The natural frequency is defined as the frequency that
the structure vibrates at freely when it undergoes an initial disturbance. Synonyms for

natural frequency can be found in the literature such as fundamental, characteristic, normal
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and resonance frequency. The deformed shape of the structure at a specific natural

frequency is called a “mode shape”.

The solution of the equation of motion for natural frequencies requires a special reduced
form of the general equation of motion in which the damping and applied forces are

neglected so that:

[M{i}+[K{#} =0, (5.1)

where [M] is the generalised mass matrix and [K] is the stiffness matrix. {#} and {#} are

the displacement and acceleration vectors respectively. Assuming a harmonic solution of

the form

{u} ={@}sin ar, (5.2)
where {@} is the eigenvector or mode shape and @is the natural frequency in rad/s. By
substituting into Fquation (5.1) then:
@’ [M]{@}sin @t +[K]{@}sinwr =0, (5.3)

which can be then expressed as:
(K]-@'[M]){g} = 0. 54

If the determinant |([K]—@’[M])|=0, a non-trivial solution ({@} #0) is identified. The

determinant is zero only at discrete eigenvalues of @', that is:

[K—aw’M]{$} =0, i=1,2,3,.. (5.5)

where {@,}is an eigenvector that satisfies F.quation (5.4).

The recommended method in extracting real eigenvalues for medium to large FE models is
the Lanczos method, MSC Software [166], Lanczos [167] and Grimes et al. [168]. The
Lanczos method overcomes the limitations and combines the best features of the other
methods such as Givens, modified Givens and the Housholder methods, MSC Software
[160]. It requires that the mass matrix be positive semi-definite and the stiffness be

symmetric. It does not miss roots and only makes the calculations necessary to find the
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roots requested by the user. Its performance has been continually enhanced since its

introduction in 1950 giving it an established advantage.

5.2.1 Dry modal analysis

Dry modal analysis was performed to investigate the global structural modal behavior
when the structure is vibrating freely in air. Three dominant global modes were identified:
the longitudinal bending mode, the transverse bending mode and lateral torsion mode
(pitch connecting moment). Normal modes analysis (solution sequence 103) was
performed using the PATRAN environment for modelling and setting up the solution
parameters and load cases. Then PATRAN generates an input file to the solver module,

NASTRAN. 200 modes were requested so that all important modes would be calculated.

Modal analysis of large complicated structures results in the identification of both global
and local modes together in the same results file. An effective method to identify the
dominant global modes is to calculate the modal participation factor for each mode,

Schiavello et al. [169], Abbey [170], MSC Software [171] and MSC Software [172]. Because

the calculated eigenvectors in a normal analysis are linearly independent, linear

combinations of eigenvectors can be used to define a rigid body vector, {D}R as follows:

{D}, =[2]{e}, (5.6)

where {€}is a vector of scaling factors for the eigenvectors in [@]. Therefore, by

multiplying Fquation (5.0) by [gZ)]T [M], then:

[0]' [MU{D}, =[4]' [M][¢}{e}
[0]' [MU{D}, =[n]{e},

(5.7)

where []is the diagonal matrix of generalized masses for the normal modes. The term

[¢]T [M ]{D}R is commonly known as the participation factor, {I'} which means that the

participation factor of the i" mode to the rigid body mode is I, = 7€, .

The relationship between the rigid body vector {D} g and the corresponding rigid body

mass, My is:

wy ={D}, [M]{D}, 69
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Using Fquation (5.0), then

M, ={e) [o]' [M][}e} = e} [n]{e). 69

Therefore, the contribution which the i” mode provides to the rigid body mass is £’ .
This is known as the modal effective mass. When the eigenvectors are normalized to the

mass, [¢]T [M][#]=][1], the participation factors and modal effective mass are defined as

g and & respectively. The summation of modal effective mass for all modes should be

equal to the model mass. If the results show that the sum of the modal effective mass is
less than the model mass, it means that insufficient modes were extracted or modelling

errors exist.

In an early stage of analysis, the frequency range 1 to 3.5 Hz was defined in the output
request based on the wavelet transform analysis of the keel gauge signals. It was noticed
that the participation factors and modal effective mass were too small. To check for
modelling errors, the analysis was run without specifying the frequency ranges to extract
the first 200 modes. It was then confirmed that the model was error free with the modal

effective mass being equal to the total model mass.

It was found that the largest participation factors, Appendix L, and modal effective mass,
Appendix M, were for the rigid body modes’ only while all other modes have values less
than 1x10” for participation factors and 1X10"* for modal effective mass. It was also
found that for a certain mode shape, a series of modes at different, but close, frequencies
exist. The dominant mode is identified as the mode having the largest participation factor
among the series under consideration. For example, seven longitudinal bending mode
shapes were found at frequencies of 1.59, 1.69, 3.03, 3.17, 3.26, 3.29 and 3.37 Hz. Table 5.1
shows the participation factor translational components arranged in descending order
according to the vertical component. The last column represents a normalisation of T to
the maximum participation factor in the vertical direction of the list in Table 5.1. The
largest participation factor was associated with mode no 182 at 3.17 Hz. The other bending
modes in comparison to this mode have a negligible effect on the overall rigid body mode
shape due to their small participation factors (less than 1.2% of the dominant mode

participation factor). Iigure 5.1 shows the mode shape at 3.17 Hz. The modal analysis

3 Rigid body modes are those experienced in unconstrained structures where the structure displaces without distortion and
are characterized by zero frequency (or very low frequency due to computation round off).
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showed a one-node bending mode shape at approximately half the frequency of the two-
nodes bending mode. The bending node is located, approximately 25% of the waterline

length from the transom, Figure 5.2.

Similarly, the transverse torsion mode (pitch connecting moment) was found at five
frequencies of 1.54, 1.57, 1.58, 1.595 and 1.604 Hz with the highest participation factor at
1.595 Hz as shown in Table 5.2. The lateral axis around which the side hulls are rotating
(opposite to each other) is located approximately at one third of the water line length,

Figure 5.3. The transverse bending mode occurred only at a frequency of 2.74 Hz, Figure

5.4.

MODE | FREQ.(Hz) T1 T2 T3 normalised PF
182 3.17 4.78E-11 7.64E-12 3.84E-10 1.0000
189 3.26 1.42E-11 1.60E-10 4.50E-12 0.0119
44 1.69 2.61E-12 1.41E-10 4.09E-12 0.0107
196 3.37 3.07E-12 -4.09E-13 -1.22E-13 -0.0003
190 3.29 -4.65E-12 1.01E-12 -3.45E-13 -0.0009
36 1.59 4.60E-14 -5.27E-11 -2.77E-12 -0.0072
173 3.03 9.46E-12 2.15E-11 -2.78E-11 -0.0724

Table 5.1: Modal participation factors for the dry longitudinal bending modes, arranged in
descending order according to the vertical displacement component, T3.

MODE | FREQ.(Hz) T1 T2 T3 normalised PF
37 1.60 527E-12 | -2.02E-10 | 1.01E-11 1.00000
39 1.60 -3.78E-12 | 1.80E-11 3.95E-12 0.39117
34 1.58 -4.94E-12 | 4.05E-11 2.61E-12 0.25793
31 1.54 4.09E-12 | -1.17E-11 | 1.96E-12 0.19363
33 1.57 -7.25E-12 | -2.03E-11 | 7.50E-13 0.07423

Table 5.2: Modal participation factors for the dry transverse torsion modes arranged in
descending order according to the vertical displacement component, T3.

The observed frequencies in the sea trials records showed dominant frequencies of 1.5 and
2.5 Hz (refer to Section 2.3.5). However, it is worthwhile to mention again that each
slamming event excites different modes, close to the dominant frequency. It was also
reported that loading conditions can have a considerable effect on the FE modal frequency
analysis output, Thomas [30]. The FE model load distribution is thought to be very close

to the trials conditions during the run under consideration (Run H1_59). Vibrations in
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water will result in different natural frequencies compared with the dry vibrations due to
the effect of the surrounding fluid in terms of the added mass, which consequently changes
the mass distribution. Therefore, wet modal analysis was performed for which comparison

with signal analysis outcomes is more reasonable than comparison with dry vibrations.

Patran 2008r1 27-Mar-09 12:25:16 00!
Fringe: dry_modal_analysis, Al:Mode 182 : Freq. = 3.1691, Eigenvectors, Translational. Magnitude. (NON-LAYERED) 00
Deform: dry_modal_analysis. Al:Mode 182 : Freq. = 3.1681. Eigenvectors, Translational.

default_Fringe

\g Max 9.44-003 @Nd 24324
Min 8 56-007 @Nd 83433
default_Deformation :

Max 9.44-003 @Nd 24324
Figure 5.1: Dry longitudinal bending mode shape at 3.169 Hz.

Patran 2008r1 27-Mar-09 12:20:47 .00
Fringe: dry_modal_analysis. Al:Mode 44 : Freq. = 1.686. Eigenvectors, Translational. Magnitude. (NON-LAYERED) .00
Deform: dry_modal_analysis. Al:Mode 44 : Freq. = 1.636. Eigenvectors. Translational.

.00
00

default_Fringe
\g Max 6.44-003 @Nd 51453
Min 2.38-005 @Nd 82285

default_Deformation :
Max 6.44-003 @Nd 51453

Figure 5.2: Dry “One node” bending mode shape at 1.69 Hz.
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Patran 2008r1 27-Mar-09 121716 021
Fringe: dry_modal_analysis. Al:Mode 39 : Freq. = 1.6043, Eigenvectors. Translational. Magnitude, (NON-LAYERED) 02
Deform: dry_modal_analysis. A1:Mode 39 : Freq. = 1.6043. Eigenvectors. Translational. o2

021
o1
01
o1
01
01
o1
.00
00
.00
00

00
.00
default_Fringe
\g Max 2 60-002 @Nd 51453
Min 7.02-005 @Nd 44660
default_Deformation :
Max 2.60-002 @Nd 51463

Figure 5.3: Dry lateral torsion moede at 1.604 Hz.

Patran 2008r1 27-Mar-09 11:37:36 01
Fringe: dry_modal_analysis, A1:Mode 168 : Freq. = 27374, Eigenvectors, Translational, Magnitude, (NON-LAYERED) o1
Deform: dry_modal_analysis, Al:Mode 168 : Freq. = 2.7374, Eigenvectors, Translational, o1

on
o1
.00
.00
00
00
.00
00
.00
00
.00

00
.00

default_Fringe :
Max 1.48-002 @Nd 86840
Min B.87-006 @Nd 26735

default_Deformation
Max 1.45-002 @Nd 86840

Figure 5.4: Dry transverse bending mode shape at 2.74 Hz.
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5.2.2 Wet modal analysis

The water surrounding an oscillating body absorbs kinetic energy from the moving body.
The amount of work per unit displacement that is consumed by the driving force in
accelerating the fluid can be visualised as an added mass to the oscillating body, Brennen
[173]. The added mass represents the effective inertia of the water surrounding an
oscillating body. It can be defined as that component of force in phase with the body’s
acceleration and exerted by the hull on the water for a unit amplitude acceleration of the
hull, Thomas [30]. In the case of modal analysis, the added mass can be presented in the
FE model on the form of lumped masses at each frame and therefore, FHquation (5.5) can

be re-written in the form:

[K — @’ M*]{g,} =0, i=1,2,3,... (5.10)

where M*=M +M, with M, and M, being the ship mass and added mass

respectively. The modelling of added mass was investigated by Thomas [30]. Five options
were investigated in terms of the suitable added mass distribution for each frame as

follows:

(a) A single lumped mass at one node on the keel.

(b) Evenly divided lump masses among 7 nodes per frame.

(c) Non-uniformly divided among 7 nodes per frame following a cosine distribution.

(d) Non-uniformly distributed among 7 nodes per frame following a squared cosine

distribution.

(e) Non-uniformly distributed among 7 nodes per frame following the exact hydrodynamic

calculation model.

It was found that the difference in calculated modal frequency between the single lumped
mass option and the exact calculations was only 0.3%. Thus, the single mass per frame
representation was applied in the current study. The added mass was calculated based on
the boundary element method in which straight panels were fitted to the oscillating surface
and a lid is employed over the interior free surface of the body so that the problem of

irregular frequencies can be eliminated, Doctors [174] and Holloway [11]. The calculated
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added mass at the design waterline was approximately 71% of the ship’s mass and

therefore the mass term in the equation of motion sums to 3157 tonnes.

Similar to dry modal analysis, the wet modal analysis of the vessel showed three main mode
shapes: transverse bending, lateral torsion (PCM) and longitudinal bending. Twelve
longitudinal bending modes were identified in the range of 1.98 to 2.67 Hz as shown in
Table 53. The first two modes that have the highest participation factors were
characterised by a one-node bending mode shape, however, they were contaminated by
transverse bending towards the stern. The dominant mode was identified at a frequency of
2.51 Hz, IMigure 5.5. The other identified modes were characterised by two-node bending
mode shape except for two modes at 2.53 and 2.54 Hz with one-node bending shape. The
first wet longitudinal bending mode with two-node shape was the third in the list and was

identified at 2.48 Hz as shown in Iigure 5.0.

MODE |FREQ. (Hz) T1 T2 T3 normalised PF
128 2.51 -3.48E-08 445E-07 | 3.71E-07 1.000000
126 2.49 -6.20E-08 3.37E-07 1.58E-07 0.426044
123 2.48 1.74E-08 -1.00E-07 | 1.51E-08 0.040633
132 2.54 6.14E-10 1.41E-08 1.39E-08 0.037350
141 2.60 -5.52E-11 -1.03E-09 | 1.02E-09 0.002738
130 2.53 -5.32E-09 -6.29E-09 | 8.23E-10 0.002218
142 2.63 2.07E-10 3.560E-11 4.97E-11 0.000134
104 2.07 8.44E-12 2.56E-12 | 8.33E-12 0.000022
106 2.10 1.04E-11 1.57E-12 | 7.92E-12 0.000021
148 2.67 -5.63E-11 1.26E-11 5.74E-12 0.000015
94 1.98 791E-12 3.50E-13 | 5.71E-12 0.000015
111 2.23 -1.15E-11 2.92E-13 | 4.24E-12 0.000011

Table 5.3: Modal participation factors for the wet longitudinal bending modes, arranged in
descending order according to the vertical displacement component, Ts3.

Eight modes were identified as transverse bending in the range of 1.62 to 1.74 Hz. The
dominant natural frequency was recognized based on the largest participation factor to be
the mode at 1.742 Hz as shown in Figure 5.7. The vessel did not show as many lateral
torsion modes as in the dry cases. Only two modes were identified at 1.101 and 1.135 Hz.
The dominant mode was chosen at 1.135 Hz because it has a higher participation factor,
Figure 5.8. The effective modal mass in the output report was checked and found to be

equal to the ship’s mass plus the added mass of the surrounding water.
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Figure 5.5: Dominant wet longitudinal bending mode shape at 2.51 Hz.
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Figure 5.6: Two-nodes wet longitudinal bending mode shape at 2.48 Hz.
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Figure 5.7: Dominant wet transverse bending mode shape at 1.74 Hz.
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Figure 5.8: Dominant wet lateral torsion mode shape at 1.135 Hz.

Wavelet transform analysis of trials has shown dominant frequencies around 1.5 and 2.5
Hz. It was thought that the frequency of 1.5 Hz corresponds to the lateral torsion modes
due to variation of sea direction from 157.5° to 202.5°. The FE modal analysis has shown
that lateral torsion occurs at a lower frequency which was not found from sea trials
analysis. This indicates that the direction margins of the encountered waves have a very
limited effect on the loading phase between the port and starboard hulls and that, in
general, there is a good match between FE and wavelet transform analyses. It can also be

concluded that the longitudinal bending (either one or two-node bending shapes) and
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transverse bending are the dominant encountered modes during the sea trials under

consideration.

Dry modal analysis should not be considered as a reliable tool for prediction of the natural
frequencies of the ship’s structure. The differences in natural frequencies for the three

identified modes are summarized in Table 5.4.

Sea trials Difference
Dry analysis Wet analysis
Mode (Hz) between wet and
(Hz) (Hz)

dry analyses
Longl. Bending 3.17 2.51 2.5 +26.3%
Trans. Bending 2.74 1.74 1.5 +57.5%
Lateral torsion 1.604 1.135 - +41.3%

Table 5.4: Difference between dominant frequencies, in Hz, in dry and wet modal
analysis.
By comparing the predicted wet natural frequencies with the values derived from sea trials
analysis by the wavelet transform, it was found in general, that the FEA procedure
correlates closely with sea trials analysis. However, FEA over predicted the first transverse
bending mode by 14.6% whilst the first longitudinal bending mode was predicted exactly.
It thus appears that the as-built structure is not as stiff (in the transverse direction) as
represented in the FE model. The lateral torsion mode was not checked as it did not

appear in the head seas conditions of the available sea trials data.

5.3 Direct transient response analysis
In the direct transient response analysis, the structural response is calculated by solving a
set of coupled equations using direct numerical integration. The equation of motion in

matrix form can be expressed as, MSC Software [171]:

[M{ii(2) } +[BI{a(2) } + [K]{u(2) } = {P(7)}, (5.11)
where [M], [B], [K] and {P(#)} are the mass, damping, stiffness and load matrices

respectively. The structural displacement is solved at discrete (usually fixed) time steps, Az .
The velocity and acceleration are represented using a central finite difference approach as

follows:

261



. 1
{”ﬂ} :Z_Al‘{%m—l _%n—l}
.. 1
{”ﬂ} :F{%n+l _2”)1 +%n—l}>

(5.12)

where n is a reference to the time step. By averaging the applied force over the three

adjacent time points #»—1,7,7+1, the equation of motion becomes:

M B
[E:‘ (%n+1 - 2%71 + ", ) + |:2_AZL:| (”ﬂ+l - ”ﬂ—l)
(5.13)
K 1
+[§:|(”ﬂ+l +”ﬂ +”n—1) :g(Pﬂ+l +Z)ﬂ +Pﬂ—l)'
Collecting terms, the equation of motion can be rewritten as:
[ A H#, ) = [ A+ [ A W S+ [ A, (5.14)
where:
SREEIRY
YolA2 2Ar 3

[2M K
A= —-=
L] | A 3}

[ M B K
Al=|——+—-=
LA | A 2As 3}

Matrix [A,]is termed the dynamic matrix, and [A,] is the applied force (averaged over

three adjacent time points).

The transient solution is obtained by decomposing the dynamic matrix and applying to the
right hand side of Fquation (5.14). In this form, the solution behaves like a succession of
static solutions with each time step performing a forward-backward substitution on a new
load. The transient response is then achieved by modifying the applied force matrix with

the [A,] and [A,] terms.
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5.3.1 Difficulties associated with full dynamic analysis

Pressure measurements have shown that the pressure field on the centre bow and the cross
deck structure vary both spatially and temporally. The application of dynamic loads in
PATRAN/NASTRAN requites the input of loads and their cotresponding time history.
As discussed previously, hydrodynamic loads are modelled as nodal loads. In the case of
the underlying wave loads, it was assumed that the sectional load will be evenly divided
among three nodes at each frame below the waterline. For a total of 76 frames, 76 time
histories should be prepared and input to PATRAN. The loads that can be included in the

analysis are:
(a) The underlying global wave loads.

(b) The inertia loads (including gravity) where trials time histories for translational and
rotational accelerations can be input to PATRAN as non spatial fields (time dependent

fields).

(c) The lift loads of the ride control system foil and the corresponding time history during

the solution petiod.
(c) Slamming loads (as nodal loads) with appropriate temporal fields.

The most challenging task is the application of slamming loads due to their different spatial
distribution at each time step and the large number of nodes upon which the slam load
acts. It is desirable to increase the number of slam application nodes so that local effects
from large forces are avoided. In the case when the slam loading is applied on the nodes
that correspond to the location of the pressure measurement, 84 load time history files
would have to be prepared and 168 file load combinations (port and starboard). If the
underlying wave loads are to be modelled dynamically, 76 Frames X3 nodesX2 port and
starboard, i.e. 456 file combinations for hydrostatic loading should also be prepared. Inertia

loads are the easiest to apply as they are applied to all elements by default.

In addition to the above mentioned loads, the added mass cannot be dealt with in the same
manner as in the wet modal analysis. If the added mass is included in the form of lumped
masses, it will be incorrectly affected by gravity. A more appropriate approach is to
calculate the sectional translational acceleration and the sectional added mass according to

the corresponding immersion. Then the added mass can be considered as another load that
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is equal to the product of these two quantities at each section. This would require another

4506 file combinations for spatial and temporal load description.

For practical purposes, the quasi static wave load will be considered without spatial
variation and a time dependent field will be associated with this force field so that all the
nodal forces will have the same temporal behaviour at all locations. The severest
experienced slam at the instant 856.14 s, Figure 5.9 (a), in the available run was considered.
Quasi-static analysis of slam loads (Section 4.6.5) has shown that a difference of 48% in the
load magnitude can arise based on the comparison method between trials and finite
element modelling results. By comparison, when the peak strains were considered,
irrespective of the small time differences in occurrences of those peaks, the quasi-static
slam was found to be around 3137 tonnes. The slam load magnitude was further reduced
to 2241 tonnes when simultaneous strains were considered at the instant of the maximum
bow vertical acceleration. The transient dynamic analysis hereafter is performed to
investigate the actual slam load magnitude, recognising that the quasi-static analyses are, at

best, approximate.

5.3.2 Dynamic loading model
The loading model comprised the following loads:

(a) The underlying global wave loads:

These loads were the hydrostatic loading. Ideally, these loads can be presented as time
varying loads through a lengthy process of assigning a load time history for each nodal load
as discussed earlier. However, the underlying wave loads were assumed to act statically
during the solution (no change with time) and were chosen to be the underlying wave loads

at the instant of the maximum bow vertical acceleration.
(b) Motion control forces:

These loads were applied at a single node located at the centre of the motion control
system foil and connected to the model by MPCs. Sea trials data supplied the foil and its
flap angles which were used to calculate the lift force at each time step. This information
was input to the FE model in the form of a unit nodal force at the specified node and a
time history field representing the time history of the lift force. The lift load at any instant
is equal to the product of the unit force and time history fields. Drag forces were ignored

as the case for all axial forces (thrust and resistance drag).

264



(c) Gravity load:

Gravity loads were input to the FE model in the form of spatial inertial load with 1g

acceleration.
(d) Inertia loads:

These are the inertia loads due to the ship motion acceleration both in the translational and
rotational directions. The time history for the translational acceleration of the centre of
gravity was extracted from sea trials during the solution period. The extracted time history
was expressed in g. Hence a vertical acceleration component of 1g was added as an inertial
force field that is subject to time dependent field expressed as the centre of gravity vertical
acceleration record. The product of the two fields gives the translational inertia forces at

each time step.

This process was repeated for the rotational inertia loads: the rotational acceleration was
calculated based on a rigid body assumption and the time history of the angular
acceleration was extracted from the vertical components of the acceleration at the centre of

gravity and the centre bow.
(e) Slam load:

The spatial distribution of slam loads was based on the results of the quasi-static analysis in
terms of the longitudinal location, distribution and magnitude (refer to Section 4.6.3). The
time history was based on that of the bow vertical acceleration, starting from the standard
deviation of the complete acceleration to the peak acceleration point and then reducing
acceleration interval to the standard deviation level. The time history and the load

magnitude were then altered accordingly until a satisfactory match with trials was achieved.
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Figure 5.9: Severest slam in head seas, (a) time history of strain gauge T1_6, keel, Fr 46

and (b) its wavelet transform.
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Figure 5.10: “Double impact” time history for slam at 856.14 s.

Unrealistically, high amplitude whipping was obtained when the bow vertical acceleration
time history was implemented as described above. To reduce these amplitudes two
possible actions would be taken. First, by increasing the damping, which is not applicable
in this case because the wavelet transform analysis has verified the damping from the trials
data. Second, by changing the time history so that it has a longer duration, which permits
the load itself to perform as a damper to subsequent high amplitude whipping. The
decreasing load slope was kept constant and the full load was allowed to last for 0.13 s.
Lower whipping amplitudes were achieved as will be discussed later in Section 5.4.
However, it was noticed that the whipping response of the slam under consideration did
not decrease exponentially, Figure 5.9 (a). Instead, the second peak at 857.17 s after the
main slam peak at 856.26 s seems to have more energy than the peak in between. These
results suggested that there was a hidden impact (other than the main impact) in the same
slamming event. The wavelet transform of this slamming event, igure 5.9 (b), emphasizes
this assumption by showing two consecutive wavelet energy concentrations corresponding
to the above mentioned peaks. Therefore, the time history was modified to include a
second peak proportionally scaled from the main slam time history according to the strain

ratio between the first and the third peak which is approximately 45%, IMigure 5.10.

5.3.3 Damping
Damping is a mathematical approximation used to represent the energy dissipation
observed in structures and is very difficult to determine theoretically, Bishop et al. [27].

Damping is difficult to model accurately since it is caused by many mechanisms including
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(a) Viscous effects (e.g. dashpot, shock absorber);

(b) External friction (e.g. slippage in structural joints);
(c) Internal friction (characteristic of the material type);
(d) Structural nonlinearities (e.g. plasticity, gaps).

Because these effects are difficult to quantify, damping values are often determined
empirically based on the results of a dynamic test. Simple approximations are often

justified because the damping values are low, MSC Software [171].

5.3.3.1  Viscous and Structural Damping.

Two types of damping are generally used for linear-elastic materials: viscous and structural.
The viscous damping force is proportional to velocity, and the structural damping force is
proportional to displacement. The applicable type of damping depends on the physics of
the energy dissipation mechanism(s) and is sometimes dictated by regulatory standards.

The viscous damping force, f,,is proportional to velocity and is given by:

f, =bu, (5.15)

where 4 is the viscous damping coefficient and # is the velocity. The structural damping

force, f,,is proportional to displacement and is given by

1, =i.G.ku, (5.16)

where G is the structural damping coefficient, &£, # are the stiffness and the displacement

and 7/ =+/—1 is representing a phase shift of 90°.

For a sinusoidal displacement response of constant amplitude, the structural damping force
amplitude is constant (with respect to the forcing frequency), and the viscous damping
force is proportional to the forcing frequency. Figure 5.11 depicts this and also shows that
for constant amplitude sinusoidal motion the two damping forces are equal at a single

frequency. At this frequency

Gk = bw*, (5.17)
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where @* is the frequency at which the structural and viscous damping forces are equal
for a constant amplitude of sinusoidal motion. If the frequency @* is the natural

frequency, Equation (5.17) becomes:
b=Gr/w,=Ga,m. (5.18)
Recalling the definition of the critical damping:

b, =2\ km =2ma@,. (5.19)

Some equalities that are true at resonance @), for constant amplitude sinusoidal

displacement are

i—g—g (5.20)
b, 2’ '
and
1 1
=—=— 5.21
o % G (5.21)

where (O is the quality or dynamic magnification factor, which is inversely proportional to

the energy dissipated per cycle of vibration.

“Wiscous Damping _
f, = bu = ibou
L Structural Damping
7 g S, = i Gku

. /

Damping Force f

Forcing Frequency

Figure 5.11: Structural damping and viscous damping forces for constant amplitude
sinusoidal displacement, MSC Software [166].
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5.3.3.2  The Effect of Damping.

Damping is the result of many complicated mechanisms. The effect of damping on
computed response depends on the type and loading duration of the dynamic analysis.
Damping can often be ignored for short duration loadings, such as those resulting from a
crash impulse or a shock blast, because the structure reaches its peak response before
significant energy has had time to dissipate. Damping is important for long duration
loadings (such as earthquakes), and is critical for loadings (such as rotating machinery) that
continually add energy to the structure. The proper specification of the damping
coefficients can be obtained from structural tests or from published literature that provides
damping values for structures similar to the structure under consideration. Certain solution
methods allow specific forms of damping to be defined. The type of damping used in the
analysis is controlled by both the solution being performed and the MSC.Nastran data
entries. In direct transient response analysis, for example, structural damping must be

converted to equivalent viscous damping.

Three data entries concerned with damping are required to perform direct transient

response analysis:

(a) G: Overall structural damping = 2 X critical damping coefficient; ¢ .

(b) @,: Frequency of interest in rad/s for the conversion of overall structural damping to

equivalent viscous damping.

(c) @,: Frequency of interest in rad/s for conversion of element structural damping to
equivalent viscous damping, which represents the isolated element damping, i.e. when
there are elements constructed from other materials. In this case the structural damping of

the other material is entered in the material properties card. @), is equal to or greater than

@; .

Transient response analysis does not permit the use of complex coefficients. Therefore,
structural damping is included as an equivalent viscous damping. To appreciate the impact
of this on the solution, a relation between structural damping and equivalent viscous
damping must be defined. This relation is attainable if the response is dominated by a

single known frequency.
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For example, from wavelet analysis, the damping ratio ¢ varies between 0.017 and 0.055
according to the experienced slam. For the slam under consideration at the instant 856.14
s, ¢ =0.027, then G =2x0.027=0.054. The natural frequency during this slam was at
2.24 Hz, therefore, @y =27x223=14.01 rad/s. There was no need to specify an @, for
specific element damping characteristics as the whole ship was constructed in Aluminium.
Steel elements (vertical cross bracing) have close damping properties to Aluminium,
Adams et al. [155]. In terms of structural strain energy, fittings and furnishings are

considered to be negligibly small in effect.

5.4 Results
Good agreement was achieved between FE dynamic analysis and trials data for all gauges
except for the forward keel gauges, IMigure 5.12 to Figure 5.15. The same was reported in

the quasi-static analysis (Section 4.5).
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Figure 5.12: Full scale trials structural response and FE dynamic analysis response for

strain gauge T1_5, keel centre girder, Fr 25.

It was also noted that the difference between the port and starboard trials strains can reach
up to 20% which explains the reported differences in Table 5.5 for gauges T1_5 and T1_8,
keel centre girder, Fr 25. The dynamic analysis showed that the actual load magnitude is
about 2274 tonnes which is about 72.5% of the quasi-static load. Table 5.5 summarises the
differences between the full-scale structural response and the FE dynamic analysis for the

listed strain gauges.
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Figure 5.13: Full scale trials structural response and FE-dynamic analysis response for
strain gauge T1_6, keel centre.girder, Fr 46.

Trials max. FE max. axial
Strain gauge location Difference %oage
strain (u strain) strain (W strain)
Keel CG, Fr 25 Port 753.7 796.7 -2.1
Keel CG, Fr 25 SB 834.1 629.6 24.5
Keel CG, Fr 46 Port 1037 959.6 7.5
Keel CG, Fr 46 SB 1124 1031 83
Keel CG, Fr 61 Port 282.1 102.2 63.8
Keel CG, Fr 61 SB 234.3 144.9 38.2
Vert steel post, Fr 62 Port -511.8 -470 8.2
Vert. steel post, Fr 62 SB -568.9 -614.23 -8.0

Table’5.5: Difference between maximum trials strains and FE dynamic analysis maximum
strains.

An 8% difference was reported for the vertical steel post. However, at this location, the
response frequency seems to be far from the full scale response frequency, Figure 5.15.
Possible reasons could be that local responses at other frequencies affect the records of

these gauges. It was noted that the vertical steel post full scale response is characterised by
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a higher frequency response of 6 Hz which is apparent in the wavelet transform of the
gauge signal during this slamming event, as shown in Figure 5.16. As mentioned earlier,
transient dynamic analysis is optimal when there is known dominant response frequency at
which the structural damping is presented as equivalent viscous damping. At other
frequencies, damping values will be different resulting in solutions at other points of
equivalence which are not realistic and would give responses that are different in

magnitude and/or frequency.
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Figure 5.14: Full scale trials structural response and FE dynamic analysis response for

strain gauge T1_7, keel centre girder, Fr 61.
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Figure 5.15: Full scale trials structural response and FE dynamic analysis response for
strain gauge T2_2, forward vertical steel post, Fr 62.
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Similarly, the solution for the forward keel gauges at Fr 61 deviated significantly from the
trials values, Iigure 5.14. Possible reasons could be that local excitations at other

frequencies affect the response of these gauges.

5.5 Conclusions

FE normal modes analysis was used to estimate the natural frequency of the ship structure
for dry and wet conditions. Both dry and wet analyses resulted in a series of frequencies for
each mode shape. The dominant frequency was chosen according to the largest
participation factor output as calculated by the FE solver. Dry normal modes analysis was
found to overestimate modal frequencies by 26.3% for the first longitudinal mode, 57.5%

for the first transverse bending mode and 41.3% for the lateral torsion mode.

Fluid structure interaction was accounted for in terms of the surrounding fluid added mass.
It was found that the added mass is approximately 73% of the ship’s mass at the load
waterline. The added mass was applied as lumped masses at a single node per frame. The
wet mode natural frequencies were checked against sea trials and good correlation was
found especially for the first longitudinal bending mode. However, FEA procedure has
overestimated the transverse bending mode frequency by 14.6%. The lateral torsional
mode was found to occur at 1.135 Hz but it was not possible to identify this mode in the

head seas condition trial data.

Dynamic analysis procedure was applied as a tool to investigate the global dynamic
structural response of large high-speed wave piercing catamarans with centre bow
configuration. An important parameter in carrying out such analysis is the overall structural
damping characteristics of the hull. Direct transient dynamic analysis is valid only at one

frequency component which is the dominant frequency of the vibrating structure.

Full description of dynamic loadings, in terms of their spatial and temporal behaviour, is a
very lengthy process and is considered as inappropriate for practical design purposes. The
underlying wave loads were assumed to be static during the transient solution period while
all other loadings (inertia and slamming) were considered to change with time. The spatial
distribution of slamming loads was assumed to be constant. Although the actual time
history is different for each nodal load, the same slamming load time history was assumed
to apply for all nodal forces of the slamming load in order to simplify the loading input

data required.
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The form of the loading time history was based initially on the bow vertical acceleration
time history starting from the standard deviation of the complete acceleration to the peak
point and then the acceleration reduction interval to the standard deviation level. It was
found that this time history resulted in very good match during the load rise time with a
small influence on the first peak but with a relatively high peak value of the subsequent
oscillations. This was resolved by applying a second loading impulse on the basis of
wavelet analysis of the slamming event under consideration. Also, the maximum force
duration was increased to 0.13 s whilst the reduction slope was kept the same. Typical time
history durations of 1.35 seconds were used. When formulating a time history, care should
be taken to consider the nature of the impact in terms of the number of impacts included
in a single slamming event. This can be explored effectively by the wavelet transform of

the trials record.

Dynamic simulation results were found to be sensitive to local frequency responses if
different from the global response frequency. The reason behind this relates to the
problem setup in the transient dynamic analysis procedure where constant amplitude
sinusoidal motion is assumed so that structural and viscous damping can be calculated at
the global natural frequency. The tesponse frequency and/or the response magnitude may

be affected, as was the case for the vertical steel post.

Overall, there was good agreement between the strain time histories of the FE dynamic
analysis and the trials data. The maximum slam force was found to be 2274 tonnes, a result
not very different from that obtained on the basis of a quasi-static analysis when the
simultaneous trials strains with maximum bow vertical acceleration formed the basis of
comparison with computed strains, Section 4.6.5. The results showed that slam events can
include more than one loading impulse and that multiple impulse loadings need to be used
in the FEA if good agreement between measured and predicted whipping is to be obtained

in these cases.
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Figure 5.16: High frequency response of the vertical steel post during full scale trials at 6



6 CONCLUSIONS

6.1  Outcomes of the present investigation
This investigation has examined the slamming characteristics of Hull 061 (HSV-2 SWIFT)
during sea trials conducted by the US Navy. The key novel achievements in the current

work are:

(a) Introduction of new trials interpretation technique instead of the conventional

calibration factors technique.

(b) The introduction of wavelet transform as a new signal analysis to investigate the ship

structural performance during sea trials.

(c) Hydrodynamic pressure measurements on the centre bow and wet deck structure in

regular waves.

(d) Introduction of the “reverse engineering” technique in prediction of the linear and non-

linear wave loads using the capabilities of finite element analysis and sea trials data.

The wavelet transform was assessed and the results showed this transform to be an
effective tool in slamming analysis. It is more effective than conventional slamming
spectral analysis using Fourier and windowed Fourier transforms. It was found that the
most appropriate mother wavelet for the current application is the Morlet wavelet for
slamming identification and modal parameters analysis; with high time resolution to
investigate the slamming occurrence and high frequency resolution to investigate the modal
parameters. Slamming identification in terms of time of occurrence was defined accurately.
Modal parameters, natural frequency and damping, were successfully identified and it was
found that the signal can show more than one spectral component. The dominant modes
in head seas are longitudinal bending ranging between 1.97 and 2.67 Hz and transverse
bending occurring at frequencies ranging between 1.34 and 1.7 Hz. Slamming events
occurred at threshold values of relative bow velocity of 1.58 m/s and 0.355° of bow down

trim (only occurring during bow down motion).

Slamming tests of the 2.5 m model showed that backbone elastic link stiffness had a
minimal effect on measured peak pressures and centre bow vertical acceleration. However,
the elastic backbone configuration showed evidence of higher frequency components

between the main impacts, as identified by the wavelet transform. Two dominant
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frequencies existed at 7 and 14 Hz. The whipping vibration at 14 Hz was much weaker in
the rigid segment link configuration and was not easily identifiable in the time domain. It
was concluded that whipping vibrations at 14 Hz were virtually absent in the rigid link

configuration but were strong in the elastic link configuration.

Pressure was mapped, using the 2.5 m model, under the wet deck and the centre bow at 84
locations. The lateral pressure distribution shape could be well described by an exponential
function. The measured pressure in the longitudinal direction was used to map the time
development of the pressure distribution. The model tests showed that the pressure
distributions tends to move aft in the longitudinal direction and have decreased maximum
pressute at high speed (38 knots, 2.89 m/s model speed), for wave heights of 60 and 90
mm (sea states 3 and 4). At lower speed (20 knots, 1.53 m/s model speed), the pressure
distribution does not move either forward or aft and has its centre of pressure
approximately three frame spacings ahead of the aft centre bow truncation which
corresponds to about 87.5% of the LWL from the vessel transom and 16.2 % of the centre

bow length from the centre bow transom.

The use of finite element modelling as a practical technique to predict global wave loadings
through the comparison of numerical analysis strains with those measured during sea trials
at the strain gauge locations was validated and was found appropriate to predict normal
wave loading as well as slam loads. Conventional analysis using calibration factor
transformations was found to be inappropriate for slam load predictions. A novel
procedure was applied in which the buoyancy was calculated based on actual wave profile
The observed ship motions during trials were applied in the FE modelling. The wave
profile was approximated by applying a Fast Fourier Transform on an appropriate time
window of the wave height signal. The window time length of L/U past the instant under
consideration plus 1 second ahead was regarded as sufficient to guarantee that the
encounter wave train travelled at least one ship length. Trials data can be used to predict
the actual ship position relative to the actual wave profile and hence the actual hydrostatic
forces due to the instantaneous waterline. Hydrodynamic forces as expressed in traditional
strip theory method in the form of added mass and damping were found to have negligible

effect on the overall analysis.

The finite element model of the HSV-2 Swift showed that the laminate modelling
technique for stiffened plates is not appropriate when strains at certain locations are to be

compared with trial measurements. That is because the laminate technique gives only the
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overall strain level and not the local distribution of strain at a defined location. Changing
the structure modelling around the strain gauge locations to plate elements which are
stiffened with beam elements was sufficient to obtain a good strain distribution. Since
some ship system weights were not included in the model, the loading condition was

adjusted so that the final displacement of the ship was the same as for the trials.

The root mean square (RMS) of the trial strains and of the finite element analysis revealed
a correlation of 95% in near-head seas in normal wave conditions (no slamming). When
the heading is not close to head seas, the correlation coefficient approached 81%. In
general terms, the method has verified the suitability of using finite element analysis for
comparing trials strains to those of numerical modelling on the basis of the loads

corresponding to the measured water surface profile.

The procedure developed to investigate slamming quasi-statically is as follows. Realistic
load distributions were based on pressure measurements during model tests. Comparison
of trials and FE strains based on two approaches was suggested. The first considered the
peak trials strains during the event irrespective of their time deviations from the instant of
slam occurrence. The second considered the simultaneous strain values at the instant of
slam occurrence irrespective of the maximum strain response during the event. The results
showed larger calculated slam loads by 48% in the severest event when using the peak
values. This difference decreased for smaller slams down to 14%. These results suggest
that quasi-static analysis is not the best approach to study slamming responses as it does
not take into consideration the evolving nature of slamming events and the effect of
transient loading wave propagation through the structure. Therefore, FE dynamic analysis
methods are recommended to develop a more accurate analysis of the slamming
mechanism and more accurate evaluation of maximum slam loads. FEA showed that the
energy imparted to the structure can be up to 310 tonne m and an impulse of up to 286
tonne. s based on the forward keel gauges and the simultaneous approach of comparison
with trials. It was found that values of the maximum slam force, the slam impulse and the
energy imparted to the structure were generally consistent with model test data of Lavroff

[132].

The FE normal modes analysis for dry and wet conditions resulted in a series of
frequencies for each general mode shape. The dominant frequency was chosen according
to the largest participation factor as calculated by the FE solver. Dry normal modes

analysis was found to overestimate all the modal frequencies by: 26.3% for the first
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longitudinal mode, 57.5% for the first transverse bending mode and 41.3% for the lateral
torsion mode. This was due to the absence of the effect of the added mass. It was found
that the added mass (calculated at the whipping frequency) is approximately 73% of the
ship’s mass at the load watetline. The added mass was applied as lumped masses at a single
node per frame. The wet mode natural frequencies gave good correlation with trials,
especially for the first longitudinal bending mode. However, the FE procedure
overestimated the transverse bending mode frequency by 14.6%. The lateral torsional
mode was found to occur at 1.135 Hz but it was not possible to identify this mode in the

head seas condition trial data.

FE transient dynamic analysis was conducted to investigate the dynamic structural
response. An important parameter in carrying out such analysis is the overall structural
damping characteristics of the hull which was determined based on the results of the
wavelet transform of the full scale trials strain gauge records. The underlying wave loads
were assumed to be static during the transient solution period while all other loadings
(inertia and slamming) were considered to change with time. The spatial distribution of
slamming loads was assumed to be constant and a similar slamming load time history was

assumed to apply for all nodal forces in order to simplify the loading input data required.

The form of the loading time history was based on the bow vertical acceleration time
history. It was found that this time history provided a very good approximation during the
load rise time. A relatively high peak value of the subsequent oscillations was resolved by
applying a second loading impulse on the basis of wavelet analysis of the slamming event
under consideration which suggested that the slam comprised two impacts. The maximum
force duration was increased to 0.13 s whilst overall slam durations of 2.1 seconds were
used. In general, there was good agreement between strain time histories of the FE
dynamic analysis and the trials data. The maximum slam force, found from matching of
trials and FEA, was 2274 tonnes, a result not very different from that obtained on the basis
of a simultaneous quasi-static analysis. The results showed that slam events can include
more than one loading impulse and that, if this is the case, multiple impulse loadings need
to be used in the FEA if good agreement between measured and predicted whipping is to

be obtained.

6.2 Recommendations for future work
Wavelet analysis has been found to be an effective tool for analysing non-stationary signals

with transients. However, the procedure used in this study depends on visual examination
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of the wavelet spectrum maps in conjunction with the time histories. The process needs to

be made more efficient by automating the slamming identification procedure.

In the experimental work, it was noticed during model testing in regular waves that the first
two impacts (during the initial development of waves from calm water) are always much
higher than the impacts during steady wave encounters. The same was observed in sea
trials when the ship, in most cases, experiences a high slam after a gradual increase of wave
height. This phenomenon needs to be investigated in more detail. Careful examination of
the generated wave trains showed that the waves generated for the model tests were not
always exactly similar in wave amplitude. This is believed to be the reason behind the
inconsistent pressure measurements during each wave encounter. A change of wave
amplitude will affect the angle of impact between the wave surface and the hull which in
turn affects the measured pressures. The wave generation mechanism of the AMC towing
tank needs to be reviewed and assessed. Regarding the instrumentation, it was noticed that
the carriage system electromagnetic fields have some effect on the pressure transducer
output signals in terms of random spikes. This was overcome by using wavelet de-noising

techniques. However, the noise source is in need of identification.

During severe slams, the slam might be influenced by entrapped air at the arch top. The
effect of these air pockets on measured pressures is not fully understood and needs to be
investigated. In this regard, a technique is required to differentiate between aerated and

non-aerated impacts.

The proposed procedure to predict the ship immersion, based on Fourier decomposition,
has led to satisfactory results. However, it would be beneficial to validate this approach at
the model scale by measuring the wave height at several locations along the model and
comparing it with the predicted wave profile using a bow wave probe and the suggested

decomposition technique.

The FE modelling technique used by Incat is not time efficient and the laminate modelling
technique failed to predict the exact strain distribution in plating, which was necessary for
the current application. Modelling of slam loads as a complementary load to the underlying
wave loads was used in this study. Another possible technique would be to use the
NASTRAN solver capabilities of solving fluid structure interaction in the sub-module
MSC DYTRAN. In this case, the problem is set up by modelling two Eulerian domains of

water and air and the normal modelling of the ship structure. The three meshes act
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interactively through iterative solution with continuous change of boundary conditions for
each domain. The technique is used for liquid sloshing in tanks and could be explored in
the slamming problem. Direct transient dynamic analysis has led to satisfactory results.
However, the solution could be improved if modelling the slam load spatial and temporal
development can be automated. This could be achieved using the PCL functions (the
programming language in PATRAN) to generate input files (nodal force file and
corresponding time history file) for each specified node. The data can be a table for nodal
loads at specified locations. Each time step of the solution time could have its
corresponding table of nodal loads. Then the time history for each node can be extracted

and input to the FE model automatically.

The procedure adopted for dynamic analysis using FE showed that each individual gauge
simulated response was affected by the chosen frequency at which the analysis was
performed as well as the structural damping. The analysis returned weak correlation in
gauges located away from amidships. As this dynamic analysis was based on one dominant
frequency and the damping characteristics of the hull, it was not surprising to see these
differences away from amidships. The dominant frequency chosen for this analysis was the
two-node longitudinal bending vibration mode. In the vicinity of midship, this vibration
model will have the largest vibration amplitude (anti-node) and three node vibration
models will be almost zero in the vicinity of midship (being close to a node). So the
dynamic response will be predominantly from the two-node vibration mode. However,
moving away from midship (aft and forward), vibration contribution may come from 2-, 3-
and higher-node longitudinal bending vibration modes as well as other vibration modes. If
a location where two-node vibration mode has a node typically 28% of ship’s length from
cither ends) is selected, the slamming response in that location should have been
dominated by the three —node vibration frequency. Thus, I believe, by selecting this
frequency and the appropriate damping value, a very close match could be obtained. The
effect of multiple frequencies (different modes of vibration) needs to be investigated in

more depth in terms of the application of structure and viscous damping,
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Appendix A: Hull 061 specifications

Length overall

97.22m (318'11")

Length waterline (Design WL 3.950m AB)

92.40m (301'9") FP Frame 77

Beam overall (excluding fenders)

26.60m (87'3")

Hull beam

4.500m (14'8")

Hull centreline to vessel centreline

10.834m (35'54")

Draft fully loaded (fwd)

3.436m (11'37)

Draft fully loaded (aft)

3.436m (11'3")

Short range fuel capacity (approximately)

2 x 189,306 litres (2 x 49976.7
US Gallons)

Long range fuel capacity (approximately)

2 x 213,189 litres (2 x 56281.8
US Gallons)

Helo. Storage tanks

2 x 39500 litres (2 x 10428 US
Gallons)

Helo. Storage service tank

1 x 7900 litres (2085.6 US
Gallons)

Emergency genset fuel capacity (approximately)

2 x 1180 litres (2 x 311.5 USG.)

Fresh water capacity

2 x 6650 litres GRP tanks
(1755.6 US Gallons)

Desalignator (Water maker)

2 x 13,300 litres\day (3511.2 US
Gallons\Day)

Sewage \ sullage capacity

2 x 4800 litre (1267.2 US
Gallons) GRP tanks

Lubricating oil storage capacity

2 x 1616 litres ( 2 x 426.6 US
Gallons)

Fresh water coolant capacity (Main Engine each)

1500 litres (396US Gallons)

Fresh water coolant capacity (Generator) each

50 litres (13.2 US Gallons)

Oily water \ waste il storage capacity

2 x 1500 litres (396 US Gallons)

RIMS Aft hydraulics including - ride control, inner and outer jet,

capstan, davit, ramp & crane

2 x 520 litres (137.2 US Gallons)

Aft hydraulic reserve tank

2 x 150 litres (39.6) US Gallons)

RIMS Forward capstans, anchor winch & bow foil hydraulics

1 x 600 litres (158.4 US Galions)

Maximum permitted displacement

1800 tonnes

Lightship displacement

1130 tonnes

Maximum deadweight

670 tonnes
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Appendix B: Trials conditions

NumbeﬂSea State (NATO)jSig Wave Ht (ftjf/lodal Per (sec)[Speed (knots)

Haterras
iH | High [5] 124 | 92 | 15
Blue Games
1 Low 5 8.4 8.3 15
2 Low 5 8.3 8.6 20
3 High 4 8 8.2 20
4 High 4 7.9 8.2 10
5 Low 5 9.8 11 30
6 Low 5 9.8 11.7 35
7A Low 5 9.6 11.7 10
7B High 4 7.1 9.1 10
8 Mid 4 6.5 9.1 20
9 Mid 4 6.4 8 20
10 Mid 4 6.2 6.8 35
11 |, Mid 4 6.7 10.2 35
12 |  High 4 8 10.2 35
13 High 4 7.6 10.2 30
14 High 4 8 10.2 30
15 Low 5 8.5 8.5 20
16 Low 5 9.6 10.2 35
17 Low 5 9.2 9.7 35
18 Low 5 8.8 9.7 15
19 Low 5 8.9 8 30
20 Low 5 9.1 9.1 15
21 Mid 4 5.9 9.7 15
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Appendix C: Strain gauge locations

Global response strain gauges (T'1 group), 200Hz sampling rate

No. Measurement Location Load Details
Vertical or horizontal direction, On
T1-1 |Bracket, Fr 6 Port De_‘:k PCM bracket side, close to curved edge
T1-2 |Bracket, Fr 6 Stdb Deck PCM "
... _|Vertical direction, 500mm off floor,
T1-3 |B/head, Fr 12 Port  |Anteroom|Combination close to rider
T1-4 |B/head, Fr 12 Stbd |Anteroom|Combination "
On longitudinal vertical keel. One
. . . quarter of frame span, approximately
T1-5 |Keel, Fr 26 Port Void 6 Bending 300 rmm from bulkhead o frame on
lower section of web
T1-6 |Keel, Fr 46 Port Void 3 Bending "
T1-7 |Keel, Fr 61 Port Void 2 Bending "
T1-8 [Keel, Fr 26 Stbhd Void 6 Bending "
T1-9 |Keel, Fr46 y Stbd Void 3 Bending "
T1-10|Keel, Fr 61 B Stbd Void 2 Bending "
Aft corners of cutout on insert plate,
T1-11{Foredeck cutout, Fr 67| Port Foredeck PCM transverse direction
T1-12|Foredeck cutout, Fr 67| Stbd |Foredeck PCM !
. . . 6000 mm off centerline, upper section
T1-13|Web, Fr 65 Centerline| Void 2 Split of web, transverse direction
. . 1170 mm off centerline, lower section
T1-14{Web, Fr6 Centerline; Jfroom Split of web, transverse direction
300 mm along aluminum box beam
member from Batwing. The Batwing is
a joint detail that connects the
T1-15|Crossbrace, Fr 25 Stbd  |Deckhead PCM aluminum crossbraces above the
Mission Deck with the portal structure,
This compiements the measurement
T2-1
. . . Lower section of web, transverse
T1-16|Web, Fr 31 Centerline| Void 5 Split direction
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C.1: Keel centre girder strain gauge locations, gauges T1_5, 6:and 7 on port side and T1_8,
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(SCALE 1:50)

C.2 : Vertical steel post stain gauges T2_2 on port side and T2_3 on starboard side.
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Stress concentration strain gauges (T2 group), 200Hz sampling rate

No. Measurement Location Load Details

1 |Crossbrace, Fr 25 StbdDeckhead PCM End of Batwing, adjacent T1-15

2 |Fwd steel post, Fr 65 Port| Dsck Bow load |Axial on member, lower section

3 |Fwd steel post, Fr 65 Stbd| Deck Bow load "

4 |Keel, Fr 26 Port| Void 8 Bending |Adjacent keel web/frame join

5 iKeel, Fr26 Stbd] Voidg Bending "

.| T f hat ening aligned

6 |Side door aft top corner Sibd, Dack Combiaton 43%2;2?:023 :ofr?eﬁ 9 etane

7 |Side door fwd top corner Stbd] Deck [Combination "

8 |Fwd steel diagonal, Fr 64 Port| Deck Bow Load |[Axial, resolve with T2-2 for total load.
9 |Fwd steel diagonal, Fr 64 Stbd] Deck Bow load |Axial, resolve with T2-3 for total load.
12*|Deck joiner doubler, Fr 34 Port| Void 5 | parking load f20o0 (o0 e Peneath deck.
13*|Deck joiner doubler, Fr 34 Stbd} Void5 |parking load "
 N—— por] Voia 5 parang toaa over il deck o, midspan for
15%|Deck skin, Fr 34 Stbd| Void5 Iparking load "

On frame web, adjacent to cutout.
Port| Void 1 slam Tbars numbered outboard from 4700

16 |Tbar #9 cutout, Fr 64 long.

17 [Tbar #9 cutout, Fr 64 Stbd} Void 1 slam "

18 | Tbhar #14 cutout, Fr 64 Port| Void 1 siam "

19 |Tbar #14 cutout, Fr 64 Stbd| Void 1 slam "

20 |Tbar end connection keel, Fr 26 Sthd Void® soaprossure _hlflze-_assures Thar end strain outboard of

Measures Tbar local response
Stbd| Void8& [sea pressure{component below mission deck level

21 |Tbar end connection portal, fr26) | on outboard shell structure

Stress concentration strain gauges (T3 group), 2000Hz sampling rate

Gage No.] Location Details®

T3-11 |Port|Ctr Bow|10™ Tbar*outboard of centerline
T3-13 |Port|Ctr Bow|20™ Tbar outboard of centerline
T3-10 [Stbd|Ctr Bow|10™ Tbar outboard of centerline
T3-12 |Stbd|Ctr Bow|20™ Thar outboard of centerline
T3-7 |Port| Void 1 |Fourth. Tbar outboard of 4600 Bhd
T3-5 |jPort| Void 1 [Ninth Tbar outboard of 4600 Bhd
T3-9 |[Port| Void 1 |14" Thar outboard of 4600 Bhd
T3-4 (Stbd| Void 1 |Fourth Tbar outboard of 4600 Bhd
T3-8 (Stbdj Void 1 |Ninth Tbar outboard of 4600 Bhd
T3-6 [Stbd| Void 1 [14™ Tbar outboard of 4600 Bhd
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Appendix D: Incat 112 specifications

soitlol awe /& - 112m Wave Piercing Ro/Pax Catamaran

At Incat we have moved the boundaries, opening the frontier of fast freight by sea to operators worldwide.

General Particulars

Yard Mo: 064

Designer: Revolution Design Pty Ltd
Builder: Incat Tasmania Pty Ltd
Class Society: Det Morske Veritas
Certification: DNY #1481 HSLC R1 Car Femy 'B"EO
Length overall: 11260 m

Length watedine: 105 60 m

Beam moulded: 3050 m

Beam of Hulls: 580 m

Draft: 3.93m

Speed: approx 40 knots at 600 DWT

Note - All speeds quoted at 100% MCR 4 x 9000 kW @
1000 rpm without deployment of T-foil, with clean
underwater parts and in water depths of 10 metres to 50
metres
Capacities
Max Deadweight - approx 880 tonnes or 1380 at reduced
operating conditions
Passenger Capacity - 800 persons (including crew )
Passenger Deck - located on two levels, the Passenger
Declk is divided into four lounges
- Fonsiard Tier 3 Economy Class Lounge
- Midship Tier 3 Entrance Lounge
- Aft Tier 3 Business Class Lounge
- Tier 4 Executive Class Loungs
Vehicle Capacity - 450 truck lane metres at 3.1m wide and
4.35m clear height plus 193 cars at 4.5m length x 2.3m
wide or 355 cars only
Axle loads - Tier 1 - 12 tonne [single axle dual wheel)
between transom and frame 72, CL to 7100 and between
Transom and frame 63 outboard of 7100 9.0 tonnes (single
axle dual wheel) FWD. of frame 63 (outboard of 7100 only)
and fwd. of frame 72
Tier 2 - 9 tonne (single axle dual wheel) between Transom
and frame 21. 2.0 tonnes between frame 21 and 76
Tankage - Fuel Oil - 900,000 litres
- Fresh Water - 10,000 litres
- Sewage - 5000 litres
- Lube Qi - 2 x 1000 litres
- ER Oily Water - 4 x 150 litres
- Genset Fuel Oil - 2 x 1238 litres

Construction

Design - Two slender, aluminum hulls connected by a
bridging section with center bow structure at fwd end. Each
hull is divided into nine vented, watertight compartments
divided by transverse bulkheads. Two compartments in
gach hull prepared as short-range fuel tanks and one as a
long-range fuel tank

Air Conditiening

Sanyo reverse cycle healt pump units throughout capable
of maintaining between 20-22 deg C and 50% RH with a full
passenger loads and ambient temperature of 35 deg C and
60 % RH.

Evacuation

Escape is via Four Marine Evacuation Stations, two port
and two starboard. The two forward MES serve a total of
200 persons each and the two aft MES can serve up to a
total a total of 300 persons each. A total of nine 100-
person rafts are fitted.

2 x SOLAS inflatable dinghy with 30 hp motor and approved
launch / recovery method

Machinery Installations

hWain Engines - 4 x resiliently mounted MAN 28/33D marine
diesel engines, sach rated at 9000 kyy

Water Jets - 4 x Wartsila LJX 1500 waterjets configured for
steering and reverse.

Transmission - 4 x ZF60000 NRZH gearboxes, approved by
the engine manufacturer, with reduction ratio suited for
optimum jet shaft speed.

Hydraulics - Three hydraulic power packs, one forward and
two aft, all alarmed for low level, high temperature and filter
clog and low pressure.  One pressure line filter and two
return line filters fitted. An off-line filter / pump provided

Ride Control - A 'Maritime Dynamics' active ride control
system is fitted to maximise passenger comfort. This
system comhbines active trim tabs aft and optional fold-
down T-foll located at aft end of centre bow fitted with
active fins. The structural abutment, electrical and
hydraulic services to receive the fiwd T-foil will be fitted as
standard to the vessel.

Electrical Installations

Alternators - 4 x MAN D 2876 LE 301/HCN 534 C 360KkW
{nominal) marine, brushless, self-excited altemators
Distribution - 415V, 60 Hz. 3 phase. 4 wire distribution with
neutral earth allowing 240 wolt supply using one phase and
one neutral. Distribution via distribution boards adjacent to
ar within the space they serve.

SR Augtralia Pty Ltd
18 Bender Drive. Hobart. Tasmania 7002 Ausirdia
Ph: +81 (03) 82 730 677, Fax +61 (0)3 G2 730 932, Email: incat@incat.com.au. Intemet www incat com.au
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Appendix E: Pressure transducer fact sheet

Piezoresistive Pressure Transducer ENDEVCO
MODEL
Model 8510C-15, -50 and -100 8510C

+ 15 to 100 psi, 225 mV Full Scale
* Rugged, Miniature

DESCRIPTION

The ENDEVCO® Model 8510C 15 a rugged, rminiature,
high sensitivity plezoresistive pressure transcucer. Its

high sensitivity combined with high resonance makes it
ideal for measuring dynamic pressure. It has a 10-32

mounting thread, 0.15 inch (3.8 tun) face diameter and
is available in ranges from 15 psi to 100 pei. The Model
85108 is available for lower and higher pressure ranges.

Acnaal sz

ENDEVCO pressure transducers feature a four-arm
strain gage bridge ion implanted into & unique sculp-
tured siicon dlaphragm for masimum sensitivity and F2y Agpwin
wideband frequency response. Self-contained bybrid o
termperature compensation provides stable performance w::B:::TT: " U—‘ ’—. e
aver the temperature range of 0°F to 200°F (-18°C to = @/DMS‘“
+93°C). ENDEVCO transducers also feature excellent -

linearity (even to 3X range), high shock resistance, and L

high stability during temperature transients. Ar —I“ﬁ% :l"'“'g’ ’—
The Model 8510C iz designed for a wide variety of By L1
aerospace, automotive and industrial measurements SRR R @é
which require a combination of small size, high senstiv- [ 5

ity, and wideband frequency response. Typical applica- —E[
tions include process control, jet engine inlet pressure
measurements and wind tunnel flow measurements. Jts
vent tube may be connected to a standard reference
manifold or used for differential pressure measurements.

DRLL $21 f501 £y Dl
sRaUT e

The Model 8510C iz available with Metric M5 mount- ‘ e

ing thread as 8510C-XXMb on special order. WHT-QuT
ENDEVCO Maodel 136 Three-Channel Systerry, Maodel Q%‘é’%‘:““&'ﬁﬁ“&'é%
4428A or 4430A Signal Conditoner, or GASIS 2000 BB P

Computer-Controlled Systermn are recommended as
signal conditioner and power supply.

SPECIFICATIONS
CERTIFIED PERFORMAMNCE: All specifications assume +75%F (+24°C) and 10V de excitation unless otherwise stated The following parame-
ters are 1004 tested. Galibration data, traceable to the Mational Institute of Standards and Technology (MIST), is supplied

Units 8510C-15 -50 -100
RANGE [1] psig 0-15 0-50 0-100
POSITIVE SENSITIVITY [2] Ty ipsi Ty (Min) 15.0(9.3) 45028 225(1.4)
COMBINED: NON-LINEARITY, NON-REPEATABILITY,
PRESSURE HYSTERESIS % FS0 RSS5 Max 0.50 0.40 0.40
MNon-Linearty, Independent % FSO Typ 015 Q1 Q1
MNen-Repeatability % FS0 Typ 01 01 01
Prazsure Hystarasis % FS0 Typ 01 01 01
ZERO MEASURAND OUTPUT [3] Ty Max 20 =20 =20
ZERO SHIFT AFTER IX RANGE % I FS0 Max 0z 0z 0z

(Typ (003 {002 (0.02)
THERMAL ZERC SHIFT
From 0°F to 200°F (-18°C to +03°C) % FSO Max 2 a a

W b

[EMEGGITT % Q@Q ENDEVCO 2

APPLIESTO CALIFORNIA FASILTY
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ENDEVCO
MODEL

Piezoresistive Pressure Transducer

SPECIFICATIONS—continued

8510C

TYPICAL PERFORMANCE CHARACTERISTICS: The following parameters are established from testing of sample units

Units 8510C -15 50 -100
THERMAL SENSITIVITY SHIFT
From 0°F to 200°F (-18°C to +33°C) % Max a 3 3
RESONANGE FREQUENGY Hz 180 000 520 000 500 000
NON-LINEARITY AT 28X RANGE % 9XFS0 1.0 1.0 1.0
THERMAL TRANSIENT RESPONSE PER paifF 0.003 0.003 0.01
ISA-53710, PARA 67, PROCEDURE| [4]  psif®C 0.005 0.005 0.02
PHOTOFLASH RESPONSE [5] Eqjuiv. psi 0.1 [E] 06
WARNM-UF TIME [6] s 1 i 1
ACGELERATION SENSITIWITY Equiv_psifg 0.00015 0.00075 0.00015
BURST PRESSURE
(Diaphragm/Reference Side) [7] i Min 7500 2E0/300 400/300

ELECTRICAL
FULL SCALE CUTPUT

225 mY typical (140 mV minimurm) at 10,0 Weo

SUPPLY VOLTAGE [8]

10.0Vde recommended, 15V de maximum

ELECTRICAL COMNFIGURATION

Adtive four-arm piezoresistive bridge

POLARITY

Fositive output for inereasing pressure into [+) port (end with sereen on it

RESISTANCE
Input

Cutput
Isclation

2600 ohms typical, 1700 ohms minimum
1500 ohms typical, 2200 ohms maximum
100 megohms minimum at 50 Volis; leads to case, leads to shield, shield to caze

MNOISE

MECHANICAL
GASE, MATERIAL

& microvolts rms typical, dote 50 000 Hz; 50 microvelts rms maximum, do to 50 000 Hz

Stainless steel (17-4 PH CRES)

CABLE, INTEGRAL

Four conductor No. 32 AWG Teflon® insulated leads, braided shield, siicone jacket,
30 =3 in (760 = 78 mm)

DEADVOLUME (+) PORT

0.0003 cubic incheas [0.005 o)

MOUNTING/TORCUE 10-32 UNF-ZA threaded case 0,438 inch (1172 mm] Ton g5 £5 Tef-in (1.7 £0.6 Nim]
WEIGHT 2.3 grams [cable weighs 9 grams/meter)

ENVIRONMENTAL

WEDIA [9

TEMPERATURE [10][T1] -B5°F 1o +Z50°F [-54°C to +121°0)

VIBRATION 1000 g pk

ACCELERATION 1000 g

SHOCK 20000 g, 100 micresecond haversine pulse

HUMIDITY

CALIBRATION DATA

Izolation resistance greater than 100 megohms at 50 volls when tasted per MIL-STD-202E,
Method 1038, Test Condition B

Data supplied for all parameters in Certified Performance section. Optional calibrations available for all parameters in Typical Performance section

ACCESSORY 8 Use of excitation voltages other than 10.0 Vdo requires manu-
EHR23 O-RING, WITOMN facture and calibration at that voltage since thermal errors
3027 A-120 CABLE ASSEMBLY increase with high excitation voltages.
OPTIONAL ACCESSORIES 8 Intemal seals are epoxy compatible with dean dry gas media,
EHR36 O-RING, FLUCROSILICCNE IMeadia is exposad to CRES, ceramic, silicon, Parylene G,
24328 4 CONDUCTCR SHIELDED CABLE epoxy, silicona ubber, andthe O-Ring. For use in water or
corrosive media, contact the factory for modifications and
NOTES installation precautions which may be taken to extend service
1. FS0 (Full Seale Output) is defined as transducer output lite. Reference port media is restricted to olean, dry noncorro-

change from O psigte + full seale pressure. Calibration

provided iz for positive pressure. Sensitivity to negative

prassures is typically within 1% of positive pressura sensitivity.

1 psi =6.805 kPa = 0.060 bar.

Zaro Measurand Output (ZMO) is the tfransducer output with

0 psig applied.

4. Significant higher thermal transient errors ocour if the exdtation
voltage exceeds 10 Vde. For sensitive phase change studias,
many users reduce the exoitation to 5 Vdo or even 1 Vda.

& PerlSA-53710, Para. 6.7, Proc | The metal soreen partially
shiglds the silicon diaphragm from incident radiation
Accordingly, light incident at acute angles to the soreen gener-
ally increases the error by a factor of 2 or 3

G, Warm-up time is defined as elapsed time from excitation
woltage "turn on” until the transducer output is within £1% of
reading acouracy.

7. Mote that the differential pressure on the diaphragm may not
excead the diaphragm pressure limit

wr

shve gases.
10, O-Ring, ENDEVCO part number EHRS3 WITON® is supplisd
unless otherwise specified on Purchase Crder. Pant number
EHR9& Parker material LEF7-70 for leak tight operation balow
O°F [-18°C) is available on spesial order.
Maintain high levels of precision and accuracy using
Endeveo's factory calibration sarvices. Gall Endaves's inside
sales foree at BO0-982-6722 for recommended intervals, prio-
ing and tum-around time for thase sarvicas as well as for quo-
tations on our standard products.

MOTE: Tighter specifications ara available on spedal order

Continusd prduct irproverent necassitates that Endeveo masne the right ta modify thess specifisations without notics. Endesos mairtains a progmmf cor
stant sunveillance over all produsts o ensure a high kel of reliability. This progmm includes attention o reliabilty faters during pradust design, the suppartof
stringert Quality Control auirements, and comrpulsory corrective action procedures, These easures, together with conserative specifiations have marde the

rame Encevoo synonymous with reliabilty

ENDEVCO GORPORATION, 3)700 RANGHO VIEJO ROAD, SAN JUAN CAPISTRAND, Ca 92575 USA (300) 9526732 (349 435-3151 fax (949) 6617251

W ENCEVCO.Com
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Appendix F: Signal conditioner fact sheet

DC Amplifier ENDEVCO
MODEL

Model 136 136

¢+ Three-Channeal DC Differential

Voltage Amplifier
+ 200 kHz Bandwidth (-3dB Comer)
¢ Auto-Zeyo and Shunt Calibration
* Gain Range O to 1000

¢ Four Selectable Excitation Voltage
Levels

+ AS-232 Serial Interface
* 12 VDC Power Option

¢+ Built-in 4-Polke Butterworth Low-
Pass Filter

Tt actualsm

DESCRIPTION

The ENDEVCO® Iodel 136 iz a three-chanm e, DO

amplifier that is manmually or computer programmable

Ianual contrel is accamplished at the front panel by

means of a “Select Channel” push-butten, three (3) “Channel LED:", one “Select Function” push-button, five
“Punction LED:", a four character LED display, showing the state of each function/ channel, and four “Edit”
push-buttons to changs the entries in the LED display. There are three LEDs used as fault status indicators
for the auto zero function. Camputer contral is accomplished wsing the standard R.5-232 peort and optional
Application Software.

There are two modes of operation, Mormal and Progrmming/Setup. Both modes of operaion utilize the
front panel LED Display. In the MNormal Mode, there are two states, IMonitoring Mode and No-Meonitoring,
In the Monitoring Iode the LED display indicates the PLME reading of the signal present at the output of
the selected chanmnel. The Non-IMonitoring Mode turns off the LED display for lower noise applications and
to minimize powser conmumption. In the Programming MWode, the unit is ready for manual programming or
editing of emisting channel setups. The unit will sutcmatically return to the Mommal Mode of operation after
20 seconds of inactivity of the front panel or after pressing the “Zelect Function”™ push-button while the
“IMonitaring State” function LED is flashing,.

The rear panel containe {on a per—channel basis) 2 BINC output connector, 2 9-pin "I input connectar, the
B.E-232 connector, and the input power connectar. Three Model 136 units may be configured in 2 19-inch
rack mount adapter. The standard unit is powered by 90-264 VAC, 50/60 Hz The -1 option is powsred by
% to 18 VD, makdng it ideal for portable use or for autornobile test ap plications.

1 [o PSEN+ e EXCITATON
7 [ofer L Il amimet
5 D_RSH
g [o]E
g o PSEN-
s o=t mstrRumenTaTON
il g AMBLIFIER
4 | O q.10,10m
9| Og——=pnC
2 [o—=0"C
. 150G
Technical Nustration
vl el ¥
- e
o MEGGITT ENDEVCO ‘

EPR LS TO CELIFCRRIEFECLITY
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ENDEVCO
MODEL
136

DC Amplifier

SPECIFICATIONS

INPLITS
INFLIT IMP EDAHCE 1 hien Ohm minimum
INFLT RAMGE: OIF FEREMT AL Oto + 10 OO or peak W2, 9 pin "07 connector or each bridge sensor
COROMN WMODE + 10 %WOC or ph WAE, inclusve of signal S0 wpke without damage
COrMON MODE REIECTION 70 dB minimum, 2005 or less input imbalance, OC to G0kH
INPLT IhiB ALANCE ADIISThAENT + 100 mOC, 100 < gain £ 1000
+1%D0C 10 £ gain £ 100
+10%0C, 0 < gain £ 10
OUTFUT &
ALOC WOLTAGE Single ended, short drcui protected
OUTPUT IMPEDAMCE 0.2 Ohm masximum
LIMEAR OUTPLIT 10 hk
CURRENT OUTPUT 10 s, mminimum
OUTPUT OC BlAS STABILTY TERWP. + 8 WP RTlor + 0.1 mivi®C RTO
QUTPUT OC BLAS STABILITY TIWE + 20 p' RTlor S miv' BT O, whichewer is greater, for 24 hours, ater 3 1 hour wanmup
EXCITATION WOLTAGE 0,50, 10.0, or 15.0 WOC, Front Panel or computer selected; 1 szlection fr
all 3 channels.
B CITATION WOLTAGE AC CURAC Y +1%
ExCITATION CURRENT 30 més masimum, short circuit protected
NOIZE & RIFPLE 1 miRME mamum, 10 He to 50 kHz, with 1 kOhm load
TRANSFER CHARACTERISTICE
GAN
FANGE Programmable fom O te 1000
RESOLUTION 00023, 0 £ gain <10

0.025,10 £ gain £ 100
0.25, 100 £ gain < 1000

ACCURACY +05% of full scale madimum, OCto 1 kHz, fiters dizabled
LINEART % 0.1°% of fll scale, best fit straight line at 1 kHz relerence
STABILTY + 0% of full scale, 0°Cto + 50°C

MOISE 20 p'wRhiS BT plus 1 mivRES RBTO, whichewer is greater,

OCta 50 kHz, with a 1k Ohm source resistance unit
in_Mon-hdonitoring State, 10 kHz intemal lowpass ilter enablked

BROADBAND FREQUENCY RESPOMSE OCto 200 kHz -24B reerenced to 1 kHe

FILTER CHARACTERISTICS

FILTER TYPE 4 Pole Buttenuorth

CORMER FREQLUENCY (-3 dB) 10 kHz £12 % (other comers available by changing intemal module 31875
10 He to 80 kHz)

CROSSTALK BETWEEM CHANMELS a0 dB RTI

POWER REGILIREMENT S

WOLTAGE Standard unit: 90-264 A0 S0 to G0 Hz; -1 Option: 3-1% WOC

POWER DISSIPATI0M 10 Wiatts typical

ISOLATION Mo izolation channel to channel or signal ground to cazeground

FHYSICAL CHARACTERISTICS

DIMEMSEIONS AT H AT H 12
ANEIGHT 4 |bs typical
CASE MATER 1AL Black Muminum Cower, hiedium Grey Plastic Bezel
OPTIONS COMTINUED
ACCESSORIES El207 SERIAL DRIFRIT ADAPTER
R 136 IMETRUCTION hiAHLAL El322 mMOOULAR SPLATER ADAPTER, 1 (BH41hALE
Engag POMER CORD TO3 (B4 FBUALE
212751000 10 KHZ 4-POLE, BUTTERWAORTH LOWWPAS S 136-1 0-12%DC INFUT POWER OPTION
FILTER MODILILE 1ETE-HHHE LOMPASS FILTER MODULES (SEE 31875
DATASHEET)
OPFTIONS 39T RACK MOUNT KIT
26023 APPLICATION S0OFTWARE EHR1471 BLAME PAMEL
EE47 Rl ixd) STRAIGHT WIRED INLINE EHhd1413 DEZKTOP OC POWER SUPPLY
COUPLER EHhd1404 AUTOWOTWE POWMIER PLUG
EwAn7? Fl11 & COMDOUCT OR b0 OULAR FLAT CARLE, 19719-2 OBk COMMECTOR KIT
STRAIGHT MARED, & FEET LONG
BT RAT! & DONDUETORMODULAR FLAT CABLE, ML RHINGI USEOF RJ11 CoB LEOTHER THO N THAT SPECIFIED HEREIN
STRAIGHTMARED, 7 FEET LONG UJILL CAUSE CATASTROFHIC FAILUREOF THE UNIT.
Motes

Mintain high lewels of precizion and aceuracy using Endewco’s factory calibration senices. Call Endewen's inside ales foree at $00-952-6732
#or recommended irtervals, pricing ard tum-around time or these services a5 well 2= Br quotations on our s@ndard products.
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Appendix G: Pressure sensing point ordinates

Sensors locations

X Longitudinal location measure from transom mm
y Transverse location measured from the Ship's CL mm
z Vertical distance measured from the demi-hull keel line mm
No X y z Fr no
1 1466.66 143.66 132.85

2 1466.66 172.19 128.53 Fr 55
3 1466.66 197.74 115.23

4 1493.3 143.69 132.2

5 1493.3 172.56 127.92 Fr 56
6 1493.3 198.5 114.67

7 1520 143.82 131.68

8 1520 173.06 127.43 Fr 57
9 1520 199.39 114.16

10 1546.66 144.09 131.32

11 1546.66 173.66 127.08 Fr 58
12 1546.66 200.4 113.75

13 1573.3 144.32 131.12

14 1573.3 174.49 126.84 Fr 59
15 1573.3 201.6 113.39

16 1600 144.98 131.07

17 1600 175.44 126.76 Fr 60
18 1600 202.96 113.14

19 1653.3 145.66 131.52

20 1653.3 177.38 127.21 Fr 62
21 1653.3 206.01 1131

22 1706.66 146.98 132.72

23 1706.66 180.09 128.34 Fr 64
24 1706.66 209.87 113.52

25 1733.33 147.81 133.64

26 1733.33 181.7 129.19 Fr 65
27 1733.33 2121 113.91

28 1760 148.76 134.78

29 1760 183.49 130.25 Fr 66
30 1760 214.54 114.44

31 1786.66 125.15 133.06

32 1786.66 149.87 136.16 Fr 67
33 1786.66 202.3 125.12

34 1813.33 123.76 134.03

35 1813.33 151.14 137.79 Fr 68
36 1813.33 204.95 126.39

37 1866.66 121.2 136.5 Fr70
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No X y z Fr no
38 1866.66 154.26 141.84
39 1866.66 211.04 129.46
40 1920 67.09 108.22
41 1920 109.37 135.73
42 1920 158.31 147 Fr72
43 1920 193.22 142.88
44 1920 225.11 128.58
45 1946.66 67.14 109.85
46 1946.66 110.45 138.31
47 1946.66 160.71 150.03 Fr73
48 1946.66 194.54 146.15
49 1946.66 225.78 133.07
50 1973.33 67.24 111.66
51 1973.33 111.68 141.164
52 1973.33 163.36 153.37 Fr74
53 1973.33 201.38 148.46
54 1973.33 228.76 136.227
55 2000 67.32 113.68
56 2000 113 144.32
Fr 75
57 2000 166.27 157.02
58 2000 220.54 146.37
59 2026.66 67.28 115.92
60 2026.66 114.37 147.78
Fr 76
61 2026.66 169.41 160.98
62 2026.66 221.89 151.07
63 2053.33 67.02 118.43
64 2053.33 115.73 151.57
Fr 77
65 2053.33 172.76 165.28
66 2053.33 223.66 155.96
67 2080 66.34 121.25
68 2080 116.96 155.73
Fr78
69 2080 176.28 169.9
70 2080 225.68 161.1
71 2106.66 64.98 124.46
72 2106.66 117.93 160.29
Fr79
73 2106.66 179.92 174.87
74 2106.66 227.99 166.51
75 2133.33 62.41 127.89
76 2133.33 118.1 165.19
Fr 80
77 2133.33 183.06 180.17
78 2133.33 217.53 176.24
79 2160 58.41 132.9
Fr 81
80 2160 118.12 171.04
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No X y z Fr no
81 2160 187.22 185.83
82 2186.66 51.62 139.37
83 2186.66 116.22 177.59 Fr 82
84 2186.66 189.81 191.86
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Appendix H: Phase C conditions.

y Speed nge Wave Angular Encounter . Nog—
Condition m/s height frequency | frequency frequency dimensional | Runs
mm Hz rad rad frequency

1 2.89 60 0.750 4.711 8.173 4.000  14,15,36
2 2.89 60 0.795 4.996 8.888 4.350  |16,17,37
3 2.89 60 0.820 5.154 9.296 4.550  ]19,20,38
4 2.89 90 0.647 4.064 6.640 3.250  21,22.39
5 2.89 90 0.782 4.915 8.683 4.250  [23,24,40
6 2.89 90 0.905 5.685 10.727 5250  |25,26,41
7 1.53 90 0.814 5.114 9.194 4500  |1,2,30
8 1.53 90 0.845 5.309 9.705 4.750 3,431
9 1.53 90 0.875 5.499 10.216 5.000  15,6,32
10 1.53 90 0.625 3.928 6.334 3.100  |27,28,29
11 1.53 120 0.625 3.928 6.334 3.100  18,9,33
12 1.53 120 0.650 4.082 6.081 3.270  [10,11,34
13 1.53 120 0.675 4.242 7.049 3.450  ]12,13,35
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Appendix J: Acoustic wave probe specifications

Instrument model

ULTRALAB® ULS-40D

Sensors

USSxx, IP 65, M30x1.5, with temperature compensation, nickel plated brass

fube {optionally stainless steel)

Measuring range

freely adjustable between the blind zone (from 30 mm to 350 mm) and the
detection range limit (from 250 mm to 3400 mm) with Press & Edit (dependent

on sensor type)

Accuracy

up to +/- Imm (under stable environmental conditions)

(dependent on sensor model)

Resolution

from 0.18 mm to 1 mm (dependent on sensor model]

Measurement

frequency

from 20 Hz to 75 Hz (dependent on sensor model)

Voltage output

BNC socket: 0-10 V

Power supply

230 VAC, 250 mA (110 VAC optional)

Chassis

approx. 250 / 90 / 190 mm width / height / depth IP 50

Termperature range

-20...+70°C

Delivery package

laboratory insfrument ULS-40D, ultrasound sensor USSxx, 10 m sensor cable,

user manual, mains cable
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Appendix K: Selected locations for pressure mapping
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Appendix L: Dry modal participation factors

MODE [FREQUENCY| T1 T2 T3
1 2.68E-06 5.87E-02 | 1.04E+00 | 4.07E+01
2 1.08E-06 -2.23E+01 | 3.36E+00 | -1.18E+01
3 2.60E-06 -3.66E+01 | 9.82E-01 | 7.24E+00
4 4.92E-06 -2.59E+00 | -4.28E+01| 2.29E-01
5 4.84E-04 -0.03E-04 | 1.19E-04 | 6.78E-04
6 1.61E-03 1.32E-05 | 1.19E-04 | 1.71E-05
7 6.32E-01 1.49E-10 | 4.16E-11 | -3.61E-11
8 6.53E-01 -0.84E-12 | 3.98E-11 | 8.37E-12
9 7.25E-01 1.59E-10 | 9.72E-12 | -5.47E-11
10 1.10E+00 1.88E-13 | 1.86E-12 | -1.07E-13
11 1.10E+00 8.48E-13 | 4.23E-14 | -1.24E-13
12 1.13E+00 -6.69E-14 | -1.49E-12 | 2.18E-14
13 1.13E+00 2.16E-12 | 1.81E-13 | -4.13E-13
14 1.17E+00 8.74E-12 | 1.15E-12 | -2.57E-12
15 1.17E+00 1.30E-11 | 7.48E-13 | -3.46E-12
185 3.22E+00 -7.68E-12 | -3.31E-10 | -7.33E-11
186 3.23E+00 -5.42E-11 | -1.38E-09 | -1.55E-10
187 3.24E+00 -1.52E-10 | -2.27E-09 | 1.56E-10
188 3.25E+00 2.56E-11 | 4.46E-10 | -1.06E-11
189 3.26E+00 1.42E-11 | 1.60E-10 | 4.50E-12
190 3.29E+00 -4.65E-12 | 1.01E-12 | -3.45E-13
191 3.30E+00 -7.27E-12 | 1.44E-12 | -2.64E-12
192 3.31E+00 -8.10E-13 | 2.40E-12 | -2.37E-13
193 3.32E+00 3.45E-13 | -5.00E-13 | 9.17E-13
194 3.33E+00 9.57E-13 | 3.22E-13 | -9.61E-13
195 3.35E+00 3.13E-12 | 2.62E-13 | -4.44E-13
196 3.37E+00 3.07E-12 | -4.09E-13 | -1.22E-13
197 3.38E+00 531E-13 | 1.34E-12 | -1.13E-12
198 3.40E+00 341E-12 | -1.40E-12 | 2.10E-13
199 3.41E+00 1.59E-14 | 5.02E-13 | 4.25E-13
200 3.42E+00 1.47E-13 | -6.77E-13 | -1.39E-12

313




Appendix M: Dry modal effective mass fraction

MODE |[FREQUENCY| T1 T2 T3
1 2.68E-06 3.45E-03 1.08E+00 | 1.65E+03
2 1.08E-06 498E+02 | 1.13E+01 | 1.39E+02
3 2.60E-06 1.34E+03 | 9.65E-01 5.24E+01
4 4.92E-06 6.70E+00 | 1.83E+03 | 5.23E-02
5 4.84E-04 3.63E-07 1.41E-08 4.60E-07
6 1.61E-03 1.74E-10 1.43E-08 2.91E-10
7 6.32E-01 2.21E-20 1.73E-21 1.30E-21
8 6.53E-01 4.67E-23 1.58E-21 7.01E-23
9 7.25E-01 2.52E-20 9.45E-23 2.99E-21
10 1.10E+00 3.53E-26 3.45E-24 1.14E-26
11 1.10E+00 7.19E-25 1.79E-27 1.55E-26
12 1.13E+00 447E-27 2.21E-24 4.74E-28
13 1.13E+00 4.65E-24 3.27E-26 1.70E-25
14 1.17E+00 7.64E-23 1.32E-24 6.63E-24
15 1.17E4+00 1.69E-22 5.59E-25 1.20E-23
185 3.22E+00 5.89E-23 1.09E-19 5.37E-21
186 3.23E+00 2.94E-21 1.90E-18 2.39E-20
187 3.24E+00 2.32E-20 5.15E-18 2.45E-20
188 3.25E+00 6.57E-22 1.99E-19 1.13E-22
189 3.26E+00 2.02E-22 2.55E-20 2.08E-23
190 3.29E+00 2.16E-23 1.01E-24 1.19E-25
191 3.30E+00 5.28E-23 2.00E-24 6.99E-24
192 3.31E+00 6.57E-25 5.77E-24 5.59E-26
193 3.32E+00 1.19E-25 2.50E-25 8.40E-25
194 3.33E+00 9.16E-25 1.04E-25 9.23E-25
195 3.35E+00 9.79E-24 6.85E-26 1.97E-25
196 3.37E+00 9.45E-24 1.67E-25 1.48E-26
197 3.38E+00 2.82E-25 1.80E-24 1.27E-24
198 3.40E+00 1.16E-23 1.97E-24 4.40E-26
199 3.41E+00 2.52E-28 2.52E-25 1.81E-25
200 3.42E+00 2.16E-26 4.58E-25 1.92E-24
Totals 1844.7 1843.35 1841.45
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