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Abstract The origin of the microseismic wavefield is associated with deep ocean and coastal regions where,
under certain conditions, ocean waves can excite seismic waves that propagate as surface and body waves. Given
that the characteristics of seismic signals generally vary with frequency, here we explore the frequency- and
azimuth-dependent properties of microseisms recorded at a medium aperture (25 km) array in Australia. We
examine the frequency-dependent properties of the wavefield, and its temporal variation, over two decades
(1991–2012), with a focus on relatively high-frequencymicroseisms (0.325–0.725Hz) recorded at theWarramunga
Array, which has good slowness resolution capabilities in this frequency range. The analysis is carried out
using the incoherently averaged signal Capon beamforming, which gives robust estimates of slowness and
back azimuth and is able to resolve multiple wave arrivals within a single time window. For surface waves, we
find that fundamental mode Rayleigh waves (Rg) dominate for lower frequencies (<0.55Hz) while higher
frequencies (>0.55Hz) show a transition to higher mode surface waves (Lg). For body waves, source locations
are identified in deep ocean regions for lower frequencies and in shallow waters for higher frequencies.
We further examine the association between surface wave arrivals and a WAVEWATCH III ocean wave
hindcast. Correlations with the ocean wave hindcast show that secondary microseisms in the lower-frequency
band are generated mainly by ocean swell, while higher-frequency bands are generated by the wind sea, i.e.,
local wind conditions.

1. Introduction
Ambient seismic noise is the continuous background energy that is present in seismometer recordings. In the
frequency range of 0.05–2Hz, these microseisms have long been linked to ocean wave processes [e.g.,
Wiechert, 1904; Gutenberg, 1936; Deacon, 1947; Traer et al., 2012]. The frequency spectrum of microseisms
displays two peaks, around 0.07 Hz and 0.14 Hz, named the primary and secondary microseisms, respectively
[Friedrich et al., 1998; Stutzmann et al., 2000; Berger et al., 2004]. The primary microseisms are generated where
pressure fluctuations from ocean waves interact with the ocean floor [Hasselmann, 1963; Ardhuin et al., 2015].
For secondary microseisms, the underlying theory was first proposed by Longuet-Higgins [1950] and later
extended by Hasselmann [1963]. The interaction of two opposing ocean wave trains with approximately
the same wave number can generate pressure fluctuations that propagate unattenuated to the ocean
bottom to excite seismic waves. Microseisms therefore carry information on the ocean state and the Earth
structure between source and receiver.

The primary microseisms (PMs) are composed of Love and Rayleigh waves that are generated close to coastal
areas [Nishida et al., 2008]. The frequency of the PM ambient noise field is similar to the frequency of
the ocean waves; hence, it carries information on near-shoreline ocean wave dynamics [Aster et al., 2010].
For secondary microseisms (SMs), most of the energy is present in the form of Rayleigh waves [Lacoss
et al., 1969] and has been observed to have an origin close to coastal areas [Bromirski et al., 2013], although
SM energy generated in the deep ocean might also be observed on land [e.g., Beucler et al., 2015].

A number of studies have focused on locating the source regions of SM Rayleigh wave energy with seismic
arrays [Cessaro, 1994; Friedrich et al., 1998; Essen, 2003; Chevrot et al., 2007; Kedar et al., 2008; Koper et al., 2009;
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Behr et al., 2013; Reading et al., 2014]. It was found that SM generation regions remain relatively constant over
the period of a few days [Schulte-Pelkum et al., 2004; Chevrot et al., 2007] and show correlations with storm
activity [Schulte-Pelkum et al., 2004]. Coastal reflections [Ardhuin and Roland, 2012] and bathymetry effects
[Longuet-Higgins, 1950; Kedar et al., 2008] were shown to be important factors for an improved understanding
of microseisms recorded by on-land seismic stations.

The excitation of SM body waves is mainly driven by strong ocean storms and primarily observed in deep
ocean regions [Gerstoft et al., 2008]. Slowness estimation with a seismic array enables the inference of body
wave source location through backprojection. Such teleseismic raypaths also elicit information on the interior
structure of the Earth [Boué et al., 2013]. In our earlier study [Reading et al., 2014], over a decade of continuous
data (2000–2012) from theWarramunga Array (WRA) in central Australia were analyzed. The work was carried
out in a single frequency band of 0.4–0.6 Hz and identified multiple surface wave arrivals surrounding
Australia and three dominant P wave sources in the Southern Ocean and West Pacific for which the seasonal
patterns were studied.

Here we analyze the frequency dependence of the microseismic wavefield in the frequency range of
0.325–0.725Hz observed at WRA. We estimate its properties in eight distinct frequency bands, with a width
of 0.05 Hz for each band, and include a detailed slowness-azimuth station correction (SASC) calibration.
Although the frequency bands are narrow in the context of ocean-induced seismic ambient noise analysis
in general, the frequency range corresponds to ocean swells or wind seas with periods between ~2.75 and
6.15 s. This allows the investigation of variations in SM generation for each frequency band. The analysis is
further extended from that of Reading et al. [2014] by including an additional decade of data (1991–2000)
and, importantly, interpreting multiple distinct microseism arrivals within a particular time window, as
opposed to only the largest. We relate our seismic results to ocean site effects, ocean and wind properties,
and include a brief analysis of seasonal variations.

2. Data and Methods
2.1. Overview of Data Used

We use data from theWarramunga Array (WRA), located in central Australia (Figure 1), from 1991 to 2012. The
array is operated by the Australian National University as part of the International Monitoring System (IMS)

Figure 1. (a) Two-dimensional hit count histogram on a north-south (Sy) and east-west (Sx) slowness grid. This was derived using every 1 h segment of WRA
data for the whole frequency range and time period of study using the IAS Capon algorithm. The outer circles are drawn at values of 30 s/deg and 26.5 s/deg
corresponding to Rg and Lg slownesses. The inner circles are drawn at 9.1 s/deg and 4.5 s/deg and represent the boundaries for unbiased P wave backpro-
jection (25°–98°). (b) The back azimuth of regional surface wave maxima extracted from Figure 1a and displayed on the continent of Australia centered on
WRA (red: Rg Rayleigh waves, blue: Lg guided shear waves). The length of the displayed raypaths is not significant, and the exact source location is discussed
in the text.
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network and was originally deployed for the long-range detection of nuclear explosions. The multidecadal
record from WRA has significant gaps of 4–5months in the years 1997, 2006, and 2007; 8months in the year
2009; and no data are available in the years 1998 and 1999. For all other years the data are complete.

2.2. Array Properties

WRA initially consisted of 20 short-period, vertical component stations deployed in an “L” shape with irregular
interstation spacing of 2–3 km. In 1999, four three-component stations were added to the existing network
(Figure S1a in the supporting information, figures are denoted with an “S”), and all stations were upgraded
to broadband. The interstation spacing of WRA allows the accurate study of regional surface waves (0.3–1Hz)
and body waves (0.5–2Hz) with respect to the array response (Figures S1c–S1e). WRA provides a multidecade
set of continuous seismic data in a central position in Australia and is thus appropriate for the synoptic study
of short-period microseism properties. In this study, we focus exclusively on the vertical component of the
WRA sensors.

2.3. Array Calibration

It is well known that many small-to-middle-aperture seismic arrays exhibit a systematic bias in slowness
and back azimuth estimates [e.g., Manchee and Weichert, 1968]. This bias can be mainly explained by
bending/refraction of seismic waves at the boundary of geological structures beneath the array, for instance,
Moho topography [Jacobeit et al., 2013]. With independent knowledge of the origin of the seismic signal, the
bias can be accounted for by calculating mislocation vectors for the given array and the application of
the resulting slowness-azimuth station corrections (SASCs). Here we perform mislocation vector analysis
[Bokelmann, 1995; Bondár et al., 1999; Schweitzer, 2001] for WRA to ensure accurate slowness estimates for
observed microseisms. For this purpose we consider earthquakes with a magnitude of 3.5mb or higher from
the International Seismological Centre (ISC) catalog [International Seismological Centre, 2012] for the two full
years of 2010–2011. To obtain suitable coverage for the southern Indian Ocean, which has lower seismicity
than areas to the north, we analyze all earthquakes below the latitude of 30°S for the additional years
2001–2009. We consider only earthquakes located at distances farther than 25°. Body waves that are generated
closer than 25° turn in the upper mantle andmay lead to biased results owing to triplicated arrivals. We therefore
make use of epicentral distances greater than 25° in the study of body wave microseisms, with an upper limit of
98°. From this list, all earthquakes with overlapping P arrivals from different back azimuths are excluded, leaving a
total of 22,175 earthquakes.

The earthquake waveforms are extracted in 100 s lengths, where the P wave onset is positioned 50 s into the
window. Each segment is tapered with a Hann window, and an implementation of the IAS Capon beamforming
[Gal et al., 2014] is used to estimate slowness and back azimuth. The recovered back azimuths are compared to
those expected for the ISC locations, while slowness values are compared to theoretically predicted values from
the “ak135”model [Kennett et al., 1995]. The mislocation vectors are presented in Figure S1b, where a 0.5 s/deg
grid spacing was used. To reduce statistical errors, we follow the methodology of Bondár et al. [1999] and
compute the median for each slowness cell. Correction vectors are displayed if at least five earthquakes enter
into the estimation, with the corresponding standard deviations of slowness below 1 s/deg and back azimuth
below 0.3°. The slowness spectrum shows a good agreement with the results of Bondár et al. [1999] and highlights
two potential back azimuths (~170° and ~330°), where corrections are significant. We do not see a systematic
bias that would potentially point to a dipping geological layer [Jacobeit et al., 2013] below the array. The generated
mislocation vectors are used to compute an interpolated vector field that extends corrections systematically to
other slowness vectors. We take these corrections into account during backprojections of P waves.

2.4. Analysis Methods

For the years 1991–1999 we evaluate a 1 h segment every 3 h owing to limitations in data availability,
while for the years 2000–2012 all available hours of data are analyzed. For the continuous data recorded
prior to 2000 (short-period vertical, SHZ), we remove the instrument response. For data recorded after
31 December 2000 (broadband vertical, BHZ), the instrument response is flat over the analyzed frequency
bands and response deconvolution is not needed. The beamforming algorithm averages over multiple
narrowband slowness spectra, and its stability is ensured via diagonal loading of the cross-power spectral
density. It has been shown that IAS Capon recovers slowness vectors accurately and is able to resolvemultiple
arrivals [Gal et al., 2014] in a given time window. The analysis is performed in eight frequency bands with
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widths of 0.05Hz in the range of 0.325 to 0.725Hz. A 1 h record is divided into 35 time slices, with an overlap
of 50%, and the Hann windowing function is applied to reduce spectral leakage. For each estimated slowness
spectrum, up to 10 local maxima of surface and body waves within a ±50 s/deg slowness grid are extracted.
For the arrivals associated with local maxima, we require the estimated power to be greater than 80% of the
global maximum to avoid spurious or sidelobe effects. An example of a beamforming analysis combined with
the extraction of maxima from the slowness domain is presented in Figure S2.

3. Results
3.1. Dominant Microseism Arrivals

Using the IAS Capon method, we identified ~6.9 × 106 arrivals over the period of 1991–2012. In the following
section we focus on the strongest arrivals, i.e., those corresponding to the absolute maximum of beam power
in a particular time window. We find an approximately equal number of surface (52%) and body waves (48%)
for the dominant arrivals. We observe a slight resolution increase in surface and body wave slowness
peaks after 1999, which we attribute to the upgrade of instruments and the deployment of four additional
stations; however, the results before and after the station upgrades are very similar and can therefore be
evaluated together.
3.1.1. Surface Waves
For surface waves, we find multiple spatially concentrated source regions and present the corresponding hit
count plot in Figure 1a. The analysis reveals two separate phases with velocities around 3.3 km/s and 4.1 km/s,
which can be associated with fundamental mode Rayleigh waves (Rg) and supercritical Swaves trapped in the
crustal waveguide (Lg). We have validated both phase velocities, Rg 3.3 ± 0.1 km/s and Lg 4.1 ± 0.2 km/s, by
performing IAS Capon analysis on Rg and Lg coda from a local earthquake. By extracting the slownesses
from the maxima of the hit count plot (Figure 1a), we generate raypaths oriented toward Rg and Lg source
regions (Figure 1b). The result suggests the presence of favorable coastline conditions for the generation
of short-period microseisms, i.e., reflectors of swell and wind sea. This can either be small islands, close
to coastal regions, as supported by the three arrivals from the northeast (Figure 1b) or bays where a more
coherent reflection of the ocean wave train over a larger area is likely. A summary of all eight frequency bands
can be seen for Rg (Figure 2a) and Lg waves (Figure 2b). For lower frequencies (0.325–0.425Hz) we find Rg
waves only, while higher-frequency bands (>0.5 Hz) show a transition to Lg waves. The figure further shows

Figure 2. Representation of dominant (a) Rg and (b) Lg arrivals with respect to frequency. Weaker phases, namely, second and third strongest surface wave arrivals,
for (c and e) Rg and (d and f) Lg with respect to frequency.
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a frequency-dependent signal strength; i.e., different sources dominate for different frequency bands. Only
minor changes in back azimuth occur that might be connected to bathymetry effects [Kedar et al., 2008;
Gualtieri et al., 2013]. The only exception is an extended area of generation between the back azimuths
of 180–220° in the low-frequency bands (0.375–0.525Hz), which gradually shifts toward a lower back azimuth
as frequency increases. We analyzed the azimuthal sensitivity of WRA due to its station geometry (Figures S3a
and S3b) and did not find any bias toward the arrival directions of Rg and Lg waves.
3.1.2. Body Waves
Combining all eight frequency bands together, we obtain the P wave arrival hit count plot for the period of our
study (Figure S4a). Only arrivals that are between the two circles, which correspond to slownesses (distances) of
9.1 s/deg (25°) and 4.45 s/deg (98°), are used for backprojection. We assume P wave propagation for the purpose
of bodywave backprojection as this has been used successfully for microseisms in higher-frequency range [Zhang
et al., 2009] as in our study. A potential difficulty in the frequency-dependent analysis is created by earthquakes.
While lower frequencies show a relatively earthquake-free hit count summary, higher frequencies are affected by
earthquake arrivals. This is due to the spectral properties of the ambient wavefield, as lower frequencies show
greater amplitudes than higher frequencies (for our range 0.325–0.725Hz), while P arrivals from earthquakes tend
to have larger SNR in the higher-frequency range. We do not attempt to discard time intervals that are affected by
earthquakes, as these still provide information on weaker ambient noise signals.

To visualize areas with high earthquake potential, we analyzed over 10,000 earthquakes through a full year
of the ISC bulletin [International Seismological Centre, 2012] (Figure S4b). After accounting for these, three
distinct noise sources remain that match our earlier study [Reading et al., 2014]. We overlay the information
on the figure with the mislocation vector results to indicate biased arrivals (Figure S4a). We backproject body
wave arrivals as P arrivals with themislocation vectors plotted to stress the importance of the array calibration
(Figure 3). The P wave arrivals from the north correlate well with the east coast of Japan, arrivals from the
south with the southern Indian Ocean (south of Australia) and arrivals from southwest with the Kerguelen
Plateau. Although the east coast of Japan is a region of strong seismicity, we are confident that the observed
body waves are generated by ocean waves (see also section 3.2.2). Without the SASCs, the Indian Ocean
source would map more strongly on to the continent of Antarctica (assuming P and not PP propagation).
This emphasizes the importance of applying the SASCs, which can be as large as 25°, i.e., ~2780 km. We also
analyzed the azimuthal sensitivity of WRA for P waves (Figure S3c) averaged over all eight frequency bands
and found our results to be robust.

The frequency-dependent analysis reveals that the maximum number of arrivals for the lowest-frequency
band originate in the southern Indian Ocean (Figure 4a). The position of the peak shifts to the west for the
second lowest-frequency band and then continues to shift, with increasing frequency, toward the Great
Australian Bight (Figure 4a). For the P waves from the northern hemisphere, we find the source location in
the lowest-frequency band to be in the area of the Kamchatka Peninsula, namely, north of the Sea of
Okhotsk, shifting toward the east coast of Japan for the highest frequencies (Figure 4b). The shifting locations
of the dominant P wave arrivals for different bands in the southern Indian Ocean and Japan region will be

Figure 3. (a) Backprojection of dominant Pwave arrivals for all eight frequency bands and the full study period with SASCs applied. Maxima are found in the southern
Indian Ocean (south of Australia), the Kerguelen Plateau, and the east coast of Japan. (b) Backprojection of the mislocation vectors onto the world map to visualize
their impact on the interpretation.
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examined in the context of ocean site effects in section 4.1. The arrivals from the Kerguelen Plateau do not
show significant shifts in location with frequency for bands 3–8 (bands 1 and 2 do not have local maxima
in Pwave arrivals at this location). The corresponding slowness spectra that were used for the backprojection
are presented in Figure 4c. An increase in the hit count in earthquake arrivals with increasing frequency is
observed, as described previously.

3.2. Weaker Microseism Arrivals
3.2.1. Surface Waves
We now focus on the analysis of weaker microseism arrivals that correspond to local (but not global) beam
power maxima in slowness space. For every hour of processed data, we extract lower strength arrivals above
a predefined threshold (those within 20% of absolute maxima). We then follow the procedure of section 3.1
and generate hit count plots in frequency-back azimuth space (Figures 2c–2f). The frequency-dependent
analysis for the weaker arrivals is in good agreement with the main arrival analysis and shows new regions
that generate surface waves. For low frequencies, we observe weak Lg arrivals from the south and west, which
were not previously identified. For frequency bands 2–5 (0.375–0.575Hz) we observe surface wave arrivals

Figure 4. Maxima of dominant Pwave arrivals for each frequency bandwith SASC applied. Arrivals for each frequency band
from (a) south of Australia and (b) Sea of Okhotsk and Japan area. (c) Corresponding slowness plots for each frequency
band. Analog to Figure 1a, the area between the two circles is used for P wave backprojection.
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from all directions except the southeastern region, which remains arrival free for all periods and frequencies
of our study. For higher frequencies, Rg and Lg wave arrivals are primarily from the south and north.

The analysis of weaker signals reveals that spatially concentrated surface waves are active in a broader
frequency range. Sources appear to slightly change back azimuth with frequency. Arrivals between 280
and 330° shift toward a lower back azimuth with increasing frequency, while sources between 30 and 55°

Figure 5. (a–h) A summary of dominant and weaker P wave arrivals combined for each frequency band and period of the study with SASCs applied. The addition of
weaker arrivals allows for a more complete representation of P wave generation regions in each band.
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shift toward a higher back azimuth with increasing frequency. Possible reasons for the shift in frequency
will be covered in the Discussion section. For dominant Lg arrivals, we observe a slight variability from the
source region at 180–220°, and multiple arrivals do not reveal variations in source location. We find good
agreement between Rg and Lg source locations, which favors the idea of an Rg-to-Lg conversion mechanism
[He et al., 2008], except for the source region at back azimuths near 50° which displays weak Lg arrivals. Rg
waves dominate the lower frequencies, and a possible conversion example can be seen around 35° where
Rg arrivals are converted to Lg above 0.55 Hz.
3.2.2. Body Waves
For body waves associated with secondary beam power maxima, we find results similar to those from
global slowness maxima, where most of the arrivals correspond to the Kamchatka region, Kerguelen
Plateau, and southern Pacific Ocean (Figure S5). Earthquakes do not interfere in this analysis, as only
weaker arrivals are plotted. This can be seen from the comparison between Figure S5a and Figures S5b
and S5c, as areas with sharp contrasts that symbolize earthquake arrivals (Figure S4b) are eliminated or
minimally present for secondary beam power maxima. New arrival patterns appear that correspond well
with the east coasts of Japan, Taiwan, and the Philippines. The weaker arrivals, which show no bias due to
earthquakes, give us confidence that the observed body waves are generated by ocean wave interactions.
For the northeast region, the Coral Sea correlates well with an increased arrival hit count region. An
overview of backprojected P waves, combining dominant and weaker arrivals for all eight frequency
bands, is shown in Figure 5.

4. Interpretation
4.1. Effect of Bathymetry

We relate our results to the bathymetry- and frequency-dependent amplitude coefficients for a half-space
over a flat-Earth model [Longuet-Higgins, 1950] for the analysis of surface waves. The coefficients can be
seen as an energy transfer function between the liquid and solid layers and are dependent on the depth
of the ocean layer and the seismic wave frequency. The maximum of energy transfer occurs at depth
and frequency combinations that can be associated with resonant behavior and differs between seismic
wave phases (Rg, P, S…). For the analysis of P waves, we use the approach of Gualtieri et al. [2014], in which
the amplitude coefficients are described by a plane wave decomposition and are in addition dependent on the
distance between source and receiver. We compute amplitude coefficient maps for the case of surface and
body arrivals and compare them with observations (sediment layers are not accounted for in both cases).

For surface waves, we display the frequency bands 1 (Figure 6a) and 8 (Figure 6b) as a sum of all years for
combined Rg and Lg arrivals and their corresponding fundamental coefficient maps for 0.35 Hz and 0.7 Hz
(Figures 6c and 6d). At 0.35 Hz, the regions with high-amplitude coefficients show some surface wave arrivals
but cannot explain all arrivals. For spatially concentrated sources in the north, the amplitude map does not
explain the strong directional behavior found in the data. For higher frequencies, we find a reduction of
high-amplitude regions that is well correlated with the observed seismic arrivals for these back azimuths.
Owing to the higher frequency, areas with favorable amplitude coefficients move into shallower water, yet
they still cannot explain the sources from the north and south. We see a reduction in the number of arrivals
from distant coastlines. The spatial concentration of surface arrivals cannot be explained by bathymetry
effects alone in either case, and possible reasons for this will be discussed in section 5.

For P waves, we generate amplitude coefficient maps following the work of Gualtieri et al. [2014] for the
region south of Australia (Figure 7a) and the Kamchatka/Japan region (Figure 7b), for all eight frequency
bands. For the region south of Australia we find the maxima of P wave arrivals in the first four bands to
be in close vicinity to favorable amplitude coefficient regions. For higher-frequency bands, the maxima
of arrivals are found in more shallow water and are less correlated than for lower frequencies. For the
northern hemisphere, we see good correlations in bands 2, 4, 5, and 6. Bands 7 and 8 are again associated
with shallow water/coastlines and do not show strong correlations with amplitude coefficients. Band 1
shows the maximum of P arrivals to be located on land north of the Sea of Okhotsk. A possible explanation
is that these are actually PP arrivals from one of the well-known microseism source regions in the North
Atlantic [Kedar et al., 2008]. For the Kerguelen Plateau, the source locations are found within a few degrees
of the Kerguelen Islands for bands 3–8 (Figures 5d–5h).
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The maximal P wave arrivals in the low-frequency bands are located in areas with favorable amplitude
coefficients, but not all areas with high-amplitude coefficients show P wave arrivals; hence, ocean site
effects alone cannot explain the observed distribution of P wave arrivals. We expect the inhomogeneous
swell distribution and spatial reflector distribution to be the main causes. The majority of storms follow
a certain spatial pattern and generate similar swells that can be reflected by coastlines. Ocean regions close
to coastlines that lie in the main storm tracks therefore generate better conditions for SM generation
[Ardhuin and Roland, 2012]. For higher-frequency bands, we observe a decrease in the influence of ocean
site effects on the P wave generation regions, and coastline reflection seems to play a more important
role. It should be further mentioned that coastline reflection is not the only contribution for favorable
SM generation regions—we detect P wave arrivals east from the Kerguelen Islands, which suggests that
ocean swells bend around the islands to form areas with opposing wave trains.

4.2. Correlations With Ocean and Wind Dynamics

Our multidecadal short-period microseism analysis allows us to search for general correlations between the
seismic arrivals and an ocean wave hindcast. The hindcast was performed using the WAVEWATCH III, v4.08
software, and was forced hourly with Climate Forecast System Reanalysis surface winds and sea ice variations
[Durrant et al., 2013a, 2013b]. The wave spectra are discretized over 29 exponentially spaced frequencies

Figure 6. (a) Surface wave arrivals, Rg and Lg, for frequency band 1. The estimated arrivals are discretized into 2° bins
and displayed on their respective raypaths. We have used up to five arrivals per hour for the whole period of the study.
(b) Rg and Lg arrivals for frequency band 8. The fundamental amplitude coefficient derived from Longuet-Higgins [1950]
is displayed for the appropriate frequency: (c) band 1 and (d) band 8.
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Figure 7. Amplitude coefficients for all eight frequency bands for (a) south of Australia and (b) Kamchatka/Sea of Okhotsk/Japan region. The maximum of Pwave arrivals is
marked with a black circle for each band (SASC applied). The amplitude coefficient maps are generated by averaging over the whole width of the frequency band.
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Figure 8. (a) Discretization of back azimuths for the comparison with ocean and wind dynamics. A grid location that coincides with the maximum of surface
wave arrivals is selected in each sector to represent the local ocean and wind properties. (b) Possible generation locations for Rg waves in the northeast
basin of Australia.

Figure 9. Parameters extracted from the ocean hindcast model for sector 8 (Great Australian Bight) and frequency band 1, for the full year of 2011: (a) wave
height, (b) mean wave direction, (c) wind strength, and (d) mean wind direction. Parameters are shown as a histogram for the complete year (violet) and for
time intervals when corresponding dominant surface wave arrivals were observed (orange). (e–h) The correlation between the two histograms (violet and
orange) is given in the right-hand column. Correlation for mean wave height is only plotted if at least 10 measurements for a given direction occur during the
year. Results for wind direction are constrained to wind speeds higher than 7m/s as lower wind speeds are unlikely to have any effect on the generation of
surface waves in frequency band 1.
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between 0.038 and 0.5 Hz and 24 equally spaced directions (Δ= 15°). Coastal reflections are not taken into
account in this model.

We discretize the seismic arrivals into sectors (Figure 8a) that coincide with spatially concentrated surface
wave back azimuths extracted from a histogram over the full period of the study. For each sector, we select
a grid point of the ocean wave hindcast to represent the local wave and wind state. The location of the grid
point is selected to be closest to the maximal arrival count of each sector and close to the coastline. For each
surface wave arrival from a sector n, we record the ocean and wind state at grid point n during the same time
period to investigate correlations between seismic arrivals and the ocean and wind state. We acknowledge

Figure 10. Frequency-dependent correlations between arrivals of Rayleigh waves and (left) wave height and (right) wind
speed for locations (a and b) 6, (c and d) 7, and (e and f) 8.
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that wave height is not, in general, the dominant factor for the generation of microseisms [Obrebski et al.,
2012], which arise due to the interaction of opposing wave trains; however, within the areas shown in
section 3, where surface waves are consistently generated, the scenario of opposing wave trains is realized
and wave height is a good additional correlation parameter.

The results for sector 8 and band 1 are summarized in Figure 9. We find a strong correlation between seismic
arrivals and ocean wave height and wind speed and a slightly preferred mean wave and wind direction. For
a complete picture, we extend this analysis to all eight frequency bands and showwave height and wind speed
correlations for sectors 6, 7, and 8 (Figure 10). These three sectors show unique correlation patterns with varying
frequency. Sector 6 (north) shows the highest correlation for band 8 and reduced correlation toward band 1,
sector 8 (south) shows the inverse effect with frequency, and sector 7 shows the highest correlation in band 3.
The important information in these graphs is that for location 6, which is sheltered from long-period ocean swells
(>6 s), higher-frequency Rayleigh waves are more likely to be excited by smaller ocean waves or less strong wind
speed in comparison to band 1. In order to generate Rayleigh waves from sector 6 and band 1, the wind speed
and wave height have to be greater on average. The hindcast also shows the dominant wind and wave direction
to be around 270°. As the northern ocean basin is sheltered from remote swells and dominated by east winds, the
local wind sea is the driving mechanism for the generation of Rayleigh waves. For the exposed southern sector 8,
long-period swell mostly originates from remote parts of the southern Indian Ocean, and seismic arrivals are only
observed during times of strong winds and increased wave heights for band 8. The strong source at sector 7 in
band 3 cannot be explained by the hindcast data alone. WRA is recording Rayleigh waves from sector 7 mainly
for wind and swell directions between 250 and 330°. The generation of Rayleigh waves is likely to be connected
with the location of Mornington Island (Figure 8b), and resonance effects between the coastline and Mornington
Island may be the cause of the strong source in band 3.

The above results represent a yearly average for the seismic and ocean hindcast data. To highlight the diversity
of the secondary microseism wavefield, we display the arrival direction of the dominant surface wave in each
frequency band for a single hour (Figure 11a). We find the two lowest-frequency bands pointing southward,
while higher-frequency bands show arrivals from the northeast. We further present the ocean wave height
(Figure 11b) and dominant wave period (Figure 11c) for the same time frame (1 January 2010, 03:00 UTC).
For the Great Australian Bight, we find a swell height around 3m and period of 7–8 s. This fits well with the
seismic observations for the lower-frequency bands. To the northeast, we find a swell height below 1m and
periods below 4 s, which fits well with the observations in the higher-frequency bands and supports our
previous conclusion that the wind sea is the main contributor to the generation of higher-frequency secondary
microseisms. The average depth for the northeast sources is around 50–60m and shows that Rayleigh waves
are excited in shallow waters.

4.3. Seasonal Variations

To examine the seasonal patterns of surface waves at WRA, we sum all arrivals in all frequency bands for
the whole time period of the study (Figure 12). The figure is normalized and shows a monthly average of

Figure 11. (a) Dominant surface wave arrivals for eight different frequency bands observed in the same 1 h record at WRA for the date 01 January 2010, 03:00:00 UTC.
The estimated back azimuth is strongly dependent on the frequency band. The length of the raypath is arbitrary. (b) Wave height and (c) wave period for the
same date as predicted by the ocean hindcast. The arrows in Figure 11b display the wind direction, and the length of the arrow corresponds to wind speed.

Journal of Geophysical Research: Solid Earth 10.1002/2015JB012210

GAL ET AL. LONG-DURATION SEISMIC NOISE ANALYSIS 5776



each of the sources. We find the Great
Australian Bight (sector 8; Figure 8a) to
be the main contributor to microseism
arrivals over the whole year, with a
minimum of activity in February and a
maximum in September. This can be
explained by the fact that the Great
Australian Bight is the closest southern
coastline to WRA that receives major
swells and the main swell direction
has a frontal incident angle on the
coastline, which would allow wave
reflections over a large area. Sectors 4,
5, and 6 display similar activity with a
maximum in June, while sectors 1, 2,
and 3 display the inverse pattern
with a maximum in January. Sector 7
remains relatively constant over the
whole year, on average.

To examine the long-term stability of the
seismic arrivals, we next evaluate each
year separately. The data do not reveal
any changing trend except for marginal
variations, which can be explained by
strong storm events. The seasonally
dependent seismic arrival count also
remains the same for each year and each
frequency bin, which suggests that glo-
bal swell and wind patterns remain
approximately the same. The seasonality
of body waves recorded at WRA has
been discussed previously by Reading
et al. [2014] and is in agreement with
our present results for the Kerguelen
Plateau and Sea of Okhotsk/east Japan
region (Figure 12b). The Kerguelen
Plateau shows its minimum in January
and displays a slow rise in Pwave genera-
tion that peaks in October. For the Sea of

Okhotsk and east Japan we find a similar pattern, which peaks in December and displays its Pwave minimum
in July. The number of estimated P waves from the Great Australian Bight correlates well with the surface
wave pattern from this location and peaks in the southern hemisphere winter months. This suggests that
P waves are probably generated by coastal reflections as well, by the same swell systems that excite surface
waves. The source in the southern Indian Ocean shows two peaks, in April and November, which are consistent
with peaks in wind strength data in this region.

5. Discussion

In this section we discuss the possible mechanisms for the conversion of Rg-to-Lg waves, followed by the
generation region of surface waves. Further, we discuss the correlations with an ocean wave hindcast, and
swell and wind parameters, in more detail. The results in section 3.1.1 show an increase in the relative
abundance of Lg with respect to Rg, with increasing frequency. Although most of the microseism energy is
present in the form of Rayleigh waves [Lacoss et al., 1969], a previous study on IMS arrays and short-period
microseisms has shown Lg waves to be the dominant contributor in the frequency range of 0.5–4 Hz

Figure 12. Seasonality shown as seismic arrival hit count (normalized) per
month for (a) surface waves and (b) Pwaves. See Figure 8a for the match to
geographic location for surface waves. P wave arrivals for the southern
Indian Ocean are mostly those in the region south of Australia. The five
strongest arrivals per evaluated hour were used for the computation of
monthly averages.
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[Koper et al., 2010]. As Lg waves are unli-
kely to propagate in the oceanic crust
[Zhang and Lay, 1995], Koper et al.
[2010] argued that irregular morphology
of coastlines is a possible cause for
Lg excitation.

For explosive seismic sources it has
been suggested that Lg waves are
generated by near-source scattering
of Rg waves [Patton and Taylor, 1995;
Gupta et al., 1997]. The conversion
mechanism/transfer function was found
to be frequency and source-depth
dependent [Myers et al., 1999].
Additionally, a numerical study was
performed to investigate the influence
of a rugged free surface on seismic
phase conversion in the frequency
range of 1–4Hz [He et al., 2008]. It was
found that a considerable amount of

Rg energy is scattered into Lg waves for low frequencies (1Hz). In our study, we find the back azimuth of
impinging Rg and Lg arrivals to be similar (Figure 2), which favors an Rg-to-Lg conversion for which irregular
morphology of coastlines or rugged surface scattering are potential candidates.

The analysis of surface wave microseism locations shows a stationary behavior with respect to frequency over
the full duration of the study. This supports our assumption that coastline reflections are the main contributors
to the generation of surface waves around Australia, as coastline geometry, bathymetry, and storm tracks
remain constant over two decades. We find small variations between the results estimated before and after
2000. Since all post-2000 results show a similar behavior, the small differences in the arrival patterns are likely
to be connected to different seismic instruments and the absence of four stations in WRA prior to 1999.
Although we find concentrated source regions for surface waves, their actual generation distance from the
coasts is unknown. Observing the arrivals from the north (Figures 6a and 6b) and relating them to the amplitude
maps (Figures 6c and 6d), we do not find any relation that can explain the strong geographical concentration of
source regions. Themain factor for this spatial concentration should therefore be the coastline geometry, which
supports the idea of nearshore generation regions.

It is possible in surface wavemicroseism analysis to usemultiple arrays to infer the distance to the source region
via triangulation [Cessaro and Chan, 1989; Cessaro, 1994; Friedrich et al., 1998]. We explored this possibility by
analyzing 6 years of data from the Alice Springs Array (ASAR; for station configuration, see Figure S1a), which
is located about 410 km south of WRA. ASAR has smaller interstation spacing and aperture compared to
WRA, and so its array response is optimal at slightly higher frequencies. However, we can compare the back
azimuths of surface wave arrivals for these two arrays because our results have shown that the back azimuth
of surface waves remains relatively constant with frequency. The ASAR results confirm some locations seen
by WRA (Figure 13). For arrivals from the north and south, for which ASAR andWRA are aligned with the source
direction, triangulation does not yield meaningful information on the source distance from the shorelines;
however, for arrivals from the northwest we find the source location via triangulation to be immediately
offshore. We conclude that the generation of surface wave microseisms is mainly driven by coastal reflections,
aided by bathymetry effects. The slope-coastline configuration does not seem to play an important role in the
generation of short-period surface waves. The figure also shows that Rg and Lgwaves are observed for the same
source region by the two arrays. This finding strengthens the idea of an Rg-to-Lg conversion.

For weaker surface wave arrivals we observe a small shift in back azimuth with varying frequency (Figure 2). A
possible explanation is a frequency-dependent coastal reflection coefficient, hence a varying dominant
frequency for different spatial points. For the sources in the northwest, 280–330°, the mean swell direction
is from the southern Indian Ocean, and with increasing frequency we see these sources shifting toward a

Figure 13. Triangulation of surface waves from ASAR and WRA. The red
raypaths denote Rg waves, while the blue raypaths denote Lg waves.
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lower back azimuth (south). We see the same effect for the surface wave sources in the northeast, 10–55°. The
mean swell direction for the northeast basin is from the east to west, and for increasing frequency the
generation location is shifting toward a higher back azimuth, i.e., east toward the swell direction.

We find both Rg and Lg arrivals from each source region with the exception of the region around a back
azimuth of 50°. The Lg signal is absent from the dominant summary plot (Figure 2b) and starts showing a
weak presence for tertiary Lg arrivals (Figure 2f). We performed a correlation analysis between the ocean
hindcast and the recorded seismic arrivals to investigate the Coral Sea as a possible source generation
location, as the reentry of the Lg phase might be attenuated due to the crossing of the oceanic lithosphere.
The results show correlation coefficients below 0.20 and a random distribution with wave height and wind
speed between seismic arrivals and the Coral Sea hindcast parameters. Because all other sources show a
strong correlation, we conclude that the seismic signal does not originate from the Coral Sea but from a
closer location. Therefore, the correlation of Rayleigh waves with the ocean hindcast shows great utility for
the identification of the generation region in the case of a raypath crossing multiple coastlines.

Further insight can be gained by observing the distribution and correlation between Rayleigh wave arrivals,
mean wave direction (Figures 9b and 9f), and wind direction (Figures 9d and 9h) for sector 8 and band 1. The
majority of the swell is generated in the southern Indian Ocean and reaches sector 8 around 25°. As can be
seen from the mean wave direction correlation, certain wave directions are more likely to generate Rayleigh
waves that can be measured at WRA. We observe a local minimum for the correlation coefficient around
10°–15° and increasing toward 290° or 110°. A possible explanation is that the reflection coefficient of
coastlines is swell direction dependent and can promote suitable conditions for the generation of secondary
microseisms. For swell directions that face away from the coastlines, it is likely that two swell/wind sea trains
are responsible, which would explain the high correlation and the rarity of the event at the southern
Australian coast. The wind direction correlation shows a smoother distribution and a trend toward onshore
wind. The trend toward onshore wind becomes stronger with increasing frequency, and other wind directions
show a less correlated behavior. This is in agreement with the conclusion that higher-frequency arrivals are
generated by local wind sea [Zhang et al., 2009].

6. Conclusion

We have evaluated two decades of ambient seismic noise in a frequency-dependent analysis of vertical
component data from the Warramunga Array in central Australia. For an accurate interpretation of the
incoming signals, we made use of the IAS Capon algorithm followed by a mislocation vector analysis to
reduce the slowness and back azimuth bias in P waves attributed to 3-D variations in geology near the array.

For surface waves, we find preferred back azimuthal directions except from the southeastern region, which
remains arrival free for the entire time period and frequency band of our study. Lower-frequency bands
(<0.55Hz) are dominated by Rg arrivals from a range of distances, while higher-frequency bands (>0.55Hz) show
a transition to Lg arrivals and a preference for nearby coastlines, except for the Great Australian Bight. Weaker
arrivals show new spatially concentrated generation regions and extend the frequency range of previously
observed microseism sources at WRA [Reading et al., 2014]. Rg and Lgwaves display similar back azimuths, which
suggest an Rg-to-Lg conversion mechanism, possibly similar to the generation of Lg from nuclear explosions
[Patton and Taylor, 1995; Gupta et al., 1997]. Irregular coastline morphology and the scattering on a free rugged
surface were identified as possible conversion mechanisms. Surface waves can show a back azimuth drift with
respect to frequency, which is most likely connected to bathymetry effects. Triangulation with the Alice
Springs Array (ASAR) and the strong spatial concentration of the arrivals suggest the generation regions of
surface waves to be close to coastlines.

P wave microseism locations are found to be frequency dependent. For the lower-frequency bands
(0.325–0.475 Hz), we find the dominant arrivals to originate from deep waters in the southern Indian
Ocean and north of Japan (Sea of Okhotsk), showing good correlation with regions with strong amplitude
coefficients. For higher-frequency bands (0.525–0.725 Hz), we see a migration of body wave arrivals
toward shallower regions: the Great Australian Bight, the Kerguelen Plateau, in the South Pacific Ocean
south of New Zealand, and the east coast of Japan. In higher-frequency bands, these regions are less
correlated with regions with strong amplitude coefficients, and the presence of coastal boundaries
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outweighs the importance of bathymetry effects. We further show that weaker body wave arrivals are not
contaminated by earthquake arrivals and, in fact, reveal new P wave source regions. In our study, weaker
arrivals revealed increased P wave activity from the northeast Coral Sea, the eastern coastlines of the
Philippines, and Taiwan.

We compared our microseism observations to a WAVEWATCH III hindcast and observed strong correlations
between microseismic activity and ocean wave height and wind speed for regions with consistent surface
wave sources. We further observed a preferred, onshore, wind direction for the generation of surface waves.
The wind direction is found to be increasingly important for higher frequencies, as the local wind sea is the
main generator of surface waves observed at WRA. The hindcast can be used to distinguish between surface
wave generation regions in the case of a raypath crossing two or more coastlines.
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