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Abstract The study uses a Monte Carlo radiative transfer model to examine the sensitivity of the UV
erythemal radiation (UVER) enhancement to broken liquid water clouds of the cumulus and stratocumulus
type. The model uses monochromatic radiation at 310 nm corresponding approximately to the peak of the
product between irradiance and the erythemal curve. All scattering, absorption, extinction coefficients, and
spectral albedos are tuned to this wavelength. In order of importance, fractional cloud cover, the area of
individual cloud patches, and cloud thickness exert a strong influence on the enhancement, with smaller
contributions from cloud optical depth, cloud base height, and solar zenith angle. In order to produce realistic
enhancements for our study area located in the Valencia region of Spain (39°30′N, 0°25′W), measurements
were obtained from a Landsat image of the region in combination with a spectral Fourier transform model.
The Monte Carlo model, as applied to the Fourier transform cloud distribution, produced satisfactory results
compared to 1 year of measured UVER enhancement for the study region provided that fractional cloud
cover was equal to or greater than 3/10. At smaller cloud fractions, the neglect of cloud patches less than
50m×50m in area by the model created significant discrepancies.

1. Introduction

In the last few decades there have been numerous experimental studies that document how measured UV
irradiances in cloudy environments are enhanced above cloudless values [Alados et al., 2000; Calbó et al.,
2005; Esteve et al., 2010]. They are believed to originate as a result of reflection from cloud sides, but the
underlying factors influencing the results are many, and in this study we have taken a modeling approach
to examine how the enhancement responds as a function of a range of variables.

In almost all studies cloud effects are treated using a cloud modification factor (CMF), defined as the ratio of
measured UV irradiance (erythema irradiance, UVB, or UVA) to an equivalent cloudless irradiance with the
same zenith angle and background atmospheric conditions [Calbó et al., 2005]. Enhancement (ENH) occurs
when CMF is greater than 1, which may be expressed as a percentage, ENH= (CMF� 1) 100. Reported
estimates of ENH range from a maximum of over 8% to 30% for integrated UV band measurements
[Bordewijk et al., 1995; Schafer et al., 1996; Sabburg and Wong, 2000]. The low figure of 8% was reported by
Sabburg and Wong [2000] as representing a true enhancement after allowing for an uncertainty maximum
of 32% and a measured CMF of 1.40.

The above figures represent instantaneous measurements, and it is expected that in most cases temporal
averaging will reduce ENH given the stochastic nature of cloud structure and composition at a local level.
Thus, Mims and Frederick [1994] and McCormick and Suehrcke [1990] report ENH between 10% and 20% for
integration times of approximately 30min and 3 h, respectively, while yearly averages of ENH of under 5%
are reported for various cities in Spain [Alados-Arboledas et al., 2003]. Frequency of enhancement (FE) as a
percentage of total CMF episodes has also been used in the literature, ranging from relatively high values
of 25% reported by Lubin and Frederick [1991] to 2–3% above a measurement uncertainty threshold
[Sabburg and Wong, 2000; Sabburg and Calbó, 2009].

The above studies examine how CMF varies in response to various environmental factors, mainly solar zenith
angle, cloud cover, and cloud type [Blumthaler et al., 1994; Thiel et al., 1997; Kuchinke and Núñez, 1999;
Sabburg and Wong, 2000; Foyo-Moreno et al., 2003; Sabburg and Calbó, 2009, amongst others]. Modeling
studies by Bodecker and McKenzie [1996] and Grant and Heisler [2000] partition surface irradiance as a contri-
bution from a cloudy and cloudless portion of the sky but neglect contributions from cloud sides.
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More detailed studies of the scattering processes argue that enhancement is mainly a response to reflection
from sides in cumulus-type clouds, the process leading to enhanced diffuse radiation [Krzyscin et al., 2003;
Lovengreen et al., 2005]. Conversely, other studies have also reported a high incidence of cirriform clouds with
the enhancement [Kuchinke and Núñez, 1999; Sabburg and Calbó, 2009], with the process being related to a
lower zenith angle in scattered diffuse radiation from the cloud compared to the incident radiation
[Pfister et al., 2003; Sabburg and Calbó, 2009] or from a combination of cirrus/cumulus cloud effects [Parisi
et al., 2004].

From the above discussion, questions still remain about the relative importance of cloud sides versus cloud
structure and compositions in the enhancement process. The role of cumulus versus cirrus clouds in the
enhancement process is still unclear. In this study we use a three-dimensional Monte Carlo radiative transfer
model (MCRTM) which is specially suited to the nature of radiation enhancement by clouds [Iwabuchi, 2006].
Furthermore, the sensitivity of enhancement to a range of cloud variables and solar zenith angle can be easily
examined. To confine the problem further, only low-level liquid water clouds of the cumulus or stratocumulus
clouds are only considered.

In this study we examine the enhancement characteristics of UV erythemal radiation (UVER) data collected in
the Valencia region of Spain over a 1 year period in 2011 and its response to a range of variables. Additionally,
the abovementionedMonte Carlo radiative transfer model is used to comparemeasured trends to those esti-
mated by the model. In our configuration the model is not used as a predictive tool but rather as a guide to
indicate expected magnitudes, relevant trends, and as means of filtering relevant from nonrelevant variables.

2. Methodology
2.1. Instrumentation

Experimental data were collected over a 1 year period on the roof of the Faculty of Physics building in
the Burjassot campus of the University of Valencia, Spain (39°30′N, 0° 25′W; 30m above sea level).
Measurements of UVER were taken using a broadband UVB-1 radiometer by Yankee Environmental
Systems (YES). Concurrent with these measurements, fish eye lens images were collected using a sky camera
by Sieltec Canarias S. L. that allowed a visual characterization of fractional cloud cover and cloud type.
Ancillary data on aerosol optical depth and aerosol properties were also collected using CE-318 CIMEL Sun
photometer which formed part of the Aerosol Robotic Network of sensors [Holben et al., 1998].

The radiometer YES-UVB-1 was calibrated in the National Institute for Aerospace Technology at El Arenosillo,
Spain. This standard calibration consists of a measurement of the spectral response of the radiometer indoors
and a comparison with a Brewer MKIII spectroradiometer outdoors [Vilaplana et al., 2006]. It is estimated that
the calibration provides a corrected signal with a maximum error of 9% for zenith angles below 70° [Utrillas
et al., 2007; Núñez et al., 2011]. The UVER data were acquired at 5min intervals using an Agilent 34970A
data logger.

Cloud sky images were acquired simultaneously at 5min intervals, stored on local memory, examined, and
downloaded if the images were deemed suitable. The web software allowed rapid scanning of the images
which also contained information on the acquisition time. At this stage it was possible for the observers to
discard images that contained mixed cloud types, middle or high clouds, and cloudless conditions. Only
Cu and Sc clouds were selected for analysis, encompassing the entire cloud cover range from 0.1 to total
overcast C= 1, where C is the decimal fraction of the sky covered by clouds. A total of 2506 episodes with
simultaneous cloud cover and irradiance data were available for analysis. As an approximation of the uncer-
tainty of this cloud sky camera, we have taken an average uncertainty of 0.05 for all cloud cover estimation
less than 1. A more detailed description is provided in Serrano et al. [2014].

Additional data collected consisted in a daily average value of the Ångström parameters α (Ångström
exponent) and β (Ångström turbidity coefficient) and the aerosol asymmetry factor, all obtained from the
CE-318 Sun photometer located at the field site [Estellés et al., 2007].

2.2. LibRadtran Model

CMFUVER estimation requires a cloudless irradiance for every single measurement of UVER. To obtain these
data, the UVSPEC module in LibRadtran version 1.7 [Mayer and Kylling, 2005] was used. Input variables
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consisted in a midlatitude summer atmo-
sphere, with a 1 nm Atlas plus MODTRAN
(moderate resolution atmospheric trans-
mission model) solar spectrum, delta-m
scaling with discrete ordinates radiative
transfer model for a multi-layered plane-
parallel medium, and six-stream option.
Background stratospheric aerosol condi-
tions were used [Shettle, 1989]. Ångström
coefficients from the CE-318 Sun photo-
meter were used to parameterize the
wavelength dependence of aerosol optical
depth. These were based on daily average
estimates or interpolated from cloudless
episodes. The coefficients were used to
scale the default aerosol profile of the
UVSPEC program. Several authors have
used Ångström α and β coefficients extra-

polated to the UVER region to arrive at an aerosol optical depth for UVER (τaer). Radiative model results com-
pared very well with direct Sun observations from Brewer MkIII instruments [Kazadzis et al., 2010; Nikitidou
et al., 2013] with a typical uncertainty in aerosol optical depth of ±0.02. Therefore, we have also adopted this
scheme to estimate (τaer) for the UVER.

The aerosol asymmetry factor was set to 0.68 which was based on an average figure from the 440 nm channel
of the CIMEL instrument. Aerosol single-scattering albedo (ωaer) may be estimated using CIMEL Sun
photometer-derived ωaer at 440 nm but not in the UVER band of interest to this study. It may be estimated
as a residual term using a radiative model such as LibRadtran [Goering et al., 2005; Petters et al., 2003].
Residual calculations gave values that varied from 0.60 to 0.80 with a mean around 0.70. However, the
technique becomes unusable at high zenith angles due to errors in the estimation [Bais et al., 2005;
Serrano et al., 2014], and in addition, cloud cover prevented retrieval of this data in cloudy days. As an alter-
native we have used a single value of 0.70 published by Shettle and Fenn [1979] and applicable for urban
aerosols at wavelengths of 310 nm in the central UVER region. There are slight variations in ωaer with relative
humidity which result in changes of ±10% in the monthly average estimates of ωaer from the above figure of
0.70. Given the considerable variability in diurnal relative humidity, the inherent uncertainty in this estimate,
and the large magnitudes of cloud depletion expected, a constant value of 0.70 was used.

A UV surface albedo of 0.04 was used also based on the work described in Serrano et al. [2014]. All model
spectral output was convolved by the Commission Internationale d’Éclairage response curve [Commission
Internationale d’Éclairage, 1998] which resulted in a UVER data set that was directly comparable to that mea-
sured with cloudless conditions. Total column ozone was obtained from daily passes of the OzoneMonitoring
Instrument (OMI) on board NASA’s Aura satellite (http://ozoneaq.gsfc.nasa.gov). Based on previous studies
[McPeters et al., 2008; Antón et al., 2009] which have compared OMI-Total Ozone Mapping Spectrometer
column ozone with surface-based observations, an uncertainty of ±2.2% was used for the column ozone in
our model estimates.

Figure 1 shows the LibRadtran model performance for cloudless skies in Valencia by comparing measured
data against modeled irradiance. The relationship shows a high coefficient of determination, at 0.99, and
an RMS difference of 6.5mWm�2.

2.3. Monte Carlo Model

The ray tracing Monte Carlo radiative transfer model (MCRTM) was used and is described in Iwabuchi [2006].
There are numerous 3-D models in the published literature that have examined radiative processes in inho-
mogeneous media. Among the most widely used are the Monte Carlo community model of 3-D radiative
transfer (I3RC) available at http://i3rc.gsfc.nasa.gov and the Monte Carlo code for the physically correct
tracing of photons in cloudy atmospheres available at http://www.bmayer.de/index.html?mystic.html&1.
They have been used in a wide range of applications which include modeling satellite-derived properties

Figure 1. Comparison of modeled UVER irradiance against measured
for cloudless skies.
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of inhomogeneous broken clouds [Marshak et al., 2006; Kokhanovsky et al., 2007a, 2007b] and aerosol
characteristics in the vicinity of broken clouds [Varnai et al., 2013]. Other 3-Dmodels which are not ray tracing
such as Spherical Harmonics Discreet Ordinate Method are also used to estimate how nadir reflectance
changes in broken cloud conditions [Loeb et al., 1997]. In our application we have used the ray tracing
MCARaTS (Monte Carlo radiative transfer simulator) or MCRTM (Monte Carlo radiative transfer model) as
described in Iwabuchi [2006] due to its simple yet elegant input structure, its economical use of storage space
in describing the model atmosphere, and the software available to process and display the resultant data.

The MCRTM is meant to run mainly in a monochromatic mode, which is a limitation as our erythemal
measurements represent UV irradiance convolved by the erythemal response curve which extends from
280 nm to 400 nm [Diffey, 2002]. To replicate the UVER measurements with the MCRTM code is too time con-
suming and impractical, and instead, we select a monochromatic wavelength which is close to the peak in
the product of irradiance with the erythemal curve, at 310 nm. Therefore, comparisons with measured and
modeled enhancement are not exactly equivalent, and this limitation will appear later in the analysis, when
discussing dependence of enhancement on solar zenith angle.

The user defines a three-dimensional domain with length x, y, z, cell size (δx, δy, δz), total number of photons
used, and other input parameters to be described later. Initially, each photon is randomly distributed along
the top of the domain but with specified zenith angle, a photon weight of one and information on the order
of collision, a value above which the photon is considered to be “extinguished” from collisions with aerosols
containing a single-scattering albedo less than one. A random number between 0 and 1 is generated, and
this establishes the optical path length to the next collision point, allowing then the calculation of the extinc-
tion along the path length. The type of collision is established by a random number that samples according to
the fraction of scattering coefficients which make up the local scattering cell (air, aerosols, cloud particles,
etc.). After collision the photon weight is reduced by a certain amount depending on the extinction path
length and single-scattering albedo of the scattering medium. For small photon weights (<<1) the
Russian roulette method is used [Kawrakow and Rogers, 2001] as means of saving computing time. After
adjustment for photon weight, new scattering angles are established using a random number which chooses
a particular value in a cumulative probability distribution curve.

At each surface cell the above ray tracing method provides total photon counts for photons that have
undergone changes in direction and photon weight (diffuse irradiance) and photons that have undergone
changes in weight but not direction (direct irradiance). Note that this definition of direct irradiance will
include photons that have undergone initial scattering but are scattered back into the viewing cone within
which photons are labeled as direct radiation. Furthermore, the program allows the user to choose the cone
aperture according to their requirements.

Photons that reach the lateral boundaries of the domain will appear as entering the domain on the opposite
side with undisturbed photon count and orientation. This “cyclic” feature ensures that the horizontal domain
extends beyond the horizontal constraints of the box, ensuring a full sky coverage but with cyclic
cloud features.

Model composition is supplied in the form of two different formats. There is the background atmosphere,
assumed to be horizontally homogeneous and composed of a number of layers in which Rayleigh scattering
and absorption by ozone and other gases dominate. There is also an inhomogeneous layer, composed of
clouds and/or aerosols but which also includes components from the background atmosphere. Scattering
within this inhomogeneous layer is performed as discussed above.

In our application we have used a domain of 60 × 60× 28 cells, each of dimensions 50m×50m×500m
(Figure 2). Background conditions consist of 28 atmosphere levels extending from the surface to the top of
the atmosphere and are characterized by Rayleigh scattering and absorption by ozone and NO2. Molecular
composition is taken from the Air Force Geophysics Laboratory midlatitude summer atmosphere [Anderson
et al., 1986] with the ozone profile scaled to (306 ± 17) Dobson unit corresponding to a daily summer average
(1 June to 31 August) for the Burjassot region of Valencia. Scattering and absorption cross sections for a
wavelength of 310 nm were used in the model. Temperature-corrected ozone was taken from Molina and

Molina [1986] and NO2 cross sections from Vandaele et al. [2003]. An aerosol concentration profile from
Shettle and Fenn [1979] was used corresponding to background conditions with 10 km visibility. These were
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further scaled to yield a total column
aerosol optical depth for 310 nm of
0.5 representing typical summer condi-
tions in Valencia which are character-
ized by a relatively high aerosol load
[Serrano et al., 2014]. Typical aerosol
asymmetry parameter and single-
scattering albedo of 0.68 and 0.7 were
used respectively for all model runs as
in the LibRadtran model.

The inhomogeneous layer consisted
only of plane-parallel and homogeneous
liquid water clouds. A base height of
0.5 km was mostly used, although sensi-
tivity tests extended to base heights of
1.0 and 1.5 km above the surface.
Sensitivity to cloud thickness used a con-
stant cloud base of 500m and with
thickness of 100m, 500m, and 1000m.
It was necessary to define an additional
model level at 600m for the case of the
100m cloud. A single-scattering albedo
of the cloud medium was taken as 1
(but note that there is also an aerosol
mixture within the cloud defined by

background conditions). Values of effective droplet radius and asymmetry parameter of 10μm and 0.84,
respectively, were used which are typical of liquid water clouds [Hu and Stamnes, 1993]. Cloud optical depth
was varied by increasing or decreasing the liquid water extinction efficiency.

Cloud cover was obtained by first organizing clouds in contiguous units or “cloud patches” of 0.5 km in depth
and either 1 × 1, 2 × 2, 4 × 4, or 6 × 6 cells in the horizontal. Therefore, for each of these cases the unit cloud
would have dimensions of 50m×50m×500m, 100m×100m×500m, 200m×200m×500m, and
300m×300m×500m. These cloud patches were then added randomly in the horizontal domain until the
desired horizontal cloud cover was reached.

A test was performed initially to determine the standard deviation in model output as a function of photon
number. Cloudless conditions were chosen which in theory should give similar irradiance in all surface cells,
and any deviation would represent model errors. The model was executed for a 0° zenith angle and, as pre-
viously mentioned, for scattering and absorption conditions of 310 nm and nominal extraterrestrial intensity
of 542.91mWnm�1 corresponding to the Atlas plus MODTRAN extraterrestrial spectrum [Thuillier et al., 2003]
integrated over a ±0.5 nm intervals around 310 nm. In actual fact, any value will suffice as only relative values
at the surface are of interest. The standard deviation of irradiance from all cells, as percentage of the mean,
decreases with photon count, from 8.6% at 106 photons to 0.8% at 5 107 counts. As a compromise between
accuracy and computing time, a photon count of 107 was used in all calculations, producing an error of just
under 3%. Table 1 shows all conditions that were sampled.

Figure 2. Schematic of the Monte Carlo radiative transfer model.
The study area consists of a box of 60 × 60 surface cells of dimensions
50m× 50m and 28 layers of 500m thickness extending to the top of the
atmosphere. Scattering and absorption properties are made horizontally
homogeneous and for a wavelength of 310 nm. A cloud layer is defined
in the second or third layer. Horizontal spacing for clouds varies randomly
subject to cloud cover and a user-defined cloud size. Cyclic boundary
conditions are used in the horizontal so that a photon leaving one
boundary is reflected and appears in the opposite boundary.

Table 1. Conditions That Were Used to Examine the Enhancement Sensitivity

Sensitivity to… Cloud Cover Cloud Unit Size Cloud Base Height (m) Cloud Optical Depth Cloud Thickness (m) Solar Zenith Angle (deg)

A cloud cover 0.1, 0.3, 0.5, 0.7 1 × 1, 2 × 2, 4 × 4, 6 × 6 500 10 500 30
B cloud base height 0.1 to 0.9 (step 0.1) 1 × 1, 2 × 2, 4 × 4, 6 × 6 500, 1000, 1500 10 500 30
C cloud optical depth 0.1, 0.3, 0.5, 0.7 4 × 4 500 1, 2, 5, 7, 10, 13, 15, 20 500 30
D cloud thickness 0.1, 0.3, 0.5, 0.7 4 × 4 500 1, 15 100, 500, 1000, 1500 30
E solar zenith angle 0.1, 0.3, 0.5, 0.7 4 × 4 500 1, 15 500 0, 15, 30, 45, 60
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2.4. Enhancement and Frequency
of Enhancement

In the published literature enhancement
(ENH) is usually defined as the percentage
increase in surface irradiance above a
cloudless value with otherwise the same
set of atmospheric input conditions (solar
zenith angle, ozone column, etc.). In this
study we have chosen to define the fre-
quency of enhancement (FE) over the study
region which in the case of the MCRTM is a
domain of 60 × 60 pixels. Using these terms,
enhancement and frequency of enhance-
ment may be defined as

ENH310 ¼ CMF310 � 1ð Þ100 (1)

FE310 ¼

X60
i¼1

X60
j¼1

e i; jð Þ

3600
where

e i; jð Þ ¼ 1 if CMF310 i; jð Þ > 1

e i; jð Þ ¼ 0 if CMF310 i; jð Þ ≤ 1

�
(2)

where CMF310 (i, j) is the cloud modification factor (ratio of actual to cloudless irradiance) estimated by the
MCRTM at 310 nm and for pixel i, j.

Comparison of FE310 betweenmeasurement andmodel is not straightforward for various reasons. First, erythe-
mal sensors measure UV irradiance convolved by the erythemal curve and there may be spectral changes with
changing environmental conditions. Second, unlike the MCRTM estimates, UVER measurements are not
spatially averaged but instantaneous. Assuming a “frozen turbulence” hypothesis in the radiation field, we
can equate a spatial average to a temporal average which may be approximated by averaging over similar
episodes (i.e., cloud cover). To differentiate between the two estimates, FE310 and FEUVER are used, denoting a
spatial average from the MCRTM and a temporal average obtained from the UVER measurements, respectively.

In a later analysis, cloud size distribution will be shown to be an important factor which influences FE310.
Typical size distributions which vary with cloud cover were obtained by obtaining a size spectrum from a
cloudy Landsat scene for the region and incorporating this information in a two-dimensional inverse
Fourier transform model (IFTM). The IFTM provided realistic cloud size distributions which varied with cloud
cover. Applying the MCRTM to these different cloud size distributions provided the FE310.

3. Results
3.1. Sensitivity of CMFUVER to Cloud Cover From Measurements

Figure 3 is a plot of instantaneous CMFUVER data versus cumuliform-type cloud cover collected for all of 2011.
In total, there were 2506 data points that met this condition. As may be noticed, there were a substantial

Figure 3. CMFUVER versus cloud cover for all data collected in 2011. A
total of 2506 episodes are considered here with only cumuliform-type
clouds. The red line represents a level of 1.18, above which there is a
95% level of probability that the ratios are above 1.

Table 2. Statistics for Instantaneous CMFUVER Presented at 0.1 Cloud Cover Intervals

Cloud Cover Average Standard Deviation Absolute Maximum n Average of Enhancements With CMF> 1.18 FEUVER (%)

0.0–0.09 1.16 0.14 1.54 620 1.31 36.6
0.10–0.19 1.14 0.16 1.54 383 1.28 41.1
0.20–0.29 1.17 0.19 1.51 303 1.28 42.0
0.30–0.39 1.05 0.20 1.54 227 1.26 29.4
0.40–0.49 1.00 0.23 1.42 171 1.26 25.3
0.50–0.59 0.97 0.25 1.48 158 1.26 23.9
0.60–0.69 0.88 0.25 1.54 160 1.32 11.3
0.70–0.79 0.78 0.25 1.38 129 1.26 8.5
0.80–0.89 0.76 0.25 1.41 148 1.27 6.1
0.90–0.99 0.63 0.24 1.33 207 1.28 2.4
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number of ratios exceeding 1, but to arrive
at a reliable estimate of enhancement, the
uncertainties in the ratios must be taken
into consideration. An efficient way of esti-
mating this quantity is to examine errors
associated with this ratio in cloudless
conditions as this cloud type (or lack of) is
easily distinguished with the sky camera
[Sabburg and Calbó, 2009]. These errors cor-
respond to the RMS estimate of 9.4% in the
CMFUVER. By definition, all CMFUVER should
be 1 and any departure from this value
would be an error. Assuming a totally ran-
dom distribution, a 95% level of confidence
that the CMFUVER is above 1 will be reached
at a level of 1.18, shown as a horizontal red
line in Figure 3. In total, approximately 30%
of observations met this condition of
CMFUVER> 1.18, although the distribution
is strongly skewed toward low cloud cover.

Table 2 presents relevant statistics of the distribution at 0.1 intervals of cloud cover. There is a strong depen-
dence of FEUVER with cloud cover, with maximum enhancement in the interval 0.20 to 0.29 (42% of the total
cases in the interval) and decreasing to a minimum of 2% in the near overcast situation (0.90–0.99 cloud
cover). A similar decreasing pattern with cloud cover is obtained in the interval average, second column in
Table 2. A regression fit to the CMFUVER enhancement (i.e., only for CMFUVER> 1.18) gave the
following relationships:

FEUVER ¼ 16:4C2 � 71:0C þ 54:1

R2 ¼ 0:95; RMS xi � yið Þ ¼ 4:6%; n ¼ 10
(3)

Equation (3) is the frequency of enhancement (FEUVER) averaged every 0.1 cloud cover interval. Best fit is
obtained with a second degree polynomial in C.

3.2. Monte Carlo Simulation of Sensitivity to Cloud Cover

The MCRT model was executed for the input variables shown in Table 1, row A, which encompass four differ-
ent cloud cover, four different patch areas but constant thickness, base height, and optical depth (Figure 4).
There is a strong dependence on cloud cover and packet dimensions. Frequency of enhancement is greater
than 50% for fractional cloud cover of 0.1 and increases as the packet size becomes larger. As cloud cover
increases, the frequency of enhancement drops rapidly for all packet areas. Greatest and lowest sensitivity
to cloud cover occurs with the 1 × 1 and 6 × 6 packets, respectively.

To test the model uncertainty, four sets of cloud cover conditions were chosen (C=0.1, 0.3, 0.5, and 0.7), each
with constant cloud optical depth, thickness, base height, and patch area which were 10, 500m, 500m, and
4× 4, respectively. The simulations were repeated 10 times for each condition with 107 photons as men-
tioned in the previous section. What is being tested here is the uncertainty in the frequency of enhancement

Figure 4. Variability of model frequency of enhancement at 310 nm
as a function of cloud cover and cloud cube size, with each cube
consisting of horizontal dimensions of 1 × 1, 2 × 2, 4 × 4, and 6 × 6
cells, each cell measuring 50m× 50m in the horizontal and 500m in
depth. Also shown in red are measured FEUVER which are averaged
over 0.1 cloud cover intervals (0.0–0.1, 0.1–0.2, 0.2–0.3,…) and FE310
using a cloud size distribution model with the MCRTM (in green).

Table 3. Uncertainty in Model Frequency of Enhancement at 310 nm for Cloud Cover Scenarios of 0.1, 0.3, 0.5, and 0.7a

Cloud Cover Average Enhancement (%) Standard Deviation (%) Error (Standard Deviation/Average) (%) n

0.1 73.4 0.3 0.5 10
0.3 41.3 0.7 1.6 10
0.5 17.6 1.2 7.0 10
0.7 7.2 0.6 8.9 10

aA cloud base of 500m, cloud thickness 500m, and optical depth of 10.0 were used. Calculations were repeated 10
times to arrive at the statistic.
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calculation FE310 related to the random
cloud arrangement which is being used for
all estimates. Table 3 shows the result of
the simulation which gave standard devia-
tions in the frequency of enhancement of
0.3%, 0.7%, 1.2%, and 0.6% for cloud cover
0.1, 0.3, 0.5, and 0.7, respectively. We have
chosen the highest standard deviation of
1.2% as being representative of the inher-
ent uncertainty in the MCRT estimates.

3.3. Monte Carlo Simulation
of Sensitivity to Cloud Base Height

The MCRTM was executed for a constant
cloud thickness (500m) and optical depth
(10), three cloud base heights (500m,
1000m, and 1500m), and varying cloud
cover and cloud size (Table 1). There is a

general trend of decreasing FE310 with increasing base height, but the change is not large and confined to
less than 6.4%. Considering that the uncertainty in estimation has been taken to be 1.2%, only 12 out of
the 72 cases considered above are larger than twice the standard deviation of 1.2%. We conclude that
FE310 is only weakly sensitive to cloud base height.

3.4. Monte Carlo Simulation of Sensitivity to Cloud Optical Depth

In this section cloud base height and thickness are set constant at 500m and sensitivity to cloud optical depth
is examined for cloud cover fractions of 0.1, 0.3, 0.5, and 0.7, Figure 5. For a specific cloud fraction, there is
decreasing FE310 with cloud optical depth. The trends are all significant at the 95% level of confidence.
However, the dependence on optical depth is weaker than the cloud cover dependence. For example, at
cloud cover 0.5, the enhancement due to the full range of optical depth extends from 25% to 14%. Similar
characteristics appear in the relationships for the other cloud cover fractions.

3.5. Monte Carlo Simulation of Sensitivity to Cloud Thickness

The sensitivity of enhancement to cloud thickness is shown in Figure 6. For display purposes four cloud
fractions are presented, 0.1, 0.3, 0.5, and 0.7, along with two extreme cloud optical depth, 1 and 15.

There is a strong decrease in frequency of enhancement as cloud thickness grows from 100m to 1500m.
Highest enhancement occurs at a cloud cover of 0.1 and decreases with increasing cloud cover. In all

cases the frequency of enhancement versus
cloud thickness trend is nonlinear. As
shown in Figure 6, cloud optical depth
affects FE310, but to a much smaller extent
than cloud thickness or cloud cover, with
typical decreases in FE310 of 8–9% for
changes in optical depth from 1 to 15.

3.6. Monte Carlo Simulation of
Sensitivity to Solar Zenith Angle

As in the previous figure, four cloud cover
episodes (C= 0.1, 0.3, 0.5, and 0.7) and two
cloud optical depths 1 and 15 are shown
in Figure 7. There is a strong dependence
of FE310 on solar zenith angle for all cloud
cover episodes. Estimated FE310 data group
into cloud fraction but show little depen-
dence on cloud optical depth. For a given

Figure 5. Variability model of frequency of enhancement at 310 nm
as a function of cloud optical depth for four intervals of cloud cover
fraction: 0.1, 0.3, 0.5, and 0.7.

Figure 6. Variability of model frequency of enhancement at 310 nm
with cloud thickness for four cloud cover episodes (0.1, 0.3, 0.5, and
0.7) and cloud optical depth of 1 and 15.

Journal of Geophysical Research: Atmospheres 10.1002/2015JD024000

NÚÑEZ ET AL. ENHANCEMENT MONTE CARLO APPROACH 956



solar zenith angle and cloud fraction, the
variability induced by cloud optical depth
is less than twice the standard error of the
Monte Carlo simulation at 107 photons
(<2.4%). By contrast, there is no significant
trend in observational results in CMFUVER
when plotted versus solar zenith angle,
Figure 8. However, as pointed out earlier,
the two estimates are not equivalent as
FE310 represents a monochromatic estimate
at 310 nm while FEUVER is an integrated
measurement of spectral irradiance with
the erythemal curve.

Solar zenith angle changes impact on
spectral composition of UVER, with a shift
toward higher wavelengths and higher
transmission as zenith angles decreases

[Kylling et al., 1997]. Diagnostic tests with LibRadtran 1.7 with overcast clouds of optical depth 10 (not shown)
reveal typical increases in CMFUVER of 17% with solar zenith angle from 0 to 70°. Opposing this trend is a
decrease in UVER as a result of blocking. These two opposing trends to a large extent cancel out, showing
only a weak sensitivity to zenith angle in FEUVER. By contrast, FE310 from the MCRTM decreases with zenith
angle as there are no spectral changes.

3.7. Physical Mechanisms in the Enhancement Process

Considering a homogeneous infinite cloud with (or without) a constant optical depth, it is evident that the
irradiance received at the surface will never exceed the incoming irradiance at the cloud top as there will
always be some reflection from the cloud layer which will depend on the optical depth. An enhancement
of surface irradiance above a cloudless value must be related to edge effects induced by cloud gaps. It might
involve a scattering of some radiation from a cloud edge into the viewing cone of the direct radiation, leading
to enhancement of direct radiation but most importantly to enhanced diffuse radiation above a cloudless
value. Within this context, the blocking of downward traveling radiation by the cloud geometry is crucial
to the enhancement.

Figure 9 illustrates the nature of the blocking. Consider two cloud cubes separated by distance D and dimen-
sions L× L×H. Downward traveling radiance from point Pwill be affected by surface δΑ in the adjacent block.
This effect may be expressed as a view factor (VF) for a vertical surface in point P; a totally obstructed envir-

onment will have a view factor of 1, and no
obstruction will have a VF of 0 [Steyn, 1980].
Furthermore, the VF is a function of the
cloud distance, D, and geometry, H and L.
Exporting this context to the MCRTMmodel
is difficult as the cloud cubes and the resul-
tant enhancement have been distributed
randomly in the horizontal. However, a
crude approach may be followed to illus-
trate the importance of this blocking
mechanism. For a particular calculated
cloud cover and cloud size we have chan-
ged the cube arrangement into a regular
array over the entire domain, essentially in
a similar fashion to Figure 9. For low cloud
cover (C=0.1) of small horizontal dimen-
sions (1 × 1) there will be many cubes dis-
tributed in large numbers throughout the

Figure 7. Variability of model frequency of enhancement at 310 nm
with solar zenith angle for four cloud cover episodes (0.1, 0.3, 0.5,
and 0.7) and cloud optical depth of 1 and 15.

Figure 8. Plot of measured CMFUVER versus solar zenith angle. Ratios
have been estimated over 5° zenith angle range. All cloud cover data
used in the study have been included.
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model domain, so that the distanceDwill be small (~132m). By contrast, if C= 0.1 and the array is large (6 × 6),
there will be only a few cloud cubes with a large distance of separation D (~300m).

Applying the relevant estimates of D, H, and L to C= 0.1 and the two horizontal dimensions with H=500m,
view factors of 1.49% and 36.7% are obtained for the 6 × 6 and 1× 1 arrays, respectively. Therefore, the block-
ing mechanism is much more efficient with small cloud size for constant cloud cover and cloud thickness.
Other factors are of course important. Increasing cloud thickness will increase the VF and increase the
amount of blocking, while increasing solar zenith angle will decrease the irradiance received by the vertical
facets of the cubes. As enhancement is related to “leakage” by the vertical facets of the cube, cloud optical
depth plays a relatively small part in the process, although it is very important in affecting the spatial average
of incoming surface irradiance.

4. Comparison of Frequency of Enhancement Data From Model and Measurements

It is evident from Figure 4 that FEUVER data show a pronounced dependence on cloud cover, from amaximum
of around 40% for c~ 0.2 to just a few percent at c equal to 0.9. Model estimates of FE310 show monotonic
decreases with cloud cover and increases with cloud patch size, but no overall agreement with measure-
ments. From the previous analysis we can discount these differences to be due to cloud optical depth, cloud
base height, and cloud zenith angle, while our cloud thicknesses of 500m are in agreement with observations
in other studies for low-level Sc clouds [Chakrapani et al., 2002; Minnis et al., 1992] and close to an average
figure of 400m given for a midlatitude atmosphere [Wood, 2012]. Discounting these factors, cloud coverage
and cloud size are the two outstanding factors that influence FE310. It is well known that clouds are not
homogeneous in their horizontal structure but exhibit a spectrum of values for liquid water, optical depth,
and spatial dimensions [Cahalan and Joseph, 1989; Cahalan et al., 1994; Boers, 1997; Boers et al., 2000;
Koren et al., 2008]. Our next procedure is to develop a more realistic cloud size distribution.

A Landsat thematic mapper (TM) image collected on 7 August was selected for the region (Appendix A)
containing Cu and Sc clouds. A total of 53 linear transects were selected crossing various cloud scenes,
enabling separation of cloudy from clear pixels by the relatively high reflectance for clouds as opposed to
land surfaces. These transects vary in size from 170 pixels (5100m) to 615 pixels (18450m). Each reflectance
transect was transformed into frequency space using the fast Fourier transform algorithm of Interactive Data
Language (IDL) and subsequently turned into a power spectrum, which on average gave a power slope of
�2.4. Knowing the power spectrum, an inverse fast Fourier transform (IFFT) algorithm was used to create
60 × 60 two-dimensional scenes in real space which contained the power spectrum. This spatial field is a
pseudoreflectance since the spatial average is zero, but the variance is in agreement with the slope of the
power spectrum. Therefore, S(i, j) has the original power spectrum and a property that

X60
i¼1

X60
j¼1

S i; jð Þ ¼ 0:0 (4)

Figure 9. Cloud geometry showing the view factor for element of cloud δΑ as seen by a point P in the center of a vertical
facet of cloud 2. The view factor will determine howmuch radiance from Pwill reach the ground. Each cube has dimensions
L × L ×H and is separated by distance D.
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Cells with negative estimates are set to zero,
and cloud cover is estimated by adding all
nonzero cells, setting this value to 1 and
dividing by the total cells in the field, 3600.
By adding (or subtracting) a constant value
to S(i, j), cloud cover may be changed, each
resulting in a different spectrum of cloud
sizes. The final step involves setting a con-
stant cloud optical depth of 10 to all cloud
cells. This procedure was followed 10 times
for each cloud cover interval and used as
model input into the MCRTM. Results are
presented in Figure 4 under Spectral Model.

Agreement between the two data sets,
FEUVER and FE310 (spectral), has improved
compared to the model output with fixed
cloud dimensions, Figure 4. At fractional

cloud covers greater than 0.2, the two data sets are in broad agreement, with an average FEUVER for all mea-
surements of 23% compared to 25% for the FE310 (spectral). A marked disagreement between measurement
and modeling is noted at fractional cloud cover of less than 0.2 as measurements show a slight decline but
model estimates give increasing enhancement. We attribute this difference to the neglect of cloud areas
smaller than 1× 1 cells (50m×50m).

The cloud areas which were fed into the MCRTM had a power slope of �2.4, and this procedure is in
accordance with Koren et al. [2008] who used Landsat TM data to observe that areas of cumulus clouds in
many regions of the world obeyed a power law distribution, with a high number of small clouds and a smaller
number of large clouds.

Examining the FE310 output in Figure 4, FE310 decreases with cloud area, with cells of dimension 1× 1
(50m×50m) being the lowest considered in the model. Wielicki and Welch [1986], Cahalan and Joseph
[1989], and Koren et al. [2008] conclude that smaller subpixel clouds have a large influence on scene reflec-
tance which our analysis, being limited to a 50m cells in the MCRTM field, is likely to have missed.
Therefore, it is likely that neglect of the very small cloud areas, which lower the enhancement, will induce
the erroneously high spectral FE310 obtained with the MCRTM.

As a further assessment of the model performance, a histogram of enhancement values is calculated for all
measured data and compared with MCRTM estimates, Figure 10. Measurements of CMFUVER that were above
1 were grouped and summed in intervals covering the range 1.05 to 1.55 with increments of 0.1. The IFFT
model was executed 10 times with constants adjusted to give regional cloud cover of 0.13, 0.21, 0.32, 0.41,
0.47, 0.59, 0.71, and 0.81. Each of the 10 model output scenes with their specific cloud distribution and cloud
optical depth of 10 was processed by the MCRTM, and all CMF310 estimates greater than 1 were grouped
together into the range intervals listed above. This involved 1007 measurements and 6812 data points for
the model. Figure 10 presents the results of the comparison.

Highest frequency of CMFUVER value, greater than 50% in both CMFUVER and CMF310, is obtained in the range
between 1.05 and 1.15. As the CMFUVER value increases, the frequency drops: 26% (CMFUVER) and 37%
(CMF310) in the interval 1.15 to 1.25 and 17% (CMFUVER) and 1% (CMF310) in the interval 1.25 to 1.35. The
MCRTM gives no data beyond an enhancement interval 1.25 to 1.35. A chi-square goodness of fit between
the CMFUVER and CMF310 distributions in Figure 10 was performed using the null hypothesis that there is
no difference between parent distribution (CMFUVER) and the CMF310 distribution. Results gave a chi-square
coefficient of 25, indicating that there is a probability of less than 0.1% that the difference between the two
distributions is due to chance. Therefore, the null hypothesis is rejected, and the differences are real.
Furthermore, examining Figure 10, it is evident that differences between the two distributions are large for
enhancement factors greater than 1.25, very likely in the region of low cloud cover as shown in Figure 4
where FEUVER and FE from the spectral model diverge.

Figure 10. Frequency of enhancement distribution showing CMFUVER
and CMF310 data.
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5. Discussion

One important result presented in the paper is the high frequency of enhancement obtained in both our mea-
surement and themodeling scheme. Examining the published literature, it interesting to note that Sabburg and
Calbó [2009] in Towoomba, Australia, report FEUVER for cumuliform clouds that vary between 30% and 40%
depending on CMF measurements. Their results agree closely with our estimate of a total FEUVER of 30% when
all our observations are grouped. Kuchinke and Núñez [1999], analyzing 3 years of data for southwest Sweden,
report UVER enhancement in 44% and 49% of episodes dominated by cumulus clouds of little vertical extent
and strong vertical extent, respectively, with 1 to 3 oktas. In our study the number of episodes of enhancement
by cumulus clouds is 41% and 42% with cloud cover of 0.10–0.19 and 0.20–0.29, respectively (Table 2).

Frequency of enhancement decreases strongly with cloud cover, an observation that was also supported by
model calculations. In our analysis instantaneous data on enhancement (Figure 4) were grouped into
enhancement frequency and these episodes were averaged into cloud cover intervals to produce a trend
shown in Figure 4. Most studies dealing with cloud effects on UV document decreasing trend of CMFUVER
with increasing cloud cover as reviewed by Calbó et al. [2005]. However, studies that explicitly deal with
enhancement as a function of cloud cover are much less common. Within this context Foyo-Moreno et al.
[2003] and Grant and Heisler [2000] provided histograms of CMFUV versus fractional cloud cover in the UV
ranges 295 nm to 385 nm and 280 nm to 320 nm, respectively. Although no cloud type information was pro-
vided, both studies show that on average, CMFUV decreases with cloud cover, which is in rough agreement
with our results that both FEUVER and FE310 decrease with cloud cover.

An MCRTM approach as used in this study permitted a closer examination of the various processes involved
in UV enhancement. Scattering of photons from individual cloud droplets is the principal source term, which
may occur by reflection from cloud sides or scattering as the photon travels through the cloud [Mims and
Frederick, 1994; Sabburg and Wong, 2000; Parisi et al., 2004, among others]. The basic physical characteristics
of the cloudy regions tend to counter this enhancement, trapping some of these scattered photons that
could potentially reach the surface. Therefore, in the case of low-level liquid water clouds, the trend is for
the enhancement to drop with cloud cover as shown in our Figure 4. However, the geometry of cloud
volumes within cloud cover intervals is also important in affecting enhancement and, in particular, cloud
spacing and cloud size.

Although there is little sensitivity to cloud base height, there is a strong dependence on cloud thickness. Our
Figure 6 shows decreasing frequency of enhancement with clouds changing in depth from 100m to 1500m,
supporting the argument by Estupiñán et al. [1996] that deeper clouds of the cumulus type would enhance
more compared to the shallow stratocumulus as a result of side reflection. It is important to note that
cloud optical depth in Figure 6 has been assigned extreme values, 1 and 15, while cloud thickness has
changed. These results along with Figure 6 point to the lower role that cloud optical depth plays in the
enhancement process.

Areas of cloud patches making up the cloud environment affect significantly the enhancement process as
shown in Figure 4. In the real environment low-level liquid water clouds display a spectrum of cloud sizes
in response to forcing by surface convection [Cahalan and Joseph, 1989; Boers, 1997; Boers et al., 2000]. To
arrive at a more realistic cloud size distribution, an IFFT algorithm was developed that used a reflectance
power spectrum from a Landsat TM image covering the Valencia region and containing regions of cumulus
and stratocumulus clouds.

Applying a size distribution into the MCRTM gave more realistic FE310 that compared favorably with the
measurements. However, the model failed to produce the measured enhancement at very low cloud cover
of 0.2 or less, and we attribute this to the limitations imposed by the spatial resolution of 50m×50m of
the MCRTM. Clouds become increasingly more efficient reflectors (and poorer transmitters) as their size
diminishes [Koren et al., 2008] so that failure to account for the subpixel clouds would produce erroneously
high model values. Recent published observations [Petters et al., 2003; Twohy et al., 2009; Varnai et al.,
2013] document enhanced scattering near cloud “gaps,” suggesting complex relationships between the
cloud environment and the clear air in its vicinity.

Themodel produced direct beam enhancement, a feature that appeared in all episodes of enhancement. As part
of the MCRTM input, it is possible to specify a cone aperture in degrees such that photons arriving at the surface
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and falling inside this cone are labeled as “direct radiation” regardless of the number of previous scattering
events. Given the Sun/Earth geometry, a cone aperture of 0.533° defines a departure from parallel radiation
[Iqbal, 1983], but a cone aperture of 5° is more consistent with recent shadowband assemblies designed to block
direct radiation [McArthur, 2004]. To illustrate direct beam enhancement, we have run again theMCRTMwith a 5°
direct beam cone varying cloud cover and base conditions of cloud size (4×4), cloud thickness and cloud base
height (500m), and optical depth (10). Table 4 presents the results. There is direct beam enhancement for all
cloud cover episodes, although the percentage of cells enhanced is lower than global irradiance enhancement
inmost cloud episodes. It is interesting to note that in nearly all cases a direct beam enhancement will occur with
a global irradiance enhancement (fourth column) when cloud cover is lower than 0.3. These results support the
findings of Sabburg and Wong [2000], Parisi et al. [2004], and Núñez et al. [2012] that enhancement is at least
partly related to scattering of direct beam radiation by clouds in the circumsolar zone. Typically, it may occur
near cloud edges, in narrow cloud gaps or other events with a specific Sun/cloud geometry.

The sensitivity test performed with the MCRTM showed decreasing FEUVER with solar zenith angle, with the
relationship being most pronounced at middle to high cloud cover (Figure 7). Although the two data sets
are not exactly comparable, no evidence was found in the measurements supporting this process (Figure 8)
and the CMFUVER values showed no significant trend with solar zenith angle. As discussed earlier, these differ-
ences are likely related to spectral changes occurring in UVER with zenith angle, unlike the MCRTM irradiance
whichmeasures at only one wavelength, 310 nm. Kylling et al. [1997] discuss this wavelength shift in the incom-
ing UV radiation with solar zenith angle, with a resultant increase in cloud transmission.

6. Conclusions

Cloud cover is largely dominant in determining FE310 and FEUVER, reaching a maximum for low cloud amounts
(~40% at 0.1 cloud cover) and decreasing with cloud cover to values of under 10% for 0.8 cloud amounts.

The area of cloud patches making up the fractional cloud cover is important in affecting FE310. Lowest
enhancement occurs with the smallest patches and vice versa. To obtain realistic results which compare well
with measured FEUVER data, there is a need to use a cloud size distribution which varies with cloud cover.

Both increasing cloud thickness and increasing solar zenith angle decrease FE310. However, FEUVER only
shows a weak change with increasing solar zenith angle, very likely due to spectral changes in the incoming
UVER irradiance which counteract blocking effects.

Compared to the above three processes, cloud optical depth and cloud base height have considerably smal-
ler effect on frequency of enhancement.

Appendix A

We next examine typical cumulus and stratocumulus cloud sizes using Landsat data for the Valencia region.
Using the LandsatLook Viewer at the USGS (United States Geological Survey) site (http://landsatlook.usgs.gov),
a suitable scene was retrieved. It was taken on 7 August 2014 with Sun elevation 60.67°, center
latitude/longitude of 39°57′35″/1°58′22″, respectively, path/row 199/033, and sensor OLI_TIRS. The data form

Table 4. Model Estimates of Percentage of Cells Which Experienced Direct and Global Irradiance Enhancementa

Cloud Cover
Cells With Direct

Irradiance Enhancement (%)
Cells With Global

Irradiance Enhancement (%)
Cells With Both Global and Direct

Irradiance Enhancement (%)

0.13 27.3 63.6 27.3
0.21 17.3 47.6 15.2
0.31 15.7 33.8 15.7
0.41 2.4 24.4 0.1
0.47 3.1 18.0 0.1
0.59 2.8 9.9 0.2
0.72 3.3 5.8 0.1
0.82 3.8 1.4 0.0
0.91 2.6 0.2 0.0

aThe fourth column represents percentage of cells which experienced both direct and global irradiance enhancement.
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part of the Operational Landsat Imager of Landsat 8 which provides images in 11 bands, and for our application
we chose bands in blue (0.45μm–0.51μm), green (0.53μm–0.59μm), and red (0.64μm–0.67μm), available at
30m resolution.

The image was displayed in real colour using the IDL image routine, and it was possible to distinguish clearly
cumulus and stratocumulus cloud arrays scattered throughout the scene. A total of 28 different regions were
selected, and for each region horizontal transects were selected crossing areas of scattered cloud. The blue
band was used as a filter to distinguish between cloud and surface areas. As a result, individual pixels in a
transect throughout a particular scene would reflect highly with clouds and considerably lower and with
low variability if sensing land. A transect, thus, is a convenient way of separating cloud from land and to
gauge the size of the cloud portion. A total of 53 transects were taken in the 28 cloud scenes, with transects
varying in size from 170 pixels (5100m) to 615 pixels (18450m) and with a mean of 335 pixels (10050m).

Using the discrete Fourier transform routine of IDL, each of the 53 transects was converted into functions of
frequency space. For any transect m we can write

DFT f tð Þð Þ ¼ g kð Þ ¼
XN�1

n¼0

f tnð Þe�i2πkt (A1)

where f(tn) is reflectance along N discreet points in the transect. In turn k is frequency or wave number
defined by ki= ni/T, T being the length of the series and ni is a sequence number. Transformation of g(k)
into a power series of k, S(k) is readily obtained by taking the complex conjugate of g(k), also available as
an IDL routine:

S kð Þ ¼ g kð Þxg kð Þ� (A2)

S kð Þ ¼ C0k
α (A3)

ln S kð Þð Þ ¼ C0 þ αln kð Þ (A4)

Lovejoy et al. [2001] postulated that for cloud fields, S(k) has the form of a power function which may be writ-
ten as in equations (A3) and (A4). Furthermore, the sign and magnitude of the slope of the logarithmic
expression (A4) defines how quickly the power S(k) is changing with wave number. Our analysis with the
53 transects gave estimates of a varying between �1.8 and �3.0 with a mean at �2.4. Our interpretation
is that power decreases with increasing k, meaning that most of the variance in the time series is concen-
trated in low wave numbers or large clouds.

We next wish to change this information into two-dimensional cloud scenes where cloud areas obey the
power slope of �2.4. It is obtained by first creating a two-dimensional frequency scene in which all transects
obey the power slope�2.4 and second taking its inverse Fourier transform to get the equivalent information
in two-dimensional space. Denoting ki and lj as wave number sequences in k and l space, we can write the
two-dimensional frequency scene as

g ki; lj
� � ¼ S k

→� �h i1=2
e�i2πω ki ;ljð Þ

S k
→� �

¼ C k2i þ l2j
� ��α (A5)

And the phase function componentw(ki, lj) is allowed to vary randomly between 0 and 1 for any combination
of k and l.

The two-dimensional Fourier transform of g(ki, lj) provides the information on the spatial field:

F xm; ynð Þ ¼
XkN
k1

XlN
l1

C k2i þ l2j
� �

1=2
h i

�αe2πiw ki ;ljð Þe2πiw kixm;lj ynð Þ (A6)

where xm ¼ mδx
X ; yn ¼ nδy

Y are normalized coordinates in the x and y directions, X and Y are maximum lengths
of the x and y scale, and m, n are sequence numbers. In order to generate a real field, the imaginary part of
(A6) must vanish, which may be obtained by imposing the following controls on ki and l [Press et al., 2007].
Using T as the total series length and N as the total sequence number, if w(k, l) is defined in the range
0 ≤ ki ≤N/T and 0 ≤ lj ≤N/T, then w(k, l) is generated as a random number between 0 and 1 in the range
0 ≤ ki+ lj<N/T. Otherwise, if ki+ lj>N/T, then w(k, l) =�w(N/T� ki,N/T� lj).
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The spatial field has the same spectral property as the reflectance field, but it is not a true reflectance as the
spatial average is zero. However, for our purposes it contains information on the cloud size spectrum which
may be obtained by adding a constant term C0 and imposing the condition that for cell F(xm,yn):

F xm; ynð Þ ≤ 0 then F xm; ynð Þ ¼ Surfi xm; ynð Þrepresenting surface

F xm; ynð Þ > 0 then F xm; ynð Þ ¼ CLi x; yð Þrepresenting cloud

Cl ¼

XM
i¼1

CLi

3600

(A7)

And cloud cover is given by the summation of M cloudy cells.
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