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ABSTRACT

Coastal sea level variation around Antarctica is characterized by a coherent (circumpolarly in-phase)

fluctuation, correlated with the Antarctic Oscillation (AAO). This study addresses the dynamics of the wind-

driven sea level variation around Antarctica. A realistic barotropic numerical model reproduced well the

observed sea level around Antarctica. From numerical model experiments, the authors demonstrate that the

forcing responsible for the coastal sea level is the wind stress at the coastal boundary. Both the dominant

coherent signal and westward propagating signals are identified in the model, and these signals are trapped

over the shelf and slope around Antarctica. As a mechanism of these trapped signals, the authors consider

analytical solutions of the oceanic response to alongshore wind stress over the shelf and slope in the cir-

cumpolar domain. In these solutions, besides the shelf wave mode, a wavenumber-zero mode appears and

characterizes the coastal dynamics around Antarctica. At periods from 10 to 200 days, the coherent sea level

can be explained quantitatively by the solution of this wavenumber-zero mode with a 5–10-day damping time

scale. The spectral peaks of the westward propagating signals can be explained by the resonance of the shelf

wave mode. The wavenumber-zero mode can respond to the wavenumber-zero forcing at any frequency and

the degree of response increases with decreasing frequency. In addition, the wavenumber-zero component of

wind stress, corresponding to the AAO variation, is a dominant forcing. Therefore, the coherent sea level

variation around Antarctica is preferably generated and becomes a dominant feature in the circumpolar

domain, particularly at lower frequencies.

1. Introduction

The Southern Ocean, including the Antarctic Ocean,

has no east–west boundary and directly connects three

major oceans: the Pacific, Atlantic, and Indian Oceans.

Wind stress in the Southern Ocean is the strongest in the

world, both in its mean and variability. Therefore, wind-

driven currents in this ocean, such as the eastward-

flowing Antarctic Circumpolar Current (ACC) and the

westward-flowing Antarctic Coastal Current, also have

large variability, interacting with bottom topography.

From both observational and numerical model stud-

ies, it is well known that the response of the Southern

Ocean is highly barotropic at periods shorter than 1 yr

(Peterson 1988; Chao and Fu 1995; Fu and Davidson

1995; Vivier et al. 2005). To estimate the ACC transport

variability, sea level or sea level difference from satel-

lite altimetry and bottom pressure data have often

been used (Peterson 1988; Meredith et al. 1996, 2004;

Woodworth et al. 1996, 2006; Gille et al. 2001; Meredith

and Hughes 2004). Focusing on sea level variation, ex-

cept for tidal forcing, three major causes can be consid-

ered. First, thermal expansion, including the ice melting/

freezing process, mainly contributes to the annual vari-

ation (Vivier et al. 2005). Second, surface atmospheric

pressure variations drive westward propagating Kelvin

waves around Antarctica at periods shorter than 2 days

(Ponte 1993; Hirose et al. 2001; Ponte and Hirose 2004).

Last, wind stress drives the oceanic variability, including

sea level, and its barotropic response is a dominant
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feature south of 508S over a broad range of periods from

a few days to one year (Vivier et al. 2005).

In the Southern Ocean, the variation of wind stress

affects sea level over a broad range of periods, from

a few days to century time scales. The dominant atmo-

spheric mode in the Southern Hemisphere is the

Antarctic Oscillation [AAO; also known as the south-

ern annular mode (SAM)] (Thompson and Wallace

2000), which is characterized by an annular structure

and relates strongly to the variation of wind stress.

Based on a climate model, Hall and Visbeck (2002)

investigated the response of ocean circulation to the

AAO variations at periods from a few days to century

time scales. In the positive phase of the AAO index, an

intensification of eastward wind stress occurs, and thus

an anomalous northward Ekman transport is generated

at the ocean surface. Subsequently, a fall of coastal sea

level (a rise of the internal surface) and an intensifica-

tion of the eastward currents occurs.

Since the Antarctic coastal ocean is located in a sea-

sonal sea ice zone, continuous records of in situ ocean

measurements (such as moorings) and satellite mea-

surements (such as altimetry) are difficult to obtain.

Taking account of these circumstances, sea level ob-

servation at some coastal stations around Antarctica is

the only observation that has monitored long-term

oceanic conditions continuously, resulting in a very

valuable dataset in the Antarctic oceanic region. Aoki

(2002) and Hughes et al. (2003) analyzed the coastal sea

level variations around Antarctica and demonstrated

that the variation at periods shorter than 1 yr is char-

acterized by a circumpolarly in-phase (coherent) fluc-

tuation and is significantly anticorrelated with the AAO

index. Such coherent fluctuation had already been

suggested in some studies (Woodworth et al. 1996;

Hughes et al. 1999) in which the coherent signal was

identified in their numerical models with the compari-

son to the regionally limited observation. We will use

‘‘coherent’’ to mean ‘‘circumpolarly in-phase’’ herein-

after, following Aoki (2002) and Hughes et al. (2003).

The observed negligible time lag between the coherent

sea level and the AAO index implies that a strong

damping mechanism is necessary for the dynamics.

Using a barotropic numerical model, Vivier et al. (2005)

showed that this coherent variation is confined near

Antarctica and is responsible for most of the barotropic

circumpolar transport.

The coastal sea level around Antarctica is known to

be a proxy of the ACC variation. For the ACC varia-

tion, Wearn and Baker (1980) discussed the response to

the circumpolar-averaged wind stress on the basis of a

simple analytical model. Using an unstratified OGCM,

Weijer and Gille (2005) showed that the ACC transport

response to the zonally averaged wind stress becomes

larger at lower frequencies (i.e., the spectrum is red-

den). They also showed that topographic form drag can

be the damping mechanism for the ACC transport and

estimated its time scale as the order of 3 days.

On the other hand, the coastal current variation at

subinertial frequency, which is closely related to the

coastal sea level variation, is mainly determined by

local coastal dynamics over the shelf and slope. From

current meter records over the shelf and slope in the

Weddell Sea (Middleton et al. 1982; Fahrbach et al.

1992) and Lützow–Holm Bay (Ohshima et al. 2000),

the current variability at subinertial frequency is mostly

governed by the shelf waves driven by the alongshore

wind stress.

For the dynamics of sea level variation around

Antarctica, although it has been proposed that anoma-

lous north–southward Ekman transport corresponding

to the AAO variation is qualitatively important, the

mechanism has not been well understood. The purpose

of this study is to clarify quantitatively the dynamics of

the sea level around Antarctica. Based on the result of

the observations and numerical model, we consider the

analytical solutions of coastal response to the wind

forcing in the circumpolar domain and discuss the mech-

anism of the coherent variation. In particular, we focus on

why the coherent sea level variation around Antarctica is

by far the dominant feature.

2. Data and barotropic shallow-water model

Hourly sea level data are available from Syowa,

Mawson, Davis, Casey, and Vernadsky (formerly Far-

aday) Stations (see Fig. 1 for locations). Six years of data

were used from Syowa, Mawson, Davis, and Vernadsky

(1994–99), and four years from Casey (1996–99). These

hourly sea level data at Syowa and the other four sta-

tions were obtained from the Japan Oceanographic

Data Center and British Oceanographic Data Centre,

respectively. These data were corrected to give sub-

surface pressure (sea level corrected for the inverse

barometer effect) by means of hourly air pressure data

calculated with cubic splines from observed sea level air

pressure data. In the remainder of this paper, we refer to

the subsurface pressure as ‘‘sea level.’’ Air sea level

pressure data at the five stations were obtained from the

British Antarctic Survey. Since the time series of sea

level pressure of 40-yr European Centre for Medium-

Range Weather Forecasts Re-Analysis (ERA-40) data

with 1.1258 3 1.1258 resolution agrees well with those

of the station observations, ERA-40 values were used

for temporal lack of observed data. Ten components

of tides (M2, S2, K1, O1, N2, P1, K2, Q1, Mm, Mf) were
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estimated and removed using harmonic analysis. After

such processing, daily means were used in the following

analyses. The daily AAO index was obtained from the

National Oceanic and Atmospheric Administration/

National Weather Service/Climate Prediction Center

(NOAA/NWS/CPC).

We used a barotropic shallow-water model in spher-

ical coordinates, with a hydrostatic approximation, and

a horizontal resolution of 0.58 and 18 in the meridional

and zonal direction, respectively. The model domain

surrounds the Antarctic continent and extends to an

artificial boundary at the equator (Fig. 1). A nonslip

boundary condition was used for lateral boundaries. To

model a spindown effect by the bottom Ekman layer,

bottom friction is parameterized in a linear form as

2ru/H, with constant coefficient r 5 5.0 3 1024 m s21

(Chapman et al. 1986), where H is ocean depth and u is

depth-averaged horizontal velocity. Horizontal viscos-

ity is parameterized in a Laplacian form, and its coef-

ficient is set to a constant value of 5.0 3 103 m2 s21. A

buffer region was placed in latitudes from 308S to the

equator, where the horizontal viscosity gradually in-

creases to 20 times its interior value toward the northern

boundary.

The wind stress was calculated from 6-hourly ERA-40

wind data at 10-m height above the sea surface using the

bulk formula (Trenberth et al. 1990). The existence of

sea ice was ignored in the model. Bottom depth data

were derived from 59 gridded elevations/bathymetry for

the world (ETOPO5) (National Geophysical Data

Center 1988), and the model depth was smoothed by

averaging the depth at each grid point and its four ad-

jacent grid points. In the shelf region adjacent to the

Antarctic continent, grid points with depths shallower

than 100 m were set as land points. In regions away from

Antarctica, grid points with depths shallower than

500 m were set as land points to suppress numerical

instability. Figure 1 shows the bottom topography of the

model.

To focus on the time variation, the barotropic model

was driven by the anomaly from a 1-yr running mean of

wind stress. The model was run from 1993 to 1999. For

the following analyses, daily averaged values from 1994

to 1999 were used.

3. Numerical model results

In this section, we show the results of the barotropic

numerical model forced by a realistic wind stress

anomaly. The model reproduced well the observed sea

level variation at the stations around Antarctica in the

time series (Fig. 2a). For quantitative comparison in the

frequency domain, spectral analyses were performed for

the observed and modeled sea levels (Figs. 2b–d). Re-

sults of Mawson and Vernadsky Stations are presented

as representative East and West Antarctica cases, re-

spectively. For smoothing the spectra in the frequency

domain, a box filter with band averaging over 9 (41)

adjacent frequencies was performed below (above)

0.05 cpd. At periods shorter than 200 days, the baro-

tropic model reproduces the observed sea level well,

from the similar profile of the power spectra (Fig. 2b),

significant coherence (Fig. 2c), and the agreement in

phases (Fig. 2d) between the observed and modeled sea

levels. For the other stations (Syowa, Davis, Casey),

similar results are obtained.

FIG. 1. Domain and bottom topography of the barotropic shallow-water model with locations of tide gauges:

Contour interval is 500 m. Labels S, M, D, C, and V indicate Syowa, Mawson, Davis, Casey, and Vernadsky Stations,

respectively.
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a. Forcing responsible for the coastal sea level

To identify which part of the wind stress is responsi-

ble for the coastal sea level variation around Antarctica,

two numerical model experiments, forced solely by

coastal wind stress (coastal experiment) and solely

by offshore wind stress (offshore experiment), were

performed. To make the wind stress field for the two

numerical experiments, we use the following weight

function:

w(H) 5
0.5 3 [1� tanh (H� 4500

500 )] south of 608S

0 north of 608S,

�

FIG. 2. (a) Time series of the sea level from the observation (thick lines) and the model (thin lines) at

Mawson (with an offset of 1 10 cm) and Vernadsky (with an offset of 210 cm) Stations for 1997–98. A 3–200-

day bandpass filter was applied to these time series. (b)–(d) Results of spectral analyses for sea levels at

(middle) Mawson and (bottom) Vernadsky Stations. (b) Power spectra of the observed sea level (thick lines)

and modeled sea level (thin lines: experiment driven by the original wind stress; open circles: coastal ex-

periment; crosses: offshore experiment). (c) Squared coherence of the cross-spectra between the observed and

modeled sea levels. (d) Phase of the cross-spectra. The horizontal axis in all panels indicates frequency (unit:

cpd), where a log scale is used for the frequency (periods) from 0.005 cpd (200 days) to 0.1 cpd (10 days) and a

linear scale for the frequency (periods) 0.1 cpd (10 days) to 0.25 cpd (4 days). In (d) a positive value indicates

that the observation leads the model. The 95% confidence interval or level is also shown in each panel.
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where H is the water depth (in meters). The wind stress

field for the coastal experiment is obtained by multi-

plying the original wind stress field and the weight

function. This wind field is almost the same as the

original wind field in the coastal regions shallower than

4000 m. The wind stress field for the offshore experi-

ment is obtained by subtracting the above coastal wind

stress field from the original wind stress field.

The power spectra of the coastal sea level at the two

stations and of the circum-averaged one for the two

experiments are shown in Figs. 2b and 3a, respectively.

The power spectra for the coastal experiment are almost

identical to those for the experiment driven by the orig-

inal wind stress, but those for the offshore experiment

have much smaller amplitude, by one order of magni-

tude. For the circum-averaged sea level at periods

longer than 10 days, a significant high coherence and

agreement in phase between original and coastal ex-

periments can be found (Figs. 3b,c). These results

indicate that the coastal sea level variation around

Antarctica is driven by the coastal wind stress and not

by the offshore wind stress. In the following, the results

using the original wind stress are shown, while the

coastal experiment shows almost the same results.

b. Characteristics in the frequency–wavenumber
domain

The alongshore component of wind stress can be a

main driving force of coastal ocean variability at peri-

ods longer than a few days (Gill and Schumann 1974;

Csanady 1982). Thus, we performed space–time (frequency–

wavenumber domain) spectral analysis (Hayashi 1971)

both for the alongshore wind stress averaged to 500 km

from the coast and the coastal sea level around Ant-

arctica in the model, where the spatial domain is taken

as the circumpolar coastal grid points around Antarctica

(the total distance is about 15 700 km) and the time

domain is taken as the period from 1994 to 1999. The

circumpolar coastal grid points in the model are defined

as the nearest grid points from the Antarctic continent.

Hence, some grid points are aligned in the meridional

direction, as seen in the western part of the Ross and

Weddell Seas. A direction of alongshore wind stress at

each grid point is defined as a direction parallel to the

large-scale bottom topography contours, which were

calculated from the smoothed depth data (ETOPO5)

over a 12.3758 3 12.3758 grid in the longitudinal and

latitudinal direction.

In the frequency–wavenumber domain, signals can

be expressed by the superposition of the wavenumber-

zero, eastward and westward propagating components.

A superposition of eastward and westward propagating

waves with the same amplitude makes a standing wave

for a certain frequency. Therefore, the signals can be

also expressed by the superposition of the wavenumber-

zero component, a standing wave, and a purely (eastward

or westward) propagating wave for a certain frequency.

The coherent fluctuations are divided into spatially

uniform and nonuniform components, which corre-

spond to the wavenumber-zero and standing wave

components, respectively. The nonuniform compo-

nents (standing wave) come from the irregular coast-

line and variable water depth in the alongshore

direction. From our calculation, the amplitude of the

standing wave is found to be smaller by one order of

magnitude than that of wavenumber zero for both

wind stress and sea level. Thus, the components of the

FIG. 3. Results of spectral analyses for circum-averaged coastal sea level in the numerical model. Thick and thin

line indicate sea level driven by the original wind stress and modified wind stress (open circles: coastal experiment;

crosses: offshore experiment), respectively. (a) Power spectra for the three experiments. (b) Squared coherence of

the cross-spectra between the original experiment and modified wind stress experiments. (c) Phase of the cross-

spectra. The horizontal axis in all panels indicates frequency (unit: cpd), where a log scale is used for the frequency

(periods) from 0.005 cpd (200 days) to 0.1 cpd (10 days) and a linear scale for the frequency (periods) 0.1 cpd (10 days)

to 0.25 cpd (4 days). The 95% confidence interval or level is also shown in (a) and (b).
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standing wave will not be examined in detail in this

study. In the following analyses, the components of the

standing waves were removed to extract purely prop-

agating components.

From the power spectrum of the alongshore wind

stress at each wavenumber (Fig. 4a), the amplitude of

wavenumber zero is the largest component at periods

longer than a few days, particularly by far the dominant

one at periods longer than 20 days. At periods shorter

than 20 days, the amplitude of eastward propagating

signals caused by atmospheric synoptic-scale distur-

bances is nearly comparable to that of wavenumber

zero. On the other hand, the amplitude of westward

propagating signals of the wind stress is much smaller at

any frequency. From the power spectra of the coastal

sea level in the model (Fig. 4b), the amplitude of

wavenumber zero is the largest component, as in the

case of the alongshore wind stress. The spectral slope of

the wavenumber-zero sea level is significantly steeper

than that of the wavenumber-zero forcing (Fig. 4). This

suggests a transfer function that enhances the oceanic

response at low frequencies compared to high fre-

quencies. It is also noted that peaklike features can be

found in the westward propagating signals at a period

around 15 days for wavenumber one and 7–8 days for

wavenumber two.

c. Coherent mode

From the observational results, sea level variations at

periods longer than 10 days are characterized by the

coherent variation along the coast (Aoki 2002; Hughes

et al. 2003). Empirical orthogonal function (EOF)

analysis was applied to the observed sea level at the five

coastal stations and to the model results at the coastal

grid points (391 points) to extract the dominant vari-

ability. To remove high frequency signals at periods

shorter than 10 days and the annual signal, a bandpass

filter that passes the signal at periods from 10 to 200

days was applied before EOF analysis. In this study, the

bandpass filter was designed by using Fourier and in-

verse Fourier transforms. In both observational and

model results, the coherent sea level variations around

Antarctica are found as a leading mode, which accounts

for 75.3% and 76.9% of the total variance, respectively.

Estimating the significance of each leading mode by

the Monte Carlo method (Overland and Preisendorfer

1982), both contributions of the leading mode are sta-

tistically significant above 99%. To obtain the time se-

ries of the representative sea level variations of the

leading mode in units of sea level (cm), the mean am-

plitude (eigenvector) of the five stations and that of the

model’s coastal grid points were multiplied by the

principal component. Figure 5 shows the time series of

sea level from observational (red) and model (green)

results. These are very similar to each other and the

correlation between the two is very high (0.82).

FIG. 4. Power spectra from space–time spectral analyses for (a)

alongshore wind stress and (b) coastal sea level in the model. Thick

and thin lines indicate westward and eastward components, re-

spectively. After removal of the standing waves (see the text for

the detail), band averaging is performed, causing nonzero ampli-

tudes of both components for each frequency. The lower and up-

per horizontal axes indicate frequency (unit: cpd) and period (unit:

day), respectively. In the horizontal axes, log and linear scales are

used below and above 0.1 cpd, respectively. The 95% confidence

interval is also shown in each panel. In (b) arrows indicate the

resonant periods derived from the analytical solution.
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To examine the spatial feature of the coherent sea

level variation in the model, the correlation and re-

gression coefficients between the leading mode and sea

level at each grid point in the model were calculated

(Fig. 6). Before calculating these coefficients, a 10–200-day

bandpass filter was applied to the time series for each

model grid point. The high positive correlations (above

0.6) are found over the shelf and slope all around

Antarctica (Fig. 6a). The high positive regression coef-

ficients are also found over the shelf and slope all

around Antarctica and decrease gradually with depth

(Fig. 6b), indicating that the coherent variations have

larger amplitude closer to the coast and its amplitude

decreases with depth. In brief, the coherent sea level

variation around Antarctica is strongly trapped over the

shelf and slope. Almost the same result is obtained even

using the leading mode of the observed sea level, in-

stead of that of the model (not shown).

d. Westward propagating mode: Wavenumbers 1–3

To understand the characteristics of the westward prop-

agating signals in the model at periods shorter than 20 days,

complex empirical orthogonal function (CEOF) analysis

(Barnett 1983; Horel 1984) was applied to the coastal sea

level variation at the grid points located within a distance

of 300 km from the coast. A 3–20-day bandpass filter was

applied to the time series of coastal sea level variation

in the model before CEOF analysis. Figure 7 shows the

spatial distributions of the amplitude (the upper panel)

and the phase at the nearest coastal points (the lower

panel) for the first four modes in CEOF analysis. The

contributions of the first four modes are 47.3%, 15.4%,

9.4%, and 6.5%. These account for about 80% of the total

sea level variance in this range of frequencies. For all four

modes, the amplitude is larger close to the coast, indi-

cating that the sea level variations are trapped over the

shelf and slope. The leading mode of CEOF appears to

correspond to the coherent mode. Smaller contribution of

the first CEOF than that of the first EOF in the section 3c

comes from the difference of the periods (3–20 days for

the CEOF, 10–200 days for the EOF). The second, third,

and fourth modes have the feature of westward propa-

gation at wavenumber 1, 2, and 3, respectively. These re-

sults are consistent with those of the space–time spectral

analyses (Fig. 4b). As well as the coherent mode exam-

ined in the previous subsection, these westward propa-

gating signals are also trapped over the shelf and slope.

4. Analytical solution of coastal response to the wind
forcing in the circumpolar domain

The analyses in the previous section have revealed

that the coastal sea level variations around Antarctica

are strongly trapped over the shelf and slope. To un-

derstand the sea level variations at wavenumbers from

0 to 3 trapped over the shelf and slope all around

Antarctica, we consider analytical solutions of the oce-

anic response to alongshore wind stress over the shelf

and slope in the circumpolar domain.

For discussing the coherent mode, we use an analyt-

ical solution to the alongshore uniform forcing in an

infinite domain. This solution is used for the wavenumber-

zero mode in the circumpolar domain. On the other hand,

FIG. 5. Time series of the sea level from the observation, model, and analytical solution for 1996–99. The leading

modes of the observed and modeled (with an offset of 1 15 cm) sea levels are shown in red and green, respectively.

The analytical solution with a 5-day damping time scale is shown in blue with an offset of 215 cm.
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for the propagating mode we use an analytical solution of

the barotropic shelf waves (Gill and Schumann 1974),

where the horizontal wavenumber (k) takes only quan-

tized integer values because of a cyclic boundary condi-

tion in the circumpolar domain (k 5 6 1, 6 2, 6 3, . . .).

For simplicity, we assume a straight coastline with

water depth H varying only in the cross-shelf direction,

and ignore the earth’s curvature. The wavelength of

wavenumber 1 is assumed to be the circumference of the

earth at 678S (15 640 km), almost corresponding to the

circumpolar distance around the Antarctic continent. A

representative depth profile around Antarctica is used by

averaging the depth profiles in longitudes 08–1508E and

1608–608W to exclude Weddell and Ross Seas (Fig. 8a).

For simplicity, the wind stress is assumed to be par-

allel to the coast and constant in the cross-shore direc-

tion, neglecting the variation of wind stress in that

direction and thus the wind stress curl. This is partly

based on the fact that the wind stress near the coast is

responsible for the sea level variations from our nu-

merical experiments (Figs. 2b and 3) and that the spatial

scale of the atmospheric variation is much larger than

that of the shelf and slope. Further, Gill and Schumann

(1974) showed that alongshore wind stress at the coast is

the main element for the generation of shelf waves

through the blocking effect of onshore Ekman flux. For

the analytical solutions, realistic alongshore wind stress

around Antarctica from 1994 to 1999, the same wind

product for the space–time spectral analysis in section 3,

was used to calculate the amplitude and phase of the

forcing term in the frequency–wavenumber domain. In

the following subsections, we discuss both wavenumber-

zero and propagating modes in detail.

a. Wavenumber-zero (k 5 0) mode

1) ANALYTICAL SOLUTION TO THE ALONGSHORE

UNIFORM FORCING IN AN INFINITE DOMAIN

For barotropic, f-plane, linear, inviscid, and non-

divergent motion, the shallow-water equations with a

simple damping term have the form

›u

›t
� f y 5 �g

›h

›x
� rtu 1

X

H
, (1)

›y

›t
1 fu 5 �g

›h

›y
� rty, (2)

0 5
›

›x
(Hu) 1

›

›y
(Hy), (3)

where u and y are the depth-averaged components of

velocity in the x and y directions, respectively; h is the

elevation of the sea surface above the equilibrium level;

f is the Coriolis parameter at 678S; X 5 X(t) is the x

component of wind stress acting on the ocean surface,

divided by the density of the water; g is the acceleration

of gravity; and dissipation is parameterized in propor-

tion to the velocity with the damping time scale r�1
t .

Taking rt 5 r/H, this dissipation would represent the

spindown effect by bottom friction, as in the numerical

model equations. We here simplify rt to a constant value,

FIG. 6. Maps of (a) correlation and (b) regression coefficient of sea level with the leading

mode of the coastal sea level for periods from 10 to 200 days in the model: Contour interval is

0.1 in both panels. The dotted lines indicate negative values. The 3000-m depth contours are

denoted by thick dashed lines.
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following Wearn and Baker (1980) and Weijer and Gille

(2005). For considering the uniform variation in the

alongshore direction, we can neglect the term ›/›x in (1)

and (3). From (3), the offshore mass flux, Hy, must have

constant value. Additionally, from the coastal boundary

condition (Hy 5 0 at y 5 0), y must vanish in the domain.

From (1)–(3), we can obtain

›

›t
1 rt

� �
dh

dy
5 � f

g

X

H
. (4)

FIG. 7. Spatial distribution of the amplitude and phase at the coast around Antarctica from

CEOF analysis of the sea level in the model: See the text for the specific procedure of the

analysis. (a)–(d) The results of the first–fourth modes from CEOF analysis. The contribution of

each mode is indicated at the middle in each panel. The phase at the nearest grid point from the

coast is shown as a function of longitude. Propagation of the phase is in the direction of

decreasing phase. In (b) the phase differences of four stations (Syowa, Mawson, Davis, Casey)

with the Vernadsky Station (indicated by arrow) are shown as squares with 95% error bars.
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We consider the oceanic response to the sinusoidal

forcing X 5 X0(v) sin(vt 1 u), where X0, v, and u are

amplitude, frequency, and phase of wind stress, re-

spectively. The solution of (4) becomes

h(y, t) 5 h(L, t) 1
f X0

g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

t 1 v2

q
ðy

L

1

H
dy cos (vt 1 u 1 d),

(5)

where h(L, t) is the sea level determined by integration

of the forcing from infinity to y 5 L; d(tan d 5 rt/v) is

the phase difference from an inviscid solution. From the

numerical experiments (Figs. 2b and 3), the offshore

forcing in deep ocean was found to be a minor con-

tributor to the coastal sea level. For simplicity, we as-

sume h(L, t) 5 0 in this study. The cross-shore structure

depends on the position of the boundary, y 5 L (Fig.

8b). The nondivergent approximation implicitly as-

sumes that L is smaller than the external Rossby radius.

Further, the sea level set up by the forcing in deep flat

ocean is relatively small in the solution (5). All these

considered, we set the position of L to the end of the

slope hereafter, although we admit that the position of

L is arbitrary. In any cases, the phase relation between

the oceanic response and the forcing is the same.

The cross-shore structure in (5) can be decomposed as

ðy

L

1

H
dy 5

1

Hd
(y� L) 1

ðy

L

Hd

H
� 1

� �
dy

� �
,

where Hd is the maximum depth. The first and second

terms in the brackets correspond to a component de-

termined by the flat ocean dynamics and the component

that is caused by the topographic gradient, respectively.

The first term varies linearly toward the coast while the

second term varies exponentially. It is considered that

the trapping feature of the sea level over the shelf and

slope (Fig. 6) comes from the second term. The first

term creates the constant flow (}H�1
d ) with no vorticity.

On the other hand, the second term creates the shear

flow [}H�1
d ( Hd

H � 1)] with the vorticity (}H�2dH/dy)

over the shelf and slope. In the physical point of view,

the second term results from the vorticity input due to

vortex stretching/shrinking through the compensation

flow of Ekman flux blocked at coastal boundary, causing

the trapping feature for both the sea level and flow over

the shelf and slope.

2) CHARACTERISTIC OF THE SOLUTION AND

COMPARISON OF OBSERVATIONAL AND

MODEL RESULTS

To focus on the coherent sea level variation, we

compared the leading mode from EOF analysis in

the observation with the analytical solutions for the

wavenumber-zero mode. Although we only show the re-

sults of comparison between the observation and the

solutions, similar or better results were obtained when

the model results were used instead of the observation.

Five analytical solutions of the wavenumber-zero

mode (k 5 0) were calculated: a case with no damping

term and four cases with a damping term with time

scales (r�1
t ) of 50, 10, 5, and 1 days. Spectral analyses

(power and cross-spectra) were performed for the ob-

servation and the five solutions for wavenumber zero to

FIG. 8. (a) Bottom depth profile used in the solutions and (b)

cross-shore structures of sea level for the wavenumber-zero solu-

tion. In (b) solid line shows the solution by the integration from the

end of slope (baseline case), which is mainly used in this study.

Dots and dashed lines show the solution by integration from 600

km and from the position where the depth is 3000 m, respectively.

Amplitudes are normalized with the amplitude at the coast in the

baseline case.
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compare them in the frequency domain. Figure 9 shows

power spectra of the observation and the five solutions

(Fig. 9a), squared coherences (Fig. 9b), and phase dif-

ferences of cross spectra between the observation and

solutions (Fig. 9c). The solution with a smaller damping

term has larger amplitude than that observed (Fig. 9a)

and also larger phase differences from the observation

at lower frequencies (Fig. 9c). From the power spectra

(Fig. 9a), the observed amplitude has a similar magni-

tude to that of the solution with a 5- or 10-day damping

time scale at periods from 10 to 200 days with 95%

confidence. Although the squared coherences between

the observation and any solutions are similarly above

the confidence level of 95% at almost all frequencies

(Fig. 9b), the phase differences are significantly dif-

ferent among the solutions (Fig. 9c). The solution with

a 5- or 10-day damping time scale coincides well with

the observation in phase at periods from 10 to 200

days. Both in the amplitude and phase, the solution

with a 5-day damping time scale is the best-fit solution

to the observed coherent sea level variation. We adopt

this solution for further comparison with the observed

and modeled sea levels.

The time series of this solution with a 5-day damping

time scale (blue in Fig. 5) is very similar to that of the

observation (red in Fig. 5) and model (green in Fig. 5),

where all three time series are constructed from the

superposition of the components at periods from 10 to

200 days. The correlation coefficient between the solu-

tion and observation (model) is 0.77 (0.88). In spite of its

simplicity, the solution can reproduce well the observed

coherent sea level as well as the model result.

To examine the characteristics of the response of

coastal sea level to the forcing in the frequency domain,

the gain factor (Fig. 10a) and power spectrum (Fig. 10b)

of the analytical solution with a 5- or 10-day damping

time scale are calculated for each wavenumber. The

gain factor is defined as the square root of the ratio of

the power spectrum of the coastal sea level (Fig. 4b) and

that of the wind stress (Fig. 4a). The gain factor and

power spectrum for the wavenumber-zero solution with

a 5-day damping time scale are shown by red lines in

Fig. 10. For the wavenumber-zero mode (k 5 0), the

amplitude in (5) is proportional to

f

g

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

t 1 v2

q . (6)

At high frequencies (v� rt), this term is approximated

by (g�1f )v�1 and thus varies inversely proportional to

the frequency. At low frequencies (v� rt), correspond-

ing to periods longer than ;100 days, the term ap-

proaches a constant value of (g�1f )r�1
t , implying that

the forcing term approximately balances the damping

term. The gain factor of the wavenumber-zero coastal

sea level in both the observation (crosses in Fig. 10a)

and model (closed and open circles in Fig. 10a) shows a

similar spectral feature to that in the wavenumber-zero

solution. Correspondingly, the power spectrum of the

solution with a 5-day damping time scale (red line in

Fig. 10b) also shows similar features to those of co-

herent sea level in both the observation and model

(Figs. 4b and 9a). It should be noted that the response

dependency of the wavenumber-zero mode on the

FIG. 9. (a) Power spectra of the observed sea level (the leading

mode of EOF analysis) and the five analytical solutions, (b)

squared coherence, and (c) phase of the cross-spectra between

observation and solutions. In (c) a positive value indicates that the

solution leads the observation. The 95% confidence interval levels

are shown in (a) and (b). Confidence intervals for phase are cal-

culated for the solution with a 5-day damping time scale, shown in

(c) by vertical bars centered on zero.
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frequency [(6) and red line in Fig. 10a] can explain why

the power spectrum of the wavenumber-zero sea level

(Fig. 4b) at lower frequencies has a steeper dependence

on frequency than that of the wavenumber-zero wind

stress (Fig. 4a).

Since the AAO is by far a dominant atmospheric

signal in the Southern Hemisphere, all of the wind stress

in the coastal region, wind stress in the offshore area,

wind stress curl, and sea level pressure have high cor-

relation with the AAO index. Thus, the oceanic varia-

tions including sea level variations around Antarctica

inevitably are affected by the AAO either directly or

indirectly. Even if the sea level variations around Ant-

arctica were determined by another factor (e.g., wind

stress curl), the wind stress in the coastal region or the

associated solution would have high correlation with the

sea level because the coastal wind stress could inevita-

bly be affected by the AAO.

Using a correlation analysis, we examined whether

the wavenumber-zero solution can explain the ob-

served coherent sea level variation around Antarctica

better than the wind stress or the AAO variation itself

can. Table 1 summarizes the correlation coefficients

of the observed sea level (OBS), AAO index (AAO),

and sea level that excludes the AAO component

(OBS 2 AAO) with the wind stresses and analytical

solutions. We used the wind stresses in the coastal re-

gion (CW) and the offshore region (DW, averaged over

the latitudinal range of the Drake Passage, 548–638S).

For the solution with a 5-day damping time scale, that

forced by the CW was used (CS, blue in Fig. 5). For

comparison, the solution forced by the DW with a 5-day

damping time scale (DS) was also calculated. Time

series with the AAO effect removed (indicated by

X2AAO) are calculated as the original time series

minus bAAO 3 AAO index, where bAAO is the re-

gression coefficient of the variable onto the AAO in-

dex. This time series of bAAO 3 AAO index is the

component explained by the AAO variation in the

original time series. The AAO index certainly has sig-

nificant correlation with both wind stresses (CW and

DW) and the associated solutions (CS and DS), as ex-

pected. A noticeable point in Table 1 is that the sea

level component that is independent of the AAO

(OBS2AAO) can be explained well only by the solu-

tion forced by the coastal wind stress (correlation co-

efficient: CS2AAO 0.64), although the original sea

level (OBS) correlates with both the wind stresses and

associated solutions. These analyses suggest that only

the solution forced by the coastal wind stress can ex-

plain the observed coherent sea level variation and that

such agreement is not just a result of the dominant in-

fluence of the AAO.

FIG. 10. (a) Gain factor and (b) power spectra of the coastal sea

level in the analytical solution. In both panels the wavenumber-

zero solution with a 5-day damping time scale is shown by red lines

and the westward solutions for wavenumber 1–3 with 5- and 10-day

damping time scale are indicated by thin and thick lines, respec-

tively. In (a) lines with dots show the eastward components of the

solution with a 5-day damping time scale. In (a) crosses and circles

denote the gain factor with respect to the wavenumber-zero

forcing for the observed coherent sea level (the leading mode of

EOF analysis) and for the modeled one (closed circles: the leading

mode of EOF analysis; open circles: wavenumber-zero compo-

nent), respectively. In (b), since the power spectra of the eastward

components are small, the power spectra of westward components

are only shown to avoid mess in the figure. In (b) the band aver-

aging is performed to the spectra of each wavenumber. In the

horizontal axes of all panels, log and linear scales are used below

and above 0.1 cpd, respectively. Arrows indicate the resonant

periods derived from the analytical solution.
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b. Westward propagating mode

1) ANALYTICAL SOLUTION OF BAROTROPIC

SHELF WAVES IN CIRCUMPOLAR DOMAIN

The configurations of the analytical model for the

barotropic shelf wave, including governing equations

and coordinate system, are the same as those considered

by Gill and Schumann (1974, see the detailed formula-

tion therein) except for the cyclic boundary condition in

zonal domain.

In reality, the coastal oceanic response is manifested

by the coastally trapped waves that include the effects of

stratification. As shown in the appendix, the coastally

trapped waves of the Antarctic coastal ocean become

nearly barotropic shelf waves owing to the weak strat-

ification; therefore, the barotropic assumption is made.

Since the alongshore scale is much larger than the cross-

shore scale of the relevant sea level features, a long-

wave approximation is used.

We considered the oceanic response to sinusoidal

forcing: X(x, t) 5 X0 sin (kx� vt 1 u). The phase (u)

and amplitude (X0) of the forcing can vary with both

wavenumber (k) and frequency (v). The streamfunction

c for each cross-shore mode n can be expressed by the

product of cross-shore variation Fn(y) and the along-

shore temporal variation fn(x, t). For the sinusoidal

forcing, the alongshore-temporal variation term of an

exact solution at x 5 x0 and t 5 t0 with a simple

damping, which is the same representation as those

considered by Gill and Schumann, is

fn(x0, t0) 5
bnX0

f

1

(k� v/cn)

3 cos d cos (kx0 � vt0 1 u 1 d), (7)

where cn and bn are the phase velocity of a free shelf

wave and a coefficient to expand the forcing term for

each cross-shore mode. The values of these coefficients

for the depth profile of Fig. 8a are listed in Table 2.

Negative values of cn indicate that the waves propagate

with the coast on the left, that is, westward.

The solution of (7) is a modified one from the inviscid

solution, with a reduction of amplitude by

cos d 5
(k� v/cn)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
x 1 (k� v/cn)2

q

and a phase difference of d (where rx is the coefficient of

the damping spatial scale, associated with the damping

time scale rt through the equation rx 5 rt/cn). For a

certain wavenumber and frequency, the streamfunction

is expressed by the superposition of cross-shore modes,

and the sea level variation h(x, y, t) can be obtained by

integrating the geostrophic balance in the cross-shore

direction:

h(x, y, t) 5 h(x, L, t)

1 �
n

fn(x, t)

ðy

L

f

gH(y0)

dFn(y0)

dy0
dy0. (8)

The realistic sea level variation is calculated by the sum

of components of all wavenumbers and frequencies.

2) CHARACTERISTICS OF SHELF WAVE MODES

For the propagating mode, the amplitude in (7) can be

rewritten as

bnX0

f

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

x 1 (k� v/cn)2
q

5
bnX0

f

cncfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(cf rt)

2
1 v2(cn � cf )2

q , (9)

TABLE 1. Correlation coefficients of the observed coherent sea level (OBS, the leading mode of EOF analysis), AAO index (AAO),

and sea level that excludes the AAO component (OBS 2 AAO) with the alongshore wind stresses and associated analytical solution: CW

and DW indicate wind stresses averaged over the coastal region and the region between 548 and 638S, respectively; CS and DS are the

solution from ‘‘CW’’ and ‘‘DW’’ with a 5-day damping time scale, respectively. See the text for further explanations. Correlation

coefficient for the 99% significance level is 0.06.

2AAO 2CW 2DW CS (5 day) DS (5 day)

vs OBS 0.65 0.63 0.67 0.77 0.64

vs –AAO (1.00) 0.57 0.83 0.56 0.69

AAO 2(CW 2 AAO) 2(DW 2 AAO) CS 2 AAO DS 2 AAO

vs (OBS 2 AAO) (0.00) 0.41 0.30 0.64 0.35

TABLE 2. Values of cn and bn for the first five modes of the shelf

wave. Negative values of cn indicate westward propagation.

n

1 2 3 4 5

cn (m s21) 212.02 23.91 21.72 20.93 20.62

bn 3 102 3.36 2.96 2.44 2.14 1.90

670 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 39



where cf 5 v/k is a phase velocity of the wind stress.

Resonance would occur when the phase velocity of the

wind stress (cf) approaches that of the shelf waves (cn),

which has a westward propagating direction. Thus, the

resonance is only possible for the case of westward

propagating forcing.

In this subsection, we examined the characteristics of

the resonance of the westward propagating mode. From

the phase velocity of the first shelf wave mode (Table

2), the resonant periods of the westward propagation at

wavenumbers 1, 2, and 3 are 15, 7.5, and 5 days, re-

spectively. We adopt the damping time scale of 5 and

10 days for further analyses, assuming that it is similar

to that of the wavenumber-zero mode. Damping time

scale does not affect the resonant period, but changes

the amplitude (9).

Because of these characteristics of resonance, the gain

factor of the analytical solution for k 5 21, 22, 23,

derived from the superposition of cross-shore modes of

the shelf wave, shows a peak at the resonant frequency

of the first shelf wave mode (arrows in Fig. 10a). Since

the value of cnbn of the higher shelf wave modes (n $ 2)

is much smaller than that of the first shelf wave mode

(Table 2) and the cross-shore amplitude of the first shelf

wave mode becomes largest at the coast, only the res-

onance of the first shelf wave mode appears sig-

nificantly. Figure 10b shows the power spectra of the

solution for the purely propagating forcing (excluding

components of the standing wave). In accordance with

the gain factor (Fig. 10a), the power spectra of the so-

lution show spectral peaks around the resonant fre-

quencies for k 5 21, 22, 23.

We compare the spectra of the solution with those of

the modeled sea level (Fig. 4b). For comparison, we use

the spectra of the solution for the purely propagating

forcing (Fig. 10b) by excluding the standing wave com-

ponents in the forcing. If the geometry were an idealized

one, that is, the Antarctic coastline exactly followed

the latitudinal line and water depth were uniform in the

alongshore direction, we should use the solution for the

full forcing including the standing wave forcing. Since

the spatial structure of the AAO is almost annular in the

Antarctic Ocean and the inherent atmospheric standing

wave is small, most part of standing wave in the atmo-

spheric forcing in the circumpolar coastal grid arises from

the variation of coastline. Also, for the ocean under the

realistic topography, the component of the standing waves

in circumpolar coastal grid probably comes from the

irregular coastline and variable water depth in the along-

shore direction. For these reasons, the solution for the

purely propagating forcing should be used for the com-

parison. The power spectra of the solution for the purely

propagating forcing with a 10-day damping time scale

(Fig. 10b) show similar profiles to those of the modeled

sea level (Fig. 4b). These suggest that the solution with

a 10-day damping time scale can roughly explain the

westward propagating mode.

Next, we examined whether the westward propagat-

ing signals, suggested by the analytical solution, can be

identified in the real ocean. We tried to identify the

westward propagating signals at wavenumber 1 in the

observations as follows. First, a bandpass filter was ap-

plied to the observed sea level variations to extract

signals at periods from 3 to 20 days. Second, the com-

ponent of the coherent mode was estimated by EOF

analysis and removed from the original bandpassed sea

level variation. A coherent mode appears as the first

mode of EOF analysis in this frequency range. Third,

from the residual signals, the squared coherences and

phase differences of the cross-spectra averaged over

periods from 13 to 16 days, around the resonant period

for wavenumber 1, were calculated. Since only the

Vernadsky Station is far away from the other four sta-

tions, the phase differences of the four stations to the

Vernadsky Station were used to identify the westward

propagating signals at wavenumber 1. Since the second

mode of the CEOF analysis for the model result (Fig.

7b) corresponds to the westward propagating mode at

wavenumber 1, the relative phase differences of the four

stations to the Vernadsky Station are superimposed in

Fig. 7b. It is found that the phase differences in the

observation roughly coincide with those in the model

result. The squared coherences at all four stations with

the Vernadsky Station are statistically significant above

95%. These are consistent with the existence of the

westward propagating mode at wavenumber 1 in the

real ocean. Given the fact that the observational sta-

tions are very scarce around Antarctica at present, it is

difficult to discuss the propagation phenomena, includ-

ing the existence of the higher modes (k # 22), in more

detail. In the future, spatially denser observations

around Antarctica will hopefully enable us to detect

these westward propagating signals.

5. Summary and discussion

Using a barotropic shallow-water model, we inves-

tigated the dynamics of sea level variation around

Antarctica. The barotropic numerical model, incorporat-

ing realistic wind stress and bottom topography, repro-

duces well the observed sea level variations around

Antarctica (Fig. 2) as was presented by the previous

studies (Vivier et al. 2005). These coastal variabilities are

found to be trapped over the shelf and slope (Figs. 6 and

7). As a mechanism of these trapped signals, we consider

analytical solutions of oceanic response to the alongshore
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wind stress over the shelf and slope in the circumpolar

domain. The coherent sea level variation at periods from

10 to 200 days can be explained by the wavenumber-zero

solution (5) with a 5- or 10-day damping time scale (Fig. 9).

This wavenumber-zero solution has the same fre-

quency dependence as that of Wearn and Baker (1980),

which discussed the ACC response to the circumpolar-

averaged wind stress in a flat ocean. However, the

trapping feature over the shelf and slope, which char-

acterizes the coherent variation, comes from the vor-

ticity input due to vortex stretching/shrinking through

the compensation flow of Ekman flux blocked at coastal

boundary. Therefore, the existence of wind stress at the

coastal boundary is crucial for the generation of the

variation. Both numerical experiments (2b and 3) and

correlation analysis (Table 1) also demonstrated that

the coherent variation around Antarctica is mainly

driven by the wind stress at the coastal boundary and

not by the offshore wind stress.

For the damping mechanisms of the analytical solu-

tion, we implicitly parameterized the spindown by the

bottom friction, topographic form drag, scattering dam-

ping of coastal geometry, and so on. Assuming that the

damping is caused by bottom friction with coefficient

r 5 5.0 3 1024 m s21 (Chapman et al. 1986), the time

scale of spindown for typical coastal shelf depths around

Antarctica, taking H 5 500 m (Fig. 8a), is estimated to

be ;12 days. This damping time scale for shallow region

is within the same order of that of the best-fit solutions.

As in the case of the ACC variation (Weijer and Gille

2005), topographic form drag can be also a candidate for

the dissipative mechanism even for the flow over the

shelf and slope. More specific dissipation mechanism

remains in the future.

In addition to the coherent mode, we identified

westward propagating signals in the model that have

wavenumbers 1, 2, and 3 in the zonal domain (Fig. 4b).

These signals were also trapped over the shelf and slope

(Fig. 7). Resonance of the shelf waves in the analytical

solution can explain the spectral peaks at 15-, 7.5-, and

5-day periods (Figs. 4b and 10a,b). The phase relation of

observed sea level at periods from 13 to 16 days is

consistent with the existence of the westward propaga-

tion mode at wavenumber 1 in the real ocean (Fig. 7b).

Why is the coherent sea level variation by far the

dominant feature? In general, around Antarctica the

atmospheric synoptic-scale disturbances tend to prop-

agate eastward, as shown in Fig. 4a. The westward

propagating shelf wave modes in the Antarctic coastal

region hardly respond to the eastward propagating

forcing. In contrast, the wavenumber-zero mode solu-

tion can respond to the wavenumber-zero forcing at any

frequency and the degree of the response increases with

decreasing frequency [(6) and Fig. 10a]. In addition, the

wavenumber-zero wind stress corresponding to the

AAO variation is by far dominant forcing (Fig. 4a).

Therefore, the coherent sea level variation around

Antarctica is predominantly generated, particularly at

lower frequencies (Figs. 4b and 10a,b).

For current variations over the shelf and slope, the

coherent mode can be a dominant component as well as

for sea level variations. In the model and analytical

solution, the current and volume transport variations

over the shelf and slope can reach values of ;10 cm s21

and ;5 Sv (Sv [ 106 m3 s21), respectively. The relation

between the coherent mode and the currents over the

shelf and slope around Antarctica seems to be an in-

teresting topic of research for future studies.
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APPENDIX

Validity for Barotropic and Long-Wave
Approximations

In a realistic ocean that includes stratification, the

coastal ocean response is involved with coastally trap-

ped waves that have hybrid properties of barotropic

shelf waves and internal Kelvin waves. To examine the

validity of the barotropic and long-wave approxima-

tions, an exact solution of the coastally trapped waves

for the Antarctic coastal ocean was calculated using

the program ‘‘BIGLOAD2’’ (Brink 1982; Brink and

Chapman 1987). A representative stratification in the

Antarctic Ocean (Fig. A1a) was derived from the World

Ocean Atlas 2001 dataset (Conkright et al. 2002). The

phase velocities of the barotropic shelf waves under

long-wave approximation are almost identical to those

of the coastally trapped waves at least up to
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wavenumber 3 (Fig. A1b). A cross-shore structure for

the first mode at wavenumber 1 (Fig. A1c) clearly il-

lustrates that the wave has near barotropic structure.

The second and third modes of coastally trapped waves

also exhibit near barotropic structure (not shown).

These calculations confirm the validity of the barotropic

and long-wave approximations.
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