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Abstract 

In this paper, hydrodynamic wave loads on an offshore stationary–floating oscillating water column (OWC) are investigated via a 2D 

and 3D computational fluid dynamics (CFD) modeling based on the RANS equations and the VOF surface capturing scheme. The CFD 

model is validated against previous experiments for nonlinear regular wave interactions with a surface-piercing stationary barge. Following 
the validation stage, the numerical model is modified to consider the pneumatic damping effect, and an extensive campaign of numerical tests 
is carried out to study the wave–OWC interactions for different wave periods, wave heights and pneumatic damping factors. It is found that 
the horizontal wave force is usually larger than the vertical one. Also, there a direct relationship between the pneumatic and hydrodynamic 
vertical forces with a maximum vertical force almost at the device natural frequency, whereas the pneumatic damping has a little effect on the 
horizontal force. Additionally, simulating the turbine damping with an orifice plate induces higher vertical loads than utilizing a slot opening. 
Furthermore, 3D modeling significantly escalates and declines the predicted hydrodynamic vertical and horizontal wave loads, respectively. 
© 2016 Shanghai Jiaotong University. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

Keywords: Offshore oscillating water column; OWC; Hydrodynamic wave loads; Numerical wave tank; CFD; 3D effects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

p  

w  

o
 

d  

v  

t  

t  

a  

p  

[  

p  

i  

f  

O  
1. Introduction 

Nowadays, wave energy is one of the greatest future
renewable energy resources, and research is being conducted
worldwide. Oscillating water column (OWC) is a wave
energy extraction device that uses the incoming ocean wave’
oscillations to drive an oscillating column in a pneumatic
chamber that has an opening to the sea. As the water level
inside the OWC chamber moves up and down, it compresses
and decompresses the air, respectively. Air energy is then
converted into mechanical energy by means of a bi-directional
air turbine connected to the pneumatic chamber. Electricity
can then be generated by utilizing an electric generator that
converts the mechanical energy to useful electricity. For its
simplicity from operation point of view and having no moving
∗ Correspondence to: National Centre for Maritime Engineering and Hydro- 
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( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
arts underwater that provides lesser and easier maintenance
orks, OWC has drawn attention of many researchers as one
f the most promising wave energy converters. 

A theoretical model of the hydrodynamics for a fixed OWC
evice was developed by Evans [1] who ignored the spatial
ariation and assumed a rigid weightless piston motion for
he chamber’s internal free surface of a small width relative
o the incident wavelength. These assumptions allowed the
pplication of the oscillating body theory. The rigid-body ap-
roach was then improved by Falcão and Sarmento [2] , Evans
3] and Falnes and McIver [4] by allowing the increase in
ressure at the free surface as well as providing the possibil-
ty of a non-plane free surface. To validate the oscillating sur-
ace pressure theory proposed by Sarmento and Falcão [5] in
WCs, Sarmento [6] carried out a set of wave flume experi-
ents utilizing very small steepness regular waves with linear

nd quadratic power take-off (PTO) represented by filters and
rifice plate, accordingly. Morris-Thomas et al. [7] and Ning
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t al. [8] experimentally investigated the impacts the underwa-
er chamber’s geometry has on onshore OWCs performance. 

Adding to the analytical and experimental studies, Numer-
cal Wave Tank (NWT) based on potential flow solver or
olving the Reynolds–averaged Navier–Stokes (RANS) equa- 
ions are also being used. In contrast to potential flow mod-
ls, RANS models do not have the shortcomings of handling
roblems with strong nonlinearity, dispersion, wave break-
ng, complex viscous, turbulence and vortex shedding. On the
ther hand, with potential flow solvers, the solution can be
btained in a reasonable time on standard computers. Usu-
lly, potential flow models are solved using Boundary Ele-
ent Method (BEM). Studies on OWCs that implement po-

ential flow solvers are for instance, Brito-Melo et al. [9] ,
elauré and Lewis [10] , Josset and Clément [11] , Lopes

t al. [12] , Sykes et al. [13, 14] and Gomes et al. [15] . 
With increasing the computation power, RANS models be-

ame more attractive for researchers to study the OWC hydro-
ynamic performance. Examples that implemented CFD mod-
ls for investigating the impacts the environmental conditions
wave height and period), the chamber underwater geometry
nd PTO damping have on the hydrodynamic performance
f onshore OWC devices include Zhang et al. [16] , Teixeira
t al. [17] , López et al. [18] , Kamath et al. [19, 20] , Luo
t al. [21] , Anbarsooz et al. [22] , Ş entürk and Özdamar
23] and Elhanafi et al. [24] . 

In contrast to onshore OWCs, offshore OWCs do not have
he chamber rear wall extending to the seabed. As a result,
ffshore OWCs allow the ocean waves to pass around and
nderneath the device walls. Recently, Iturrioz et al. [25,
6] developed and validated a CFD model based on RANS–
OF using open source code (IHFOAM) with tank flume

xperiments to study the hydrodynamics and pneumatics of
 fixed detached OWC. Crema et al. [27] studied experimen-
ally the efficiency of an OWC designed for installation on
 floating structure. The study included different geometri-
al parameters and both regular and irregular waves under
ifferent pneumatic damping. Simonetti et al. [28] presented
he numerical settings of an open source CFD code (Open-
OAM) and validation results against physical measurements
f a similar OWC device tested by Crema et al. [27] . Elhanafi
t al. [29] utilized a 2D validated numerical model based on
RANS–VOF) using a commercial CFD code (Star–CCM + )
ith experimental results to uncover the impact of increasing

he incident wave amplitude, frequency and turbine damp-
ng on the energy balance of an offshore stationary-floating
WC through detailed energy balance analyses. Using a 2D
FD model, Elhanafi et al. [30] studied the impact of the
nderwater chamber’ lips thickness and submergence on the
ydrodynamic performance of an offshore OWC under a con-
tant wave height and PTO damping. They observed that with
ncreasing the asymmetric lips submergence ratio (rear wall
raught to front wall draught), the rear wall thickness or an
ppropriate combination between the asymmetric lips submer-
ence and thickness, the overall hydrodynamic efficiency can
onsiderably be escalated over a broad frequency bandwidth.
s  
Providing a better understanding of the offshore OWCs
ydrodynamic performance is important; however studying 

he hydrodynamic loads on these devices is essential for their
tability and continuation in operation safely. There is a
imited research focusing on studying these loads such as
ayakumar [31] who experimentally found that the wave
orces on OWC caisson breakwater when air damping inside
he OWC model is less were smaller than the traditional rect-
ngular caisson. Ashlin et al. [32] experimentally quantified
he horizontal and vertical wave forces on an onshore OWC
odel scale with constant pneumatic damping in a 2D wave
ume. They studied, the effect of wave steepness and relative
ater depth on the measured wave forces, and observed that at
atural frequency of system, the force on the structure is less.

The present paper aims to develop and validate a CFD
odel based on RANS equations solver with a VOF sur-

ace capturing scheme introduced by Hirt and Nichols
33] (RANS–VOF) to preliminary investigate the hydrody-
amic wave loads acting on an offshore OWC model scale.
he study includes a validation against existing experiments
nd then discovering the relevance of the incoming wave pe-
iod, wave height, PTO damping, PTO and 3D modeling to
he horizontal and vertical wave forces and their nonlinearity.

. Numerical wave tank (NWT) 

.1. Governing equations 

The Computational Fluid Dynamics (CFD) model utilized
n the present study is a fully nonlinear model that is based
n the RANS equations together with VOF surface capturing
cheme introduced by Hirt and Nichols [33] . For the small
WC model scale considered in this investigation, air com-
ressibility inside the OWC chamber has a negligible effect.
ccordingly, the NWT used in the present study assumes in-

ompressible flow, and the continuity and RANS equations
re used to describe the flow motion via using a commercial
FD code (Star–CCM + ). In order to mathematically close the
ow sets of equations, the two-equation Shear Stress Trans-
ort (SST) k—ω turbulence model is implemented to model
he Reynolds Stresses in RANS equations. 

.2. Computational fluid domain 

In this section, only settings for 2D CFD model is pre-
ented. A 10 wavelengths ( L ) NWT with 2 cells in width is
sed in the present study with boundary conditions defined
s in Fig. 1 a. To reduce the unwanted reflected waves from
he NWT downstream outlet boundary, one wavelength at the
nd of the fluid domain is assigned for damping the transmit-
ed waves underneath the structure. The hydrodynamic wave
nteraction with a bluff body such as an OWC will produce
 partial standing wave envelope in front of the OWC struc-
ure; therefore, a sufficient refined free surface zone of three
imes the incoming wave height ( H ) is used. Considering that
cean waves are the main exciting source acting on offshore
tructures like OWCs, proper modeling of these waves is



270 A. Elhanafi / Journal of Ocean Engineering and Science 1 (2016) 268–283 

Fig. 1. (a) Computational fluid domain and (b) offshore OWC 1:50 model scale. 
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paramount for accurate prediction of the hydrodynamic loads,
structure’s response and performance [34] . Accordingly, the
gird and time step recommended by Elhanafi et al. [24] are
implemented in the present study. Elhanafi et al. [24] found
that a domain base cell size of 400 mm with free surface
grid size of at least 12 and 36 cells per wave height and
wavelength while maintaining a maximum cell aspect ratio of
16 are recommended for accurately generate waves with less
than 1.0% deviation from the analytical input wave height
when using a second-order temporal discretization scheme
with 1200 time steps per wave period ( T ). 

A mesh convergence study was performed consider-
ing five different surface mesh sizes for the OWC’ walls
( Fig. 1 b) under a wave height of H = 50 mm, wave period
T = 1.2 s and PTO slot opening of e = 5.0 mm. The cell surface
size of the coarser mesh (Mesh1) was 25 mm, and the total
cells count 170,000. More refinement was applied with
12.5 mm (Mesh2), 6.25 mm (Mesh3), 3.125 mm (Mesh4) and
the most refine mesh of 1.5625 mm (Mesh5) surface size that
ounts 540,000 cells. A further refinement of 0.78125 mm
as given to the power take-off (PTO) slot opening walls

or all of the five mesh sizes (Mesh1–5). For all non-slip
alls of the considered OWC, a first cell height equivalent to
 + 

∼= 

1 is used with a growth rate of 1.5 and 10 prism layers.
esults in Fig. 2 a show that the horizontal wave force ( F X )

s almost identical for all considered mesh sizes, whereas
he vertical force ( F Z ) in Fig. 2 b seems to be independent
f the mesh size starting from Mesh3. Considering the
omputational time, Mesh3 is selected for the rest of the
imulations performed in the present study. 

.3. CFD model validation 

The considered CFD model was previously validated with
xperimental results for overall and detailed performance
arameters of OWCs including chamber differential air pres-
ure, chamber water level elevation, overall hydrodynamic
fficiency and detailed flow fields (velocity and vorticity)
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Fig. 2. Mesh convergence study. (a) Horizontal wave force ( F X ) and (b) 
Vertical wave force ( F Z ). H = 50 mm, T = 1.2 s and e = 5.0 mm. 
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Fig. 3. Stationary-floating surface-piercing barge. 
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24,29] . Building on these validations, and considering the
ery limited reliable experimental data for hydrodynamic 
ave loads on OWCs in public literature under the action
f nonlinear regular waves, the author decided to further
alidate the fully nonlinear CFD model utilized in this
tudy against physical measurements including the reflection
oefficient, transmission coefficient and wave loads acting
n a 2D stationary-floating surface-piercing barge shown
n Fig. 3 that is subjected to nonlinear regular waves [35] .
he experimental results for this validation use a constant
ave height H = 70 mm, water depth h = L , where L is the

ncident wavelength and a range of wave periods represented
y a non-dimensional wavenumber ( ζ ) given by Eq. (1) . The
xperimental results were also represented in non-dimensional
orms for different parameters given in Eqs. (2) –( 5 ) includ-
ng: reflection coefficient ( C R ), transmission coefficient ( C T ),
ormalized horizontal force (F 

∗
X ) and normalized vertical

orce (F 

∗
Z ) . The above-mentioned parameters are numerically

alculated with the CFD model and compared against the
xperimental results conducted by Nojiri and Murayama
35] and others numerical results such as Tanizawa et al.
36] . Incident and reflected waves are resolved via utilizing
hree numerical wave probes (WPs) placed in front of the
WC at spacing as proposed by Mansard and Funke [37] .
he spacing between wave probes were adjusted based on

he incoming wavelength, so that the first WP is always
ocated at a distance equal to one wavelength ( L ) from the
WC’s front lip, the second WP at 0.9 L and the third WP
t 0.75 L, which is more that 0.2 L as recommended by
oda and Suzuki [38] in case of regular wave tests. The

ransmitted wave height is monitored at a distance of about
ne wavelength behind the OWC’s leeward lip. A mesh
onvergence study consisting of five mesh sizes ranging
rom 75,000 cells to 340,000 cells was also performed for
his model (full results are not presented), and the selected

esh size was 12.5 mm (140,000 cells). The comparison
esults illustrated in Fig. 4 revealed that the present CFD
odel results are in good agreement with both experimental

nd others numerical results, which provides reasonable
onfidence in the capability of the utilized CFD model for
ccurately simulating the nonlinear waves interacting with a
xed bluff body such as a stationary-floating OWC. 

= 

ω 

2 B 

2g 

(1) 

here ω is the wave angular frequency, B is the barge length
n the wave propagation direction and g is the gravitational
cceleration. 

 R = 

H R 

H 

(2) 

 T = 

H T 

H 

(3) 

here H, H R and H T are the incident, reflected and transmit-
ed wave heights, respectively. 

 X 
∗ = 

F X 

ρgW dA 

(4) 

 Z 
∗ = 

F Z 

ρgW BA 

(5) 

here F X and F Z are the measured horizontal and vertical
ave loads, ρ is the water density (fresh water), d is the
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Fig. 4. CFD validation of regular wave interactions with a surface-piercing fixed barge. (a) reflection coefficient ( C R ), (b) transmission coefficient ( C T ), (c) 
normalized horizontal force (F ∗X ) and (d) normalized vertical force (F ∗Z ) versus nondimensional wavenumber ζ = ω 

2 B /2 g under a regular wave height of 
H = 70 mm. 
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barge draft (250 mm), W is the barge breadth (not shown in
Fig. 3 ) and A is the incident wave amplitude. 

3. Wave loads on OWC 

To investigate the hydrodynamic wave loads on an
offshore-stationary OWC, the above well validated CFD
model is utilized after replacing the surface-piercing barge in
Fig. 3 with a 1:50 OWC model scale shown in Fig. 1 b. The
CFD model is then used to further study the wave–OWC in-
teractions under fifteen wave periods ( T ) ranging from 0.8 to
2.2 s with 0.1 s increment that are represented by a dimen-
sionless parameter Kb = 1.8864–0.2494, where K is defined
as K = ω 

2 / g and b is the chamber length in the wave prop-
agation direction (see Fig. 1 b), two wave heights ( H ) of 50
and 100 mm, eleven PTO damping simulated via different slot
opening sizes ( e ) = 1.5–9.0 mm and a constant water depth ( h )
of 1500 mm. 

3.1. Wavelength effect 

OWC interactions with a constant incoming wave height
of 50 mm are studied in this section for the whole considered
wave periods under three different PTO damping correspond-
ing to a top slot size ( e ) of 6.0 mm (low damping), 3.0 mm
(intermediate damping) and 1.5 mm (large damping). Starting
with the horizontal wave force, considering that the surging
force mainly results from the wave loads on the OWC’s front
and rear lips, the amplitude and phase shift between the two
wave envelopes developed in front and behind the OWC struc-
ture are controlling the resultant force’s amplitudes presented
n Fig. 5 c. The reflection and transmission coefficients, which
re a function of the structural geometry and incoming waves
an provide an indication of these envelopes. In addition, the
adiated waves from the OWC chamber’s internal free sur-
ace oscillation that depends on many factors such as wave
haracteristic and PTO damping may influence these wave
nvelopes. As seen in Fig. 5 a, the reflection and transmission
oefficients have fully opposite trends. Under low-frequency
aves, the reflection and transmission coefficients are mini-
um and maximum, respectively. As the wavelength short-

ns, the reflection coefficient increases whereas transmission
oefficient declines. 

Considering the variations of these coefficients together
ith the trend of the horizontal wave force in Fig. 5 c, it

an be seen that under long waves, the amplitude and phase
f forces acting on both lips are close to each other, which
eads to a minimum resultant force. With increasing the wave
requency ( Kb ), the transmitted wave amplitude reduces; and
herefore, the force amplitude on the aft wall decreases. On
he other hand, increasing the reflection coefficient with Kb
oes not necessarily means enlarging the forces on the front
all. This is because the wave envelope in front of the OWC

an be seen as a partial standing wave consisting of nodes
nd antinodes, and changing the phase between the incident,
eflected and radiated waves will alter the position of these
odes and antinodes. However, considering that the resultant
orce increases with Kb , this explains the higher wave oscilla-
ions (antinodes) developed on or close to the front lip, which
n turn improves the resultant force until getting its maximum
t a certain Kb value. It is also interesting to see the hori-
ontal force’s peak occurs over a frequency ( Kb ) bandwidth
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Fig. 5. OWC interactions with regular waves ( H = 50 mm) versus nondimensional parameter ( Kb ) under different PTO slot opening size ( e ). (a) reflection 
( C R ) and transmission ( C T , dotted lines with markers) coefficients, (b) chamber’s differential air pressure ( �P ), (c) horizontal wave force ( F X ) and (d) vertical 
wave force ( F Z ). 
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orresponds to the same frequency zone where both reflection
nd transmission coefficients are roughly equal, which is the
ame region of the maximum energy absorbed by the OWC
tructure [29] . Following this peak, while loads on the real
ip keep decreasing due to the reduction in transmission coef-
cient with a further increase in Kb , forces on seaward wall
eems to start declining, and the phase shift between both
orces increases. Consequently, the total horizontal force de-
lines. Additionally, under high–frequency waves, the cham-
er’s free surface motion is no longer flat, and nonlinear ef-
ects as well as water sloshing increase, which are expected
o influence the resultant force. For instance, the horizontal
ave load per chamber’s unit width ( F X ) acting on the OWC

nd presented in Fig. 5 c is seen to gradually increases from
3 N/m at Kb = 0.2494 as the incoming wavelength decreases
i.e., Kb increases) till peaked with 66 N/m at a certain wave-
ength corresponding to a Kb = 0.8384. Following its max-
mum value, the horizontal force tends to linearly decrease
ith further shortening the wavelength up to 45 N/m at Kb
 1.886. Although, changing the PTO damping impacts the

eflected and transmitted waves ( Fig. 5 a), it is observed that
he predicted horizontal force is almost identical for the three
imulated PTO damping, which again can be assigned to the
hange in phase shift on the measured forces considering that
he applied damping significantly influences the chamber’s
ree surface oscillation as well as the radiated waves. Further
iscussion is provided in Section 3.5 . 

Before discussing the hydrodynamic vertical wave loads,
he chamber’s differential air pressure is investigated. Results
n Fig. 5 b demonstrate that as the incoming wave becomes
horter ( Kb increases), the differential air pressure amplitude
 �P ) increases before hitting its maxima at a given Kb value
hat represents the device natural frequency (resonance) or
loser to that frequency [39] . Following the achieved peak
alue, the pressure amplitude progressively drops down.
hanging the PTO damping affects the pressure amplitude
nd the device natural frequency, which in turn alters the Kb
alue at which the maximum pressure occurs. For instance,
ncreasing the applied damping from e = 6.0 to 3.0 mm
ushes the pressure peak from 49 Pa at Kb = 0.8384 to
6 Pa at a smaller Kb = 0.7144. This effect is also more
bvious for the largest damping of e = 1.5 mm where the
ressure peak of 117 Pa occurs almost under the longest
avelength ( Kb = 0.2738). In addition to changing the

esonance frequency ( Kb value) and the corresponding peak
ressure amplitude, increasing the PTO damping by reduc-
ng the slot opening ( e ) results in increasing the chamber
ressure amplitude throughout the entire frequency range.
ased on the differential air pressure results and the vertical
ave loads presented in Fig. 5 d, it is clear that the vertical
ave force per chamber’s unit width ( F Z ) is following the

ame trend of the chamber’s differential air pressure ( �P )
 Fig. 5 b) for the whole tested frequencies ( Kb ) and PTO
amping. 

.2. Wave height and PTO damping effects 

Uncovering the impacts of increasing the incoming wave
eight two fold (i.e., H = 100 mm) on the predicted hy-
rodynamic loads are discussed in this section versus a
0 mm wave height over a series of PTO damping factors
 C = b / e ) and under three selected wave periods represented



274 A. Elhanafi / Journal of Ocean Engineering and Science 1 (2016) 268–283 

Fig. 6. Wave height impact on the OWC interactions with regular waves ver- 
sus PTO damping factor ( C ) under different wavelengths ( Kb ). (a) chamber 
differential air pressure ( �P ), (b) horizontal force ( F X ) and (c) vertical force 
( F Z ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Comparison between the hydrodynamic vertical wave force ( F Z ) and 
the pneumatic force ( �P x b ). (a) comparison for different wavelengths ( Kb ) 
and three damping ( e ) under a 50 mm wave height and (b) comparison for 
different wave heights ( H = 50 and 100 mm) over different damping factors 
under three wavelengths ( Kb ). 
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by Kb = 0.4716 (long wave, low steepness H / L = 0.025),
0.8384 (intermediate wavelength, H / L = 0.044) and 1.2072
(short wave, high-frequency and steepness of 0.064). Fig. 6 a
illustrates that air pressure amplitude ( �P ) increases with ei-
ther increasing the PTO damping factor ( C ) or escalating the
incident wave height for the three simulated wavelengths ( Kb
= 0.4716, 0.8384 and 1.2072). The higher wave frequency
( Kb = 1.2072) provides the lower pressure amplitude over
the 11 tested PTO damping and wave heights ( H = 50 and
100 mm). The large PTO damping factors ( C higher than
110) induce the higher pressure amplitudes when the OWC
interacts with low frequency (long) waves ( Kb = 0.4716) and
height of 50 mm, whereas doubling the wave height shifts
this damping factor limit ( C = 110) to a lower value of
C = 50, which widens and shortens the damping factor range
that provides the higher pressure amplitudes for the low and
intermediate wave frequencies, accordingly. 

The horizontal wave force ( F X ) shown in Fig. 6 b provides
that over the whole tested damping factors ( C ), the maximum
force occurs at the intermediate wavelength, and changing the
damping factor does not affect the predicted force (variation
within+ 1.07 % to −1.70 % off the mean value). Conversely,
doubling the wave height significantly magnifies the force
amplitude by almost two times. Results in Fig. 6 c illustrate
that the influences the damping factor and wave height have
n the vertical wave force ( F Z ) are also similar to those on
he chamber differential air pressure presented in Fig. 6 a. 

Considering the findings in Figs. 5 and 6 , it seems that
here is a good correlation between the chamber’s differen-
ial air pressure ( �P ) and the hydrodynamic vertical force
 F Z ). In order to discover this relation, Fig. 7 shows the hy-
rodynamic vertical wave force acting on the whole OWC
tructure ( F Z ) in comparison with the pneumatic air (aerody-
amic) force acting on the chamber’s top plate that is defined
s the product of the chamber’s differential air pressure ( �P )
nd the chamber’s length ( b ). Fig. 7 a demonstrates the forces
esulting from Fig. 5 b and d (i.e., the pneumatic and hydro-
ynamic vertical forces for the entire frequency range under
hree different damping of e = 1.5, 3.0 and 6.0 mm), while
ig. 7 b compares the resulting pneumatic vertical forces (cor-
esponding to air differential pressure amplitudes in Fig. 6 a)
nd the hydrodynamic vertical forces (presented in Fig. 6 c)
ver the whole studied 11 PTO damping factors ( C ) and two
ave heights ( H = 50 and 100 mm) for three wavelengths

 Kb = 0.4716, 0.8384 and 1.2072). It is obvious from these
esults that the wave hydrodynamic vertical force is linearly
roportional to the pneumatic differential air pressure force
n OWC’s top plate. 

.3. Horizontal versus vertical wave loads 

The above discussed results show that the wave frequency
 Kb ) and damping factor ( C ) at which the maximum force
ccurs is different for the horizontal ( F X ) and vertical ( F Z )
ave forces. Also, the variation in each force is not syn-

hronized with the each other. Accordingly, the ratio between
hese forces are studied in this section. Fig. 8 indicates that
he horizontal force is always larger than the vertical force
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Fig. 8. Comparison between the horizontal ( F X ) and vertical ( F Z ) wave 
forces. (a) comparison for different wavelengths ( Kb ) and three PTO damp- 
ing ( e ) under 50 mm wave height and (b) comparison for different wave 
heights ( H = 50 and 100 mm) over different damping factors under three 
wavelengths ( Kb ). 

f  

h  

F  

P  

(  

w  

v  

F  

f  

3  

3  

e  

(  

T  

v  

p  

3  

r  

i  

a  

e  

f  

c  

r
 

i  

=  

r  

i  

t  

p  

a  

a  

i  

l  

f  

h  

v  

(  

i  

w  

t  

F  

a  

=  

e  

b  

f  

t  

u  

e  

p

3

 

a  

W  

t  

o  

o  

f  

e  

h  

b  

a  

E  

h  

2  

3  

=  

t  

a  

o  

e  

1  

f  

2  

c  

w
 

c  

c  

a  
or the whole tested wavelengths, damping factors and wave
eights. The ratio between these forces ( F X / F Z ) is shown in
ig. 8 a throughout the simulated wave frequencies for three
TO damping ( e = 1.5, 3.0 and 6.0). The smaller damping
 e = 6.0 mm) results in higher force ratios in comparison
ith the larger damping of e = 1.5 mm due to the smaller
ertical forces induced by the larger damping (see Fig. 5 d).
urthermore, as the wavelength decreases ( Kb increases), the
orce ratio gradually increases from 1.0 at Kb = 0.2494 to
.0 at Kb = 1.2072 and from 2.0 to 4.5 for e = 1.5 and
.0 mm, respectively, whereas this ratio slightly declines for
 = 6.0 mm from 5.5 at Kb = 0.2494 to 4.5 at Kb = 0.8384
peak of F X and F Z in Fig. 5 ), before it also starts increasing.
he increasing rate/slope of this ratio for the three damping
alues incredibly increases over the higher-frequency zone es-
ecially after Kb = 1.2072, which is more obvious for e =
.0 and 6.0 mm. This can be assigned to the higher reduction
ate in the vertical forces under higher frequencies ( Fig. 5 d)
n comparison with the steady drop in the horizontal forces
t high-frequency zone ( Fig. 5 c). For example, at the short-
st (highest steep) wave of Kb = 1.886, the horizontal wave
orce ( F X ) escalates up to 7.0, 22.0 and 43.0 times the verti-
al force ( F Z ) under PTO damping e = 1.5, 3.0 and 6.0 mm,
espectively. 

At a given wavelength ( Kb = 0.4716, 0.8384 or 1.2072),
ncreasing the applied PTO damping factor from C = 33.33 ( e
 9.0 mm) to 200 ( e = 1.5 mm) results in reducing the force
atio as shown in Fig. 8 b, which is a consequence of increas-
ng the vertical forces with damping, whereas no effects on
he horizontal forces ( Fig. 6 b and c). This reduction is more
ronounced up to C = 120 where the force ratio drops from
bout 8.8, 6.2 and 12.4 at C = 33.22 for Kb = 0.4716, 0.8384
nd 1.2072, respectively to almost 2.2, 2.8 and 3.9. Follow-
ng this threshold ( C = 120), the damping effect becomes
ittle, which can be seen in the minor further reduction in the
orce ratio to 1.6, 2.4 and 3.1. Although increasing the wave
eight leads to increasing both the horizontal ( Fig. 6 b) and
ertical ( Fig. 6 c) wave forces, the ratio between these forces
 F X / F Z ) is seen in Fig. 8 b to decrease as the wave height
ncreases to 100 mm, especially under small PTO damping,
hich in turn indicates that the vertical force is more sensi-

ive to increasing the wave height than the horizontal force.
or instance, at H = 100 mm, the force ratio drops to an aver-
ge of 0.7, 0.9 and 0.75 times the ratios at H = 50 mm for Kb
 0.4716, 0.8384 and 1.2072, respectively that provides less

ffect on the intermediate wavelength. Having the correlation
etween the aerodynamic and hydrodynamic vertical wave
orces ( Fig. 7 ) together with the relation between the ver-
ical and horizontal forces ( Fig. 8 ), provides a possibility of
tilizing the chamber’s differential air pressure not only for
stimating the device energy extraction efficiency, but also for
redicting the loads acting on the device. 

.4. Nonlinear wave forces effect 

The environmental conditions tested in this study provides
 wide range of wave steepness 0.0075 ≤ H/L ≤ 0.064.
ithin this steepness range, the nonlinear effects change;

herefore, its importance is discussed in this section. For each
f the horizontal and vertical wave forces, time series data
f five wave cycles are carefully selected. Fast Fourier Trans-
orm (FFT) is then used to resolve the energy contents in
ach frequency (fundamental wave frequency and its higher
armonics up to 3nd harmonic). Fig. 9 compares the contri-
ution of the higher harmonics (2nd and 3rd) to the forces
cting on the OWC as a percentage of the total force where
 X and E Z represent the total energy content in the predicted
orizontal and vertical force, accordingly, and the subscripts
 and 3 refer to the energy concentrated in the and 2nd and
rd harmonics, respectively. Fig. 9 a shows that up to a Kb
 1.2072, the higher harmonics in the vertical force con-

ribute up to about 10% of the total predicted vertical force,
nd this effect is almost the same for the three PTO damping
f e = 6.0, 3.0 and 1.5 mm with only a slight increase for
 = 6.0 mm at low frequency waves. Afterwards the Kb of
.2072, incoming waves become more steep and nonlinear ef-
ects are more pronounced and progressively increases up to
4, 20 and 16% for e = 6.0, 3.0 and 1.5 mm, accordingly. In
ontrast, nonlinear effects are less than 5% for the horizontal
ave force as given in Fig. 9 c. 
Impact of increasing the wave height to 100 mm and

hanging the PTO damping factor on the higher harmonics’
ontribution to the predicted vertical and horizontal forces
re illustrated in Fig. 9 b and d, respectively. Fig. 9 b shows
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Fig. 9. Higher harmonics impacts on the predicted forces. (a and c) impacts of different wavelengths ( Kb ) and three PTO damping ( e ) under 50 mm wave 
height, (b and d) impacts of different PTO damping factors ( C ) and wave heights H = 50 and 100 mm for three wavelengths ( Kb ). 
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that as the damping factor ( C ) increases, nonlinear effects
vary between 3.0 and 9.0% by either increasing from 3.0%
at C = 33.33 to 4.5% at C = 200 for Kb = 0.8384 or de-
creasing from 9.0% to 6.0% for the shorter wavelength of
Kb = 1.2072, where a slight variation of 5–6% is observed
for the low frequency wave of Kb = 0.4716. Furthermore,
after a damping factor ( C ) = 120, there is a little difference
between the three tested wavelengths ( Kb ) that show almost
a flat trend with a mean values of 5%. On the other side,
increasing the wave height arises the nonlinear effects on the
vertical wave forces ( Fig. 9 b), and these effects develop as
the damping factor ( C ) escalates except for the longer waves
where increasing the damping results in lesser nonlinear ef-
fects. For instance, under a short wavelength of Kb = 1.2072,
nonlinear effects increase from 9% for H = 50 mm to 10%
for H = 100 mm at C = 33.33 and from 6% to 19% at C =
200 for H = 50 mm and 100 mm, accordingly, while these ef-
fects are almost doubled throughout the whole damping range
for the intermediate wavelength of Kb = 0.8384. For the hor-
izontal (surge) force, nonlinear higher harmonics effects are
seen to be insensitive to the damping factor. Also, increasing
the wave height shows a little impact on the nonlinear con-
tribution to the surging force, especially for the lower ( Kb =
0.4716) and higher ( Kb = 1.2072) wave steepness. However,
for the intermediate wavelength ( Kb = 0.8384), doubling the
wave height escalates the nonlinear effect from only 0.35%
to about 2.5%. 

Time series data and corresponding FFT results are shown
in Fig. 10 for a wavelength of Kb = 1.2072 under differ-
ent wave heights and PTO damping. Fig. 10 a and b confirm
the results shown in Fig. 9 d where a damping of e = 1.5
and 6.0 mm under wave heights of H = 50 and 100 mm re-
ult in a negligible nonlinear effect on the surging force with
lmost symmetric crest/trough time series data in Fig. 10 a;
ccordingly, all energy ( S X ) is concentrated in the fundamen-
al incoming wave frequency of 1.0 Hz as shown in Fig. 10 b.
n the other side, nonlinear effects on the vertical forces are
ore obvious for a damping e = 1.5 mm and a wave height

f 100 mm (see Fig. 9 b) that is shown by the larger negative
orce (trough) in comparison with the positive value (crest) in
ig. 10 c. This nonlinearity is represented by a second energy
pike ( S Z ) at the 2nd harmonic of 2.0 Hz in Fig. 10 d, and rep-
esents about 17.5% of the total energy, while other analyzed
onditions show only one peak value at the wave frequency
ith small/negligible second spike at the 2nd harmonic. 
Similar to analyzing results for a short wavelength of Kb =

.2072, time series data and FFT results for an intermediate
avelength of Kb = 0.8384 are shown in Fig. 11 with a
amping e = 1.5 and 5.0 mm under wave heights of H =
0 and 100 mm. Fig. 11 a and b illustrate the minor nonlinear
ffects on the horizontal surging force. Conversely, Fig. 11 c
nd d highlight the nonlinear impacts on the predicted vertical
orce that are more clear under the larger wave height and
TO damping ( H = 100 mm and e = 1.5 mm) with the second
eak in FFT results representing about 9% of the total energy
ontent in the predicted force. 

.5. 3D and PTO modeling effects 

The above-discussed results are limited to 2D flow assump-
ions. In order to investigate the impacts the 3D modeling
ay have on the predicted hydrodynamic loads, the devel-

ped 2D CFD model in Section 2 is extended to 3D domain
ith boundary conditions as illustrated in Fig. 12 a. Consid-



A. Elhanafi / Journal of Ocean Engineering and Science 1 (2016) 268–283 277 

Fig. 10. Time series and FFT results of a damping e = 1.5 and 6.0 mm and a wave height H = 50 and 100 mm under a constant wavelength Kb = 1.2072. 
(a) horizontal force time series, (b) horizontal force FFT results, (c) vertical force time series, (d) vertical force FFT results. 

Fig. 11. Time series and FFT results of a damping e = 1.5 and 5.0 mm and a wave height H = 50 and 100 mm under a constant wavelength Kb = 0.8384. 
(a) horizontal force time series, (b) horizontal force FFT results, (c) vertical force time series, (d) vertical force FFT results. 
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Fig. 12. 3D computational fluid domain. (a) Computational domain with mesh and boundary conditions, (b) 3D OWC with slot opening, (c) 3D OWC with 
orifice plate, (d) OWC with slot opening for flume tank and (e) OWC with orifice plate for flume tank. 
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Fig. 13. 3D and PTO modeling effects on: (a) chamber’s free surface oscillation ( ƞOWC ), (b) chamber’s differential air pressure ( �P ), (c) horizontal wave 
force ( F X ) and (d) vertical wave force ( F Z ). H = 50 mm, e = 5.0 mm and Kb = 0.8384 ( T = 1.2 s). 
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ring that 3D modeling is time consuming, an intermediate
tage between 2D and 3D modeling is investigated by test-
ng the OWC in a numerical tank flume of breadth equal
o the OWC’s pneumatic chamber width of 100 mm with a
ymmetry plan. Results of this wave flume are compared with
hose from a fully 3D tank with breadth of 1750 mm (model’s
idth is about 0.06 of the tank’s breadth) that is enough to

gnore the sidewall effects [40] . In addition, simulating the
TO damping via a slot opening restricts the flow to 2D; ac-
ordingly, a comparison between using a slot opening (2D)
nd an orifice plate (3D) with the same opening ratio (the
atio between the PTO opening and the chamber’s water plan
rea) is also included. All model’s configurations are illus-
rated in Fig. 12 b to e. To investigate all these parameters,
esting conditions were limited to only one wave height of H
 50 mm, a slot opening e = 5.0 mm and three wave periods

f T = 1.0 s ( Kb = 1.2072), 1.2 s ( Kb = 0.8384) and 1.6 s ( Kb
 0.4716). Measurements include OWC’s free surface oscilla-

ions ( ƞOWC 

that is based on an average of 25 numerical wave
robes placed inside the pneumatic chamber), chamber’s dif-
erential air pressure (average of 10 monitoring points) and
he horizontal and vertical wave loads. 

Starting with tank flume modeling and orifice plate effects
n the predicted loads under a wave frequency of Kb =
.8384, which results in the maximum loads under the con-
idered PTO damping ( e = 5.0 mm or C = 60, see Fig. 6 ),
esults in Fig. 13 left illustrate that testing in tank flumes with
TO modeled with a slot opening provides almost the same
esults as 2D modeling for all measured parameters, except a
light increase of 4% in the vertical force. On the other hand,
sing an orifice plate (with a radius of 17.84 mm) instead of
he slot opening induces higher air pressure ( Fig. 13 left-b)
hat in agreement with the experimental observations by He
nd Huang [41] , which in turn reduces the chamber’s free
urface oscillation amplitude ( Fig. 13 left-a) and enlarges the
ydrodynamic vertical forces ( Fig. 13 left-d) by 14.5% due
o its coupling with the pneumatic force as discussed in
ection 3.2 . It is however, as discussed in Section 3.2 ,

he horizontal forces ( Fig. 13 left-c) are independent of the
pplied damping that explains the identical results from PTO
odeling with either a slot opening or an orifice plate. 
In 3D modeling, not only wave scattering is considered,

ut also, removing the 2D flow restriction allows the water
olumn to evacuate the chamber more easily, which in turn
scalates the chamber’s free surface oscillation amplitude as
een in Fig. 13 right-a for OWC with 3D slot opening. In
ddition, for OWC with an orifice plate, the free surface os-
illation amplitude increased in comparison with tank flume’
esults ( Fig. 13 left-a), but the oscillation is lower that the case
ith slot opening due to the higher damping induced by the
rifice plate. This increase in the oscillation amplitude under
 given wave period and PTO damping increases the oscil-
ation rate (slope), which in turn escalates the air pressure
mplitude ( Fig. 13 right-b) as well as the airflow rate through
he PTO [29] . Similar to the tank flume, using the orifice
late improves the air pressure in comparison with the slot
pening, and this effect is more obvious during the exha-
ation (pressurizing) stage. Having explained the increase in
ir pressure, it is expected that also the vertical wave forces
n 3D modeling ( Fig. 13 right-d) are higher than those from
ume tanks, and this increase found to be almost 20% for
D with slot opening versus flume with slot opening, 20%
or 3D with orifice plate versus flume with orifice plate and
bout 43% for 3D with orifice plate in comparison with 2D
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Fig. 14. 3D effects on: (a) chamber’s free surface oscillation ( ƞOWC ), (b) chamber’s differential air pressure ( �P ), (c) horizontal wave force ( F X ) and (d) 
vertical wave force ( F Z ). H = 50 mm, e = 5.0 mm, Kb = 1.2072 (left) and Kb = 0.4716 (right). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15. 3D and PTO modeling effects on the wave envelope before and 
after OWC. H = 50 mm, e = 5.0 mm and Kb = 0.8384 ( T = 1.2 s). 
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h  

w  
modeling. Conversely, the horizontal wave loads in 3D model-
ing shown in Fig. 11 right-c are lower that tank flume (or 2D)
measurements. Further explanation regarding these reductions
in surging forces is given later in this section. 

Similar to the observations of 3D effects on the maximum
measured forces under a wavelength of Kb = 0.8384, results
for additional wave frequencies of Kb = 1.2072 ( Fig. 14 left)
and Kb = 0.4716 ( Fig. 14 right) revealed the same impacts
of 3D modeling. Additionally, these results illustrate that 3D
modeling leads to a massive reduction and increase in the hor-
izontal and vertical wave loads as the wavelength increases
and decreases, respectively. For example, the reduction in
horizontal loads ( F X ) increases from 5% at Kb = 1.2072
( Fig. 14 left-c) to 29% at Kb = 0.8384 ( Fig. 13 right-c) and
then to 41% at Kb = 0.4716 ( Fig. 14 right-c). On the other
hand, 3D simulations results in about 60% increase in the ver-
tical wave force ( F Z ) at Kb = 1.2072 ( Fig. 14 left-d) in com-
parison with 25% at Kb = 0.8384 ( Fig. 13 right-d, slot open-
ing) and 7.5% at Kb = 0.4716 ( Fig. 14 right-d). Figs. 13 and
14 also highlight that 3D modeling not only affect the hori-
zontal force amplitudes, but also, the frequency of the max-
imum force changes. For instance, the peak force was found
at Kb = 0.8384 ( Fig. 5 c and time series data in Fig. 13 c) in
2D modeling, but this peak seems to be shifted to a higher
frequency of Kb = 1.2072 in 3D modeling ( Fig. 14 left-c). 

As discussed in Section 3.1 the wave profile before and af-
ter the OWC is quite important for explaining the changes in
the horizontal forces. For instance, results in Fig. 15 shows
a comparison between 2D and 3D wave elevations for Kb
= 0.8384 at four points along the tank on the symmetry
 l  
lan ( ƞ1 –ƞ3 are placed before OWC and ƞ4 is located be-
ind OWC). Coordinates of these points are similar to the
ave probes’ locations described in Section 2.3 . Results il-

ustrate that 3D modeling allows most of the incoming waves
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Fig. 16. 3D effects on the wave envelope before and after OWC. H = 50 mm, e = 5.0 mm, Kb = 1.2702 (left) and Kb = 0.4716 (right). 
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Fig. 17. 3D effects on the wave elevation at 50 mm before and after OWC. 
(a): Kb = 1.2702, (b): Kb = 0.8384 and (c): Kb = 0.4716. H = 50 mm, e 
= 5.0 mm. 
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o be transmitted on the OWC’s leeside, which can be seen
n the consistency in the monitored wave amplitudes along
he four points. Also, there is no visible impact of using
n orifice plate rather than a slot opening. Furthermore, as
eflection and transmission coefficients with 2D modeling are
aximum and minimum respectively under short waves, it is

xpected that discrepancy with 3D modeling become more
nd less pronounced at high ( Kb = 1.2072) and low ( Kb =
.4716) frequency waves as shown in Fig. 16 left and right, re-
pectively. These differences explain the overall reductions in
he horizontal forces predicted with 3D modeling in compari-
on with 2D flow assumptions. However, to further clarify the
scalation of these reductions with increasing the wavelength,
he wave elevation is monitored and presented in Fig. 17 at
wo points closer to the OWC structure on each side: one at
0 mm in front of the OWC’s seaward wall (Before OWC)
nd another one 50 mm behind the leeside (After OWC). It
s clear that as the wavelength increases ( Kb decreases), the
ave amplitude after OWC with respect to the wave ampli-

ude before OWC increases, while the phase shift between
ach wave trend diminishes (phase shift is 0.34 T at Kb =
.2072, 0.26 T at Kb = 0.8384 and 0.16 T at Kb = 0.4716).
s a result, a large reduction in surging forces is more obvi-
us under long waves in comparison with 2D results. 

. Conclusions 

2D and 3D CFD models based on RANS–VOF are im-
lemented in this paper in order to study the hydrodynamic
ave loads on an offshore-stationary OWC over a wide range
f wave periods, wave heights and pneumatic damping. The
odel is validated in good agreement against nonlinear reg-

lar wave interactions with a surface-piercing fixed barge.
rom the investigations carried out of total 108 numerical

ests, the following conclusions are drawn: 
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• The hydrodynamic horizontal wave load is independent of
the applied PTO damping even with increasing the incom-
ing wave height. 

• Increasing the wave height by two times leads to almost
doubling the surging wave force. 

• The maximum horizontal force occurs at frequency band-
width where reflection and transmission coefficients are
almost the same. 

• The predicted vertical hydrodynamic load is following the
same variation of the chamber’s differential air pressure
with a peak value almost at the OWC natural frequency. 

• The hydrodynamic vertical force is linearly proportional to
the pneumatic air force acting on the chamber’s top plate.

• Regardless of the incoming wave frequency, height and
PTO damping, the hydrodynamic horizontal force is al-
ways larger than the vertical force. 

• The ratio between the horizontal and vertical wave forces
is higher for high frequency waves, smaller wave height
and lower PTO damping. 

• Nonlinear effects are more pronounced in the vertical force
than the horizontal one. 

• Nonlinearity contributes to about less than 5% of the total
surging force energy, whereas this contribution can extend
to 24% for the vertical force under high frequency waves.

• Testing offshore OWCs in tank flumes provides the same
results as 2D modeling. 

• Simulating the PTO damping with an orifice plate of the
same opening ratio of a slot opening leads to high cham-
ber’s differential air pressure and in turn larger vertical
wave force, whereas no impact on the horizontal force was
found. 

• 3D modeling results in reducing the horizontal wave
forces, and this impact increases with increasing the wave-
length. 

• The maximum horizontal force in 3D modeling is shifted
to a higher frequency in comparison with 2D modeling. 

• 3D modeling leads to higher chamber’s free surface oscil-
lations, larger air pressure, and accordingly escalates the
pneumatic and hydrodynamic vertical wave forces. These
effects become more noticeable as the wavelength short-
ens. 

Although the present work provided an overview on the
hydrodynamic wave loads that an offshore OWC may experi-
ence during operational conditions (small waves), results were
validated against two-dimensional model. Accordingly, as a
continuation of this research, experiments will be performed
to validate the numerical results not only for the 3D effects,
but also under extreme environmental conditions representing
survival events. Additionally, air compressibility may impact
the predicted wave loads on the device, especially for large-
scale prototypes [42] , thus scaling effects with both incom-
pressible and compressible airflow will be investigated. 
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