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Abstract 

An equation was developed to predict current-induced scour beneath subsea pipelines in areas with small span depths, S . Current equations 
for scour prediction are only applicable to partially buried pipelines. The existence of small span depths (i.e. S / D < 0.3) are of concern because 
the capacity for scour is higher at smaller span depths. Furthermore, it is impractical to perform rectification works, such as installing grout 
bags, under a pipeline with a small S / D . Full-scale two-dimensional computational fluid dynamics (CFD) simulations were performed using 
the Reynolds-averaged Navier–Stokes approach and the Shear stress transport k –ω turbulence model. To predict the occurrence of scour, the 
computed maximum bed shear stress beneath the pipe was converted to the dimensionless Shields parameter, and compared with the critical 
Shields parameter based on the mean sediment grain size. The numerical setup was verified, and a good agreement was found between 
model-scale CFD data and experimental data. Field data were obtained to determine the mean grain size, far field current velocity and to 
measure the span depths along the surveyed pipe length. A trend line equation was fitted to the full-scale CFD data, whereby the maximum 

Shields parameter beneath the pipe can be calculated based on the undisturbed Shields parameter and S / D . 
© 2017 Shanghai Jiaotong University. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

Subsea pipelines transport oil or natural gas across vast
istances along the seabed. The marine sediment beneath the
ipeline can be eroded by current and/or wave action. Sedi-
ent erosion, commonly referred to as scour, can lead to free

pan formation in the vicinity of a subsea pipeline [1] . How-
ver, the time required to reach an equilibrium scour depth
n the field is much longer than storm periods [2] . Thus, a
ipeline may have multiple spans with small depths (defined
s S < 0.3 D in this paper) upon experiencing strong currents.
urthermore, initial free spans can also be present when a
ipeline is laid on an uneven seabed. Scour can occur when
∗ Corresponding author at: Locked Bag 1395, Launceston Tasmania 7250, 
ustralia. 
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ow is accelerated underneath the pipe, which will widen
nd deepen existing free spans. Free spans can be permanent
3] and rectification works are often required (e.g. installing
rout bags), where the risk of vortex-induced vibration caus-
ng fatigue is high. In addition, installing grout bags, which
re relatively large, under a pipeline with a small span depth
s often impractical. Therefore, it is necessary to predict the
ccurrence of scour beneath a pipeline from existing small
pan depths. 

The mechanics of scour beneath an initially buried pipe
nder steady currents has been extensively studied using lab-
ratory experimentation [4–7] . Initially, when there is a flow-
nduced pressure difference between the upstream and down-
tream sides of a pipe, water can flow through the voids be-
ween the sediment particles beneath the pipe (i.e. seepage
ow). Eventually, a mixture of water and sediment will be
ischarged at the immediate downstream side of the pipe (i.e.
 is an open access article under the CC BY-NC-ND license. 
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piping) [4] . This is followed by a ‘jet period’ (i.e. tunnel
scour) where sediment is syphoned underneath the pipe [5] .
As more sediment is eroded, the scour hole deepens. When
the scour depth exceeds the equivalent of 30% of the pipe di-
ameter (i.e. S / D > 0.3), periodic vortex shedding occurs in the
wake of the pipe [5,8] , which leads to further erosion down-
stream of the pipe. Empirical relationships have been derived
based on two-dimensional studies, to estimate the critical far
field current velocity for scour onset around a partially buried
pipe (e.g. Sumer et al. [6] ), without the consideration of an
existing free span depth, S . 

Although laboratory experiments provide a good platform
for studying the mechanics of scour, they are limited by the
dimensions of the experimental facility. Scaled experiments
tend to exhibit scale effects when, for example, excessive fluid
viscous forces are introduced [9] . To date, although there are
several models for scaling general sediment transport experi-
ments, perfect similitude remains a physical impossibility [9] .
With scaled sediment, the sediment grain size will be so small
that they exhibit cohesive properties, which are not charac-
teristic of the sediment at its full scale [10] . Having smaller
sediment with cohesive properties will result in scour propa-
gation timescales to be falsely exaggerated [11] , compared to
predictions via empirical formulae developed for non-cohesive
sediment (e.g. Fredsøe et al. [12] ). Therefore, there is a need
to conduct full-scale studies. 

Due to the spatial and time scales associated with study-
ing the mechanics of scour around a full-scale pipeline, it is
often logistically impractical to rely on field measurements.
With some notable exceptions (e.g. Leckie et al. [13] ), limited
field data have been obtained and published. To address this
paucity of data, numerical simulations offer a viable alterna-
tive as the simulations can be performed at full-scale. Previous
numerical studies [14–18] have demonstrated that computa-
tional fluid dynamics (CFD) can be used to accurately model
flow around a cylinder close to a flat bed. However, these
studies did not focus on the implications of scour. Only a
few studies have investigated the amplification of the seabed
shear stresses resulting from the presence of the pipe [19,20] .
Although a higher amplification factor suggests a higher sed-
iment transport capacity; yet, this cannot be directly related
to the prediction of scour occurring beneath a pipe. Never-
theless, direct correlation is possible via the use of the classic
Shields parameter [21] , which is widely used to predict the
initiation of sediment transport. 

We predict the maximum Shields parameter (i.e. nor-
malised maximum bed shear stress) beneath a full-scale
pipeline for a range of span depths and far field current ve-
locities. An equation was fitted to the full-scale CFD results,
which can be used to calculate the maximum Shields parame-
ter beneath the pipeline, based on the undisturbed Shields pa-
rameter and span-depth-to-diameter ratio, S / D . The predicted
maximum Shields parameter can then be compared to the
critical Shields parameter for the mean sediment grain size,
to predict whether scour will occur. Small span depths (i.e.
S / D < 0.3) are of interest not only because shear stress ampli-
fication is higher at smaller depths [19] , but also, performing
ectification works (e.g. installing grout bags) are difficult or
mpractical. Therefore, it is essential to predict the occurrence
f scour beneath pipelines in areas with small span depths. 

. Theoretical considerations 

The Shields parameter is a dimensionless representation of
he bed shear stress and is calculated using Eq. (1) [21] : 

= 

u ∗2 (
ρS 

ρ
− 1 

)
g d 50 

(1)

here u 

∗ is the friction velocity, which can be calculated via
 

∗ = ( τ / ρ) 1/2 [22] ; τ is the bed shear stress; ρs is sediment
ensity; ρ is fluid density; g is gravitational acceleration; and,
 50 is the mean sediment grain size. This classic parameter is
idely used to predict the onset of sediment transport. When
 threshold value (i.e. critical Shields parameter, θ cr ) is ex-
eeded, then it is likely that sediment transport will occur. A
ide range of critical Shields parameters for different mean
rain sizes are available in literature (e.g. Barton et al. [23] ).
urthermore, it can even be calculated using Eq. (2) from
oulsby [22] : 

cr = 

0. 30 

1 + 1 . 2 D ∗
+ 0. 055 

[
1 − exp ( −0. 02 D ∗) 

]
(2)

here D 

∗ , which is the dimensionless form of the sediment
rain size, is calculated using Eq. (3) [22] : 

 ∗ = 

[
g ( s − 1 ) 

ν2 

]1 / 3 

d 50 (3)

here s is the specific weight of the sediment, normalised by
he specific weight of the surrounding liquid; and, ν is the
inematic viscosity of the liquid. 

A few equations have been developed to predict scour on-
et beneath partially buried subsea pipelines. Using labora-
ory experiments, Sumer et al. [6] derived Eq. (4) to estimate
he critical velocity for scour onset based on partially buried
ipelines affected by current action: 

 cr = 

√ (
0. 025 exp 

[
9 ( e/D ) 0. 5 

]) × gD ( 1 − n ) ( s − 1 ) (4)

here e is the embedment or burial depth; D is the external
ipe diameter; and, n is sediment porosity. 

Zang et al. [24] further extended this work using numeri-
al simulations, to estimate the critical flow velocity, due to
urrents and/or waves, at which scour onset around a partially
uried pipe is likely to occur. This is given by: 

u 

2 
m 

gD( s 0 − 1 )( 1 − n ) 
≥ γ

λA 	C p0 
( 1 − exp ( −0. 018 K C 

1 . 5 ) ) (5)

here u m 

is the amplitude of oscillatory velocity; s 0 is equiv-
lent to s; γ is the contact angle for the pipe; λA 

	C p0 is the
xit pressure gradient coefficient; and, KC is the Keulegan–
arpenter number. 

The disadvantage of Eq. (4) is that it is an empirical equa-
ion based on experiments; hence, scaling can have an effect
n the outcome as it is impossible to have perfect similitude
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Fig. 1. (a) Surveyed site location with respect to Australia plotted using the Miller projection. (b) Location of a 5 km stretch of the Tasmanian Gas Pipeline 
(TGP), acoustic Doppler current profiler (ADCP) mooring and sediment sampling points. (c) Snapshot of Remotely Operated Vehicle (ROV) footage obtained 
while conducting a visual inspection of the TGP at several kilometres off the coast of Northern Tasmania in May 2015. The key parameters here are the span 
depth, S , pipe diameter, D , and the free stream velocity, U 0 , which is measured at 2 m above the seabed. 
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9] . While Eq. (5) is more comprehensive, it is not easily
olved with λA and 	C p 0 . Furthermore, Eqs. (4) and ( 5 ) are
nly applicable for partially buried pipes, creating the need
o model the effects of the S / D ratio. Therefore, we aim to
redict the occurrence of scour beneath a pipe with a small
 / D , by using the classic Shields parameter. Further details on
he derivation of the equation are presented in Section 3.4 . 

. Methods 

The main results were obtained via numerical computa-
ions. Field measurements were obtained to provide supple-
entary data to perform the CFD simulations, while experi-
ental data provide a benchmark for CFD modelling. 

.1. Field investigation 

A field survey was conducted for the southernmost 5 km
ection of the Tasmanian Gas Pipeline (TGP), off the North-
rn Tasmanian coast in South Eastern Australia ( Fig. 1 a). The
GP transports natural gas across the Bass Strait with an off-
hore section over 300 km long, and is currently at an annual
apacity of 47 PJ [25] (see Table 1 for the design param-
ters and operating conditions). Several field measurements
nd information extracted from [25] were used to devise the
umerical test conditions. The field survey was mainly con-
ucted to obtain the following: 

• Ensemble-averaged water column velocities recorded at 
50 m east of the pipeline. 

• Mean grain size of the sediment in the vicinity of the
surveyed site. 

• Approximated maximum span depths of each span along
the surveyed pipe length. 

A Teledyne Sentinel V 500 kHz 4-beam Acoustic Doppler
urrent Profiler (ADCP) was deployed at a location 50 m east
f the pipeline ( Fig. 1 b), where the average water depth was
pproximately 23 m. Key ADCP profile settings were: 25 m
ange, 0.50 m cell size, 50 cells and 1.0 m blanking distance.
he resolution and accuracy were 0.001 and ±0.003 m/s re-
pectively [26] . Transient water column velocity data over a
eriod of 8 days (i.e. from 25 May 2015 4:53:38 UTC to 2
une 2015 22:28:38 UTC) was ensemble-averaged over 5-min
ntervals. 

A total of four sediment samples were collected within
afe distances from the TGP ( Fig. 1 b), as recommended by
he pipeline operator. A Large Ekman Bottom Grab sedi-
ent sampler with dimensions of 0.23 m × 0.23 m × 0.23 m
as used. The sediments were oven-dried, and subsequently,
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Table 1 
Design parameters and operating conditions of the Tasmanian Gas Pipeline (TGP) [25] . 

Parameter Details 

Pipeline length 301.6 km 

External pipe diameter 355.6 mm 

Pipe wall thickness 11.1 mm 

Pipe wall thickness (shore crossing) 12.7 mm 

Nominal concrete weighted coating 38 mm 

Grade X65 
Maximum allowable operating pressure (MAOP) 15.3 MPa (g) 
Offshore pipeline average design temperature 13 °C 

Marine sediment type Fine and medium grained quartzose sands 
Mean grain size 0.12–0.25 mm 

Current speeds during 5 year return period storms 0.30–0.79 m/s 
Current speeds during 100 year return period storms 0.41–1.03 m/s 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 
Test matrix for circulating water channel experiments. 

Span depth, S 
(m) 

Pipe diameter, 
D (m) 

Inlet velocity, 
U 0 (m/s) 

Pipe Reynolds 
number, Re 

D /3 0.3 0.18 4.43 × 10 4 

D /3 0.3 0.24 6.01 × 10 4 

D /3 0.3 0.30 7.60 × 10 4 

D /3 0.3 0.37 9.18 × 10 4 

D /3 0.3 0.43 1.08 × 10 5 

D /3 0.3 0.49 1.23 × 10 5 

D /3 0.3 0.56 1.39 × 10 5 
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filtered through a set of sieves on a sieve shaker. The amount
of sediment in each sieve was then measured to produce a par-
ticle size distribution curve for each sample. A mean particle
size, d 50 , was then estimated from the particle size distribu-
tions. The d 50 was used to calculate the Nikuradse roughness,
k s , and subsequently, the associated bed roughness length, z 0 ,
to be incorporated in the CFD computations. As the field
data collected in this paper was relatively limited, informa-
tion from [25] , such as the current speeds during 100 year
return period storms, was also used to devise the numerical
test matrix ( Table 3 ). 

Video footage of the TGP was obtained using a SeaBotix
LBV300 explorer class Remotely Operated Vehicle (ROV)
( Fig. 1 c). Several key parameters for this field investigation
were the span depth, S , pipe diameter, D , and the free stream
velocity, U 0 , which is measured at 2 m above the seabed. Due
to physical constraints, the lowest elevation from the seabed
at which the velocity can be measured was 1.5 m. This is
due to the 0.5 m clearance between the seabed and the top of
the ADCP that was attached to an anchored steel frame, in
addition to the 1.0 m blanking distance. 

A Gavia Scientific Autonomous Underwater Vehicle
(AUV) with a 500 kHz Kongsberg GeoAcoustics GeoSwath
Plus interferometric sonar module was employed to produce
acoustic backscatter images of the TGP and the seabed. This
was done to identify and geo-reference free spans, and to es-
timate the maximum free span depths along the 5 km stretch
of the TGP. Interferometric sonar exploits the phase of the re-
flected sound waves (i.e. acoustic return) and the return range,
to estimate the position of the reflector (see Gostnell and Yoos
[27] for further details). Further details regarding the applica-
tion of acoustic backscatter imagery are presented in McIner-
ney et al. [28] . Although a Global Positioning System (GPS)
receiver is unreliable underwater [29] , with a Kearfott T-24
Inertial Navigation System (INS) on board the AUV, the po-
sition drift is less than 0.1% of the distance travelled [30] .
Therefore, there is a high level of confidence in the accuracy
of the survey data. 

3.2. Circulating water channel experiments 

Flow experiments were conducted in a Circulating Water
Channel (CWC) of 17.2 m in length, 5.0 m wide and 2.5 m
eep, to investigate the flow velocities between a pipe and a
at boundary (highlighted in red in Fig. 2 ). The image of a
lightly angled side view of the experimental setup ( Fig. 2 )
as slightly distorted, especially at the edges, due to light

efraction off the glass. A PVC pipe 4 m in length with an
xternal diameter of 0.3 m and thickness of 0.005 m was el-
vated to 0.1 m (i.e. S / D = 1/3) above a 3.15 m long, 1.70 m
ide and 0.003 m thick aluminium flat plate. The pipe was
ositioned above the centre of the flat plate, thus being 1.6 m
rom the leading edge of the plate (i.e. more than 5 D ). The
est rig was situated in the middle of the CWC and bolted to
he walls. 

The flow velocity beneath the centreline of the pipe, at
.035 m above the flat plate, was measured using a Sontek
coustic Doppler Velocimeter (ADV) at a rate of 50 Hz. The
DV probe has an acoustic transmitter and three receivers,
 ×10 

−8 m 

3 sampling volume, 1 ×10 

−4 m/s resolution and an
ccuracy of 1% of measured velocity [31] . The ADV probe
as located slightly downstream, so that the receivers are
ositioned at 0.05 m downstream from the vertical centreline
f the pipe. This was done to ensure that the flow veloc-
ty, u 35 , is measured within the sampling volume. Further de-
ails on ADVs are presented in Voulgaris and Trowbridge
32] . The test conditions are listed in Table 2 and each run
as repeated twice. Inlet flow velocities corresponding to

he pipe Reynolds numbers, Re , in the sub-critical regime
5 × 10 

3 < Re < 2 × 10 

4 ) were selected, which were observed
n the field. 

The average inflow velocities were determined based on
 calibration curve derived prior to the experiments. During



J.Y. Lee et al. / Journal of Ocean Engineering and Science 2 (2017) 61–75 65 

Fig. 2. Angled cross-stream view of the CWC experimental setup shown in a red box, within a schematic diagram illustrating the full-scale domain employed 
for CFD computations. A close-up view of the mesh between the pipe and the seabed, for S / D = 0.28, is shown in a blue box. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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he calibration process, the ADV was placed several metres
pstream of the pipe to measure flow velocities at a range of
ump revolution speeds. Inlet flow velocities were not mea-
ured upstream during the actual experiments to minimise
ake effects downstream of the ADV, which will affect the
ow measurements beneath the pipe. It is also worth noting

hat due to physical limitations, it was not possible to directly
easure the shear velocity, u 

∗ , or have a smaller span depth.

.3. Numerical computations 

There are three stages with regards to computational fluid
ynamics (CFD) modelling. Firstly, verification was com-
leted to estimate the numerical uncertainty. Secondly, com-
arisons between model-scale CFD and experimental data
rom the CWC experiments and Jensen et al. [33] were con-
ucted. Lastly, a full-scale computational domain was em-
loyed, where an external pipe diameter of 0.5 m was used,
epresenting the TGP. A trend line equation was then fitted
o the full-scale data, which can be used to predict the occur-
ence of scour beneath the TGP in areas with existing small
pan depths. 

.3.1. Simulation setup 

A commercial CFD solver, STAR-CCM + V10, was used
o solve the incompressible Navier–Stokes equations via the
nite volume method; the interested reader is referred to Tu
t al. [34] for further details. The Reynolds-Averaged Navier
tokes (RANS) approach was used to compute the mean flow
elocity profile beneath the pipe, and all cases are within the
ound of S / D < 0.3, where periodic vortex shedding in the
ake of the pipe was not observed in previous experiments

 5 , 8 ]. The shear stress transport (SST) k–ω turbulence model
35] was employed to model the Reynolds stress term in the
eynolds-averaged Navier–Stokes equation. A comparison of

everal turbulence models showed that the SST k–ω model is
ppropriate for modelling flow around a wall-mounted circu-
ar cylinder via good agreement with experimental measure-
ents [15] . 
A large two-dimensional (2D) computational domain was

mployed for the simulation cases ( Fig. 2 ). A block-structured
pproach was adopted to generate the computational grids (a
ample grid is highlighted in blue). As the seabed appeared to
e relatively flat based on the ROV footage ( Fig. 1 c), it was
ssumed, for simplicity, to be flat in the CFD simulations as
ell. For the full-scale simulations, the inlet boundary is set

o 100 D upstream of the pipe, to ensure that the flow is fully
eveloped when it encounters the pipe. The outlet boundary
istance is also set to 100 D to avoid artificial blockage effects
ith a sufficiently large domain. Zang et al. [24] demonstrated

hat the effects of the water depth on the flow field around
he pipe diminish over 20 D . Hence, the water depth, h , was
et to a large value, where h = 101 D + S max ; S max = 0.28 D. h
lso remained constant for all cases to maintain the far field
onditions (e.g. inlet velocity profile) for different values of
 . 
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Table 3 
Parameters considered for the main numerical simulations performed at full-scale. 

Span depth ratio, S / D Pipe diameter, D (m) Seabed roughness, z b 
(m) 

Pipe roughness, z p 
(m) 

Far field current 
velocity, U 0 (m/s) 

0.07 0.5 2.14 ×10 −5 2.14 ×10 −5 0.05 
0.07 0.5 2.14 ×10 −5 2.14 ×10 −5 0.10 
0.07 0.5 2.14 ×10 −5 2.14 ×10 −5 0.20 
0.07 0.5 2.14 ×10 −5 2.14 ×10 −5 0.40 
0.07 0.5 2.14 ×10 −5 2.14 ×10 −5 0.80 
0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.05 
0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.10 
0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.20 
0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.40 
0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.80 
0.14 0.5 1.00 ×10 −5 2.14 ×10 −5 0.10 
0.14 0.5 1.00 ×10 −6 2.14 ×10 −5 0.10 
0.14 0.5 2.14 ×10 −5 1.00 ×10 −5 0.10 
0.14 0.5 2.14 ×10 −5 1.00 ×10 −6 0.10 
0.28 0.5 2.14 ×10 −5 2.14 ×10 −5 0.05 
0.28 0.5 2.14 ×10 −5 2.14 ×10 −5 0.10 
0.28 0.5 2.14 ×10 −5 2.14 ×10 −5 0.20 
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Eq. (6) [22] was used to define the velocity profile at the
inlet boundary: 

 ( z ) = 

u ∗
κ

ln 

(
z 

z 0 

)
(6)

where U(z) is the velocity profile; κ = 0.40 is the von Kármán
constant [22] ; z is the elevation from the seabed; the bound-
ary layer thickness, δ, is set to 2 m for all cases; and, z 0 is the
bed roughness length. Therefore, at z ≥2 m, the inlet velocity
will be equal to the free stream velocity, U 0 . Previous studies
[ 14 , 24 ] have demonstrated that, although the dimensionless
inlet boundary layer thickness, δ/ D , has a significant effect
on the flow field around the pipe, it diminishes when δ/ D > 1
[14] . Thus, as δ = 2 m in this case, which means that δ/ D = 4,
its effects are negligible; moreover, it is also expected to be
large in the field. As the average water temperature recorded
by the ADCP was 14 °C, a seawater density, ρ, of 1026.236 kg
m 

−3 and fluid kinematic viscosity, ν, of 1.2205 ×10 

−6 m 

2 /s
was used [36] . It is worth noting that, while modelling the
experiments, the distance of the inlet boundary is set to match
the CWC experiments and that of Jensen et al. [33] , to ac-
count for the bed boundary layer thickness. 

The bed roughness length was estimated via a combina-
tion of the following assumptions: ( 1 ) the flow is hydrody-
namically rough [22] , and hence z 0 = k s /30, where k s is the
Nikuradse roughness; and subsequently, ( 2 ) k s = 2.5 d 50 (see
Soulsby and Humphery [37] for further details). Assuming
that the mean particle size is 0.257 mm, z 0 ≈ 2.14 ×10 

−5 m,
which is close to z 0 = 2.08 ×10 

−5 m for d 50 = 0.25 mm with
reference to Det Norske Veritas [38] , and hence is reasonable.
As for modelling the CWC and Jensen et al.’s [33] experi-
ments, the seabed was defined as a smooth boundary because
a smooth bottom was used in the experiments. 

Surface roughness was taken into account for both the
seabed and the pipe in the CFD computations. The pipe
roughness length, z p , was assumed to be the same as the
bed roughness length (i.e. z p ≈ 2.14 ×10 

−5 m), which rep-
esents an un-coated steel pipe [39] for simplicity. This does
ot represent the effects of marine growth on the pipe. Never-
heless, previous experimental investigations suggest that the
ipe roughness pose an insignificant influence on the scour
rocess [1] . 

The test conditions for the main full-scale CFD simula-
ions are listed in Table 3 , corresponding to the Tasmanian
as Pipeline with an external diameter of 0.5 m. Three span-
epth-to-diameter ratios, S / D , were investigated where small
 / D ratios (i.e. S / D < 0.3) were of interest. The lower end
f the velocity range corresponds to the mean flow velocity
ecorded by the ADCP, which translates to a very low undis-
urbed Shields parameter (i.e. θ∞ 

< θ cr ). The middle range
orresponds to the maximum velocity recorded by the ADCP,
hile the higher end corresponds to the current speeds occur-

ing during 100 year return period storms [25] . 
Ultimately, the main aim of performing the CFD simula-

ions was to compute the maximum bed shear stresses be-
eath the TGP, τmax , at different span depths, S , and current
elocities, U 0 . The maximum Shields parameter beneath the
ipe, θmax , was calculated based on τmax , using Eq. (1) . θmax 

as then compared against the critical Shields parameter, θ cr ,
ased on the mean grain size, d 50 , to estimate whether scour
ill occur beneath the TGP. In STAR-CCM + V10, the bed

hear stress, τ , is calculated from the friction velocity, u 

∗ , via
he assumption that u 

∗ ≡ ( τ / ρ) 1/2 [40] . u 

∗ is termed as the
reference velocity’ and ρ is fluid density. When the SST k–
 turbulence model is selected, STAR-CCM + calculates the

eference velocity, u 

∗ , as follows: 

 

∗ = 

√ 

gνu / y + ( 1 − g ) β∗1 / 2 k (7)

here the blending function, g = exp( −Re y /11), is dependent
n the wall-distance Reynolds number, Re y , which can be
alculated via Re y = ( k ) 1/2 y / ν. k is turbulent kinetic energy;
 is the normal distance from the wall to the centroid of
he adjacent cell; ν is kinematic viscosity; u is the velocity
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Table 4 
Test matrix for the grid independence study. 

Grid nodes on 
pipe 

Number of cells Span depth ratio, 
S/D 

Pipe diameter, D 

(m) 
Seabed 
roughness, z b (m) 

Pipe roughness, 
z p (m) 

Far field current 
velocity, U 0 (m/s) 

200 44,860 0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.20 
400 148,758 0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.20 
800 494,306 0.14 0.5 2.14 ×10 −5 2.14 ×10 −5 0.20 
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arallel to the wall; and the constant, β∗ = 0.09, is a default
alue recommended by STAR-CCM + [40] . 

.3.2. Verification and validation 

Verification was performed to estimate the numerical un-
ertainty associated with the CFD simulations, by observing
he changes in the computed results with an increase in the
umber of cells (i.e. spatial resolution of the grid in the x and
 directions). The grid was refined by increasing the number
f grid points surrounding the pipe by a factor of 2, which
as followed by the adjacent grid lines and refinement around

he seabed. The test conditions of the grid independence study
re presented in Table 4 . The maximum bed shear stress be-
eath the pipe, τmax , was used as a reference to observe the
nfluence of grid refinement. The generalised Richardson ex-
rapolation method was employed to estimate the numerical
rror, δ∗

R E k 1 
[41-45] : 

∗
R E k 1 

= 

ε k 21 

r p k k − 1 

(8) 

here p k , the order of accuracy, was calculated via: 

p k = 

ln 

(
ε k 32 / ε k 21 

)
ln ( r k ) 

(9) 

here ε k 21 is the difference between τmax computed using a
fine’ mesh and a ‘medium’ mesh; ε k 32 is the difference be-
ween τmax computed using a ‘medium’ mesh and a ‘coarse’

esh; the grid refinement ratio, r k , is the ratio of number
f cells in the ‘fine’ mesh over the number of cells in the
medium’ mesh, thus r k = 3.32. The ratio of number of cells
n the ‘medium’ mesh over the number of cells in the ‘coarse’
esh was also 3.32. 
The numerical uncertainty or, more specifically, the grid

ncertainty, U G 

, was estimated via [41-43] : 

 G 

= 

⎧ ⎨ 

⎩ 

[
9 . 6 ( 1 − C k ) 

2 + 1 . 1 

]∣∣∣δ∗
R E k 1 

∣∣∣, 
[ 2 

| 1 − C k | + 1 ] 
∣∣∣δ∗

R E k 1 

∣∣∣, 
| 1 − C k | < 0. 125 

| 1 − C k | ≥ 0. 125 

}
(10) 

hich is valid when C k > 1 [41-43] ; where C k , a correction
actor, was included to account for the effects of higher-order
erms, which was estimated using: 

 k = 

r p k k − 1 

r p kest 

k − 1 

(11) 

here p kest is an estimate for the theoretical order of accu-
acy, which was assumed to be 1 [43] . The root mean squared
esiduals were below 5 ×10 

−5 for all simulations and thus the
teration error was neglected. Furthermore, the error associ-
ted with blockage effects was also deemed to be insignificant
ecause the computational domain was very large. 
The validation uncertainty, U V , was calculated via [ 42 , 43 ]:

 V = 

√ 

U 

2 
G 

+ U 

2 
D 

(12) 

here U D 

is the uncertainty of the benchmark data (i.e. exper-
mental uncertainty). When the comparison error, E , which is
he difference between the experimental and numerical value,
s less than the validation uncertainty, U V , then it is safe
o assume that the simulation setup is successfully validated
41-45] . 

.4. Derivation of the equation for scour prediction 

The undisturbed Shields parameter, θ∞ 

, was adopted to
epresent the upstream condition because, firstly, the scour
ate was experimentally shown to be influenced by the undis-
urbed Shields parameter. As reported in Mao [5] , the scour
ate beneath the pipe at the early stage is higher at larger
alues of θ∞ 

. Secondly, although the influence of the undis-
urbed Shields parameter on the equilibrium scour depth is
eak in the case of live-bed scour, its effect is significant
hen its value is less than the critical Shields parameter [1] .
ansen [46] and Mao [5] showed that there is a steep gradient

n the equilibrium scour depth when θ < θ cr . Thus, Sumer and
redsøe [1] also stated that the effect of θ should be taken

nto consideration in the case of clear-water scour. Thirdly, the
hields parameter has been used for scaling laboratory exper-

ments to investigate sediment transport for many years [47] .
inally, the undisturbed Shields parameter is a dimensionless
arameter that encompasses both the local flow speed and
he sediment grain size. Therefore, it is suitable to be used to
epresent the upstream condition. 

The far field current velocity, U 0 , was represented in the
ndisturbed Shields parameter, θ∞ 

, using Eq. (14) , which was
erived by substituting Eq. (13) into Eq. (1) : 

 ∗ = 

κU 0 

ln ( z/ z 0 ) 
(13) 

∞ 

= 

[
κU 0 

ln ( z/ z 0 ) 

]2 

× 1 (
ρS 

ρ
− 1 

)
g d 50 

(14) 

here the sediment density, ρs , is assumed to be 2650 kg/m 

3 

22] . The maximum Shields parameter, θmax , which is the key
arameter of interest, was calculated based on the maximum
ed shear stress beneath the TGP, τmax , that was computed via
FD. Thus, by fitting trend lines to the CFD data, the equa-

ion for the prediction of scour occurring beneath the TGP
rom existing small free span depths under steady currents
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Fig. 3. (a) Maximum span depths, S max , plotted against Kilometre Point, KP. The increase in KP indicates the proximity to the Northern Tasmanian coast. 
(b) Maximum span depths normalised over external pipe diameter. (c) Histogram of maximum span depths detected along the 5 km stretch of the surveyed 
pipe length. 
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was derived. The equation for the trend lines was assumed to
be a function of θ∞ 

and S/D , and was calculated via: 

θmax = 

τmax 

( ρS − ρ) g d 50 
= 

⎛ 

⎝ 

[
κU 0 

ln ( z/ z 0 ) 

]2 

× 1 (
ρS 

ρ
− 1 

)
g d 50 

⎞ 

⎠ 

C 1 

×
(

S 

D 

)C 2 

(15)

where by κ is von Kármán’s constant, which equates to 0.40
[22] ; U 0 is the far field current velocity measured at an el-
evation, z , from the seabed; z 0 is the bed roughness length;
ρs is sediment density; ρ is fluid density; g is gravitational
acceleration; d 50 is the mean sediment grain size; S/D is a
user-defined span-depth-to-pipe-diameter ratio; and, C 1 and
C 2 are constants. The exponents, C 1 and C 2 , were iteratively
solved using unconstrained nonlinear optimisation (see La-
garias et al. [48] for further details). The optimisation pro-
cess involved the exponents being initially assumed to be 1.
The differences between the data computed via CFD and the
values calculated using Eq. (15) were then squared, and a
scalar objective function was employed to compute the val-
ues for C 1 and C 2 that would result in the smallest difference,
resembling the ‘least squares’ approach. 

4. Results 

4.1. Field observations 

A field survey was conducted for the southernmost 5 km
section of the Tasmanian Gas Pipeline (TGP), as per the
pipeline operator’s request. Further inspection was not con-
ducted due to logistical challenges. Significant free span-
ning was observed from the video footage obtained via the
Remotely Operated Vehicle (ROV) ( Fig. 1 c), and acoustic
backscatter images obtained using the Autonomous Under-
water Vehicle (AUV). ROV footage such as that presented
in Fig. 1 c suggests that the TGP had significant span depths
nd span lengths, and was covered in marine growth. The
pan depth, S , appears to be relatively small as compared to
he pipe diameter, D (i.e. approximately equal to or less than
.3 D ). The sandy seabed also appeared to be relatively flat. 

As only visual observations can be made from the ROV
ootage, the AUV was used to produce acoustic backscatter
mages to identify and geo-reference free spans, and subse-
uently, estimate the maximum free span depths. Fig. 3 a re-
eals the maximum span depths, S , along the 5 km stretch of
he TGP. KP is Kilometre Point, where an increase in KP
s proportional to the proximity to the Northern Tasmanian
oast. This indicated multiple incidences of free spans along
his relatively short stretch of the TGP. Fig. 3 b presents the
ame dataset normalised over the external pipe diameter, D ,
hich is not constant along this 5 km stretch. Fig 3 c shows

he histogram of maximum span depths detected along the
urveyed pipe length. The data revealed that over the 5 km
tretch of the TGP, more than 12% of the spans had maxi-
um S/D ratios smaller than 0.3. 
In addition to the pipeline inspection, sediment samples

ere also collected within safe distances from the TGP
 Fig. 1 b), as recommended by the pipeline operator. Fig. 4
resents the particle size distribution for each sediment sam-
le, which was produced by measuring the mass of sediment
n each sieve. The sample number corresponds to the order
f collection as shown in Fig. 1 b. Due to logistical challenges
nly four sediment samples were obtained successfully. The
ieve size corresponding to 50% passing can be observed from
ig. 4 . This can be related to the mean particle size for the

ndividual sample. By taking the average of the sieve size at
0% passing for all samples, the mean particle size, d 50 , was
stimated to be approximately 0.257 mm. 

.2. Verification and validation results 

A grid independence study was performed to investigate
he influence of grid refinement around the pipe and the
eabed on the variables of interest. Fig. 5 suggests that the
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Fig. 4. Particle size distribution of marine sediment samples collected at the 
locations illustrated in Fig. 1 b. 

Fig. 5. Grid independence study: (a) drag coefficient for the pipe versus 
number of cells in the domain; (b) elevation from the seabed, y , normalised 
over span depth, S ; plotted against mean local stream-wise velocities in the 
x -direction, u x , normalised over inlet velocity, U 0 , for different grid densities; 
(c) bed shear stress, τ , distributions along the seabed computed via different 
grid resolutions. 
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Fig. 6. Computed and measured velocity beneath the pipe at 0.035 m from 

the bottom plate, u 35 , plotted against the inflow free stream velocity, U 0 , at 
an S = 0.1 m, corresponding to S = D /3, where D = 0.3 m. 
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c  
hanges in the pipe’s drag coefficient, C D 

, local flow veloc-
ty profile beneath the pipe and bed shear stresses along the
eabed were minimal, even with a grid refinement ratio of
.32. As seen in Fig. 5 a, C D 

decreased by 0.58% and then
y 0.09%, due to an increase in number of cells around the
ipe and the seabed. With reference to Fig. 5 b, the maximum
tream-wise velocity beneath the pipe, u x , increased by 0.48%
nd then by 0.00% with grid refinement. The maximum bed
hear stress beneath the pipe, τmax , only increased by 0.90%,
nd subsequently, by 0.16% with further refinement of the
rid ( Fig. 5 c). Thus, by adopting τmax as the main variable
f interest, the resulting numerical uncertainty was estimated
o be 0.35%, as the ‘medium’ refinement level was used for
he remaining CFD simulations. The process of estimating the
umerical uncertainty is presented in Section 3.3.2 . 

Fig. 6 presents the CFD and Circulating Water Channel
CWC) experimental results at S = D /3, comparing the stream-
ise velocities measured at 0.035 m above the seabed, u 35 .
he error bars for the CFD data were plotted based on the
umerical uncertainty, which was estimated to be 0.35%. The
tandard deviation was used to plot the error bars associ-
ted with the CWC experimental data. The mean difference
etween the CFD and experimental data was approximately
1.1%. This is larger than the validation uncertainty, U V , of
pproximately 1.1%, whereby the experimental uncertainty 

as assumed to be 1%, which is the accuracy of the ADV
31] . The potential reasons for this discrepancy are discussed
n Section 5. 

Further assessment of the accuracy of the CFD model was
erformed by modelling the experimental setup of Jensen et
l. [33] . This was done to further support the assumption that
 steady-state solution is sufficient for modelling flow around
 pipe close to the flat bed. Fig. 7 presents the mean ve-
ocities computed via RANS, which were superimposed on
he measurements extracted from Jensen et al. [33] . The re-
ults display a good agreement at Re = 6 × 10 

3 . This correla-
ion between numerical and experimental data resembled that
f Akoz and Kirkgoz [15] , who reported that the SST k–ω 

odel is adequate for modelling flow around a wall-mounted
ircular cylinder. The mean difference between the computed
elocities and measurements from Jensen et al. [33] is 4.6%.
s the experimental uncertainty was not reported in Jensen

t al. [33] , it was not possible to confirm that validation has
een achieved. However, the good qualitative agreement be-
ween the computed and measured velocity profiles are worth
oting. 

.3. Full-scale numerical results 

Upon attaining a high level of confidence in the numeri-
al setup, the simulations corresponding to the conditions in
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Fig. 7. Comparing mean stream-wise velocities in the x -direction computed using the present CFD model with measurements extracted from Jensen et al. 
[33] for Re = 6 × 10 3 . 

Fig. 8. (a) Elevation from the seabed, y , normalised over span depth, S ; 
plotted against mean local stream-wise velocities in the x -direction, u x , 
normalised over inlet velocity, U 0 , where S / D = 0.07. (b) S / D = 0.14. (c) 
S / D = 0.28. (d) U 0 = 0.05 m/s. 
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remained constant. 
Table 3 were performed to predict the occurrence of scour
beneath the TGP. Fig. 8 a shows the stream-wise velocity, u x ,
normalised by inlet velocity, U 0 , with reference to the eleva-
tion from the seabed, y , normalised over the span depth, S ,
for S / D = 0.07 and 0.05 m/s ≤ U 0 ≤ 0.80 m/s. Fig. 8 b shows
the velocity profiles for S / D = 0.14, while Fig. 8 c shows the
plots for S / D = 0.28. It can be seen that the flow beneath the
pipe is further accelerated as U 0 increased. With reference
to Fig. 8 d, it seems that even at a constant U 0 of 0.05 m/s,
when S / D increases, the flow no longer resembles flow be-
tween two flat plates and becomes increasingly asymmetrical
about y / S = 0.5. The results of cases involving higher inlet
current velocities at S / D = 0.28 were not included, because
the solutions did not converge to result in root mean squared
residuals below the order of O (10 

−4 ). 
Fig. 9 a presents the bed shear stress, τ , distributions along

the seabed for S / D = 0.07. The distance along the seabed, x ,
is normalised over the pipe diameter, D , where the pipe is
located at x / D = 0. The method of computing the bed shear
tress is presented in Section 3.3.1 . The bed shear stress dis-
ribution was seen to increase nonlinearly with an increase
n the inlet velocity. Furthermore, there are highly nonlin-
ar changes in the bed shear stresses in the vicinity of the
ipe. In addition, the maximum bed shear stress appears to
lways occur directly beneath the pipe. Fig. 9 b and c reveals
 similar trend for S / D = 0.14 and S / D = 0.28, respectively.
ig. 9 d compares the influence of S / D on the bed shear stress
istribution, at a constant inlet velocity of U 0 = 0.05 m/s.
lthough the undisturbed bed shear stresses were the

ame, the maximum bed shear stress decreased as S/D
ncreased. 

The effects of the bed and pipe surface roughness lengths
n the bed shear stresses were briefly investigated. Fig. 10 a
hows the bed shear stress distributions along the seabed
or several bed roughness lengths, z b ; where S / D = 0.14 and
 0 = 0.1 m/s. The differences in the datasets were hardly no-

iceable. Fig. 10 b shows the change in maximum bed shear
tress beneath the pipe, 	τmax , relative to τmax for the largest
ed roughness length. It is clear that the differences are small
s they are below the order of O (10 

−3 ). Similarly, for several
ipe roughness lengths that were investigated, Fig. 10 c and d
lso shows little difference between the bed shear stresses for
ifferent pipe roughness lengths, z p ; where S / D = 0.14 and
 0 = 0.1 m/s. The range investigated in this study includes
ed roughness lengths ranging from silt to fine sand [38] ,
nd pipe roughness lengths ranging from painted steel pipes
o un-coated steel pipes [39] . These roughness lengths were
lso selected for numerical stability, as the bed roughness
ength should be smaller than the cell height at the bed and
ipe boundaries [40] . 

Fig. 11 a shows the maximum bed shear stress beneath the
ipe, τmax , for all cases. Fig. 11 a shows that the maximum bed
hear stress increases nonlinearly with the far field velocity,
 0 , but decreases with an increase in S / D . Fig. 11 b shows the
ed shear stress amplification factor in the form of the Shields
arameter, plotted against the far field current velocity, U 0 .
he bed shear stress amplification factor, τmax / τ∞ 

, has been a
ariable of interest in previous studies [ 19 , 20 ] and hence was
nvestigated in this paper as well. This amplification factor
as seen to decrease nonlinearly with U 0 , which was contrary

o the nonlinear increase in maximum bed shear stress with
ncreasing U 0 ( Fig. 11 a). However, the amplification factor
as also seen to decrease with an increase in S / D , when U 0 
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Fig. 9. (a) Bed shear stress, τ , distributions along the seabed for S / D = 0.07. The distance along the seabed, x , is normalised over the pipe diameter, D , where 
the pipe is located at x/D = 0. (b) S / D = 0.14. (c) S / D = 0.28. (d) U 0 = 0.05 m/s. 

Fig. 10. (a) Bed shear stress distributions along the seabed for different bed roughness lengths, z b ; S / D = 0.14, and U 0 = 0.1 m/s. (b) Relative difference in 
maximum bed shear stress beneath the pipe, 	τmax , versus z b . (c) Bed shear stress distributions along the seabed for different pipe roughness lengths, z p ; 
S / D = 0.14, and U 0 = 0.1 m/s. (d) 	τmax versus z p . 
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Fig. 12 a presents the maximum Shields parameter, θmax ,
lotted against the far field current velocity, U 0 , at differ-
nt S / D ratios. Based on the mean grain size (estimated via
ig. 4 ), the critical Shields parameter (i.e. θ cr = 0.048) was
btained from Barton et al. [23] and plotted as the red hori-
ontal line. When θmax > θ cr , then scour beneath the TGP is
ikely to occur. With reference to Fig. 12 a, θmax > θ cr when
 0 = 0.2 m/s and S / D = 0.07. This occurred at a low current
elocity, which is below that of the maximum eastward hor-
zontal flow velocity of 0.32 m/s, and maximum northward
elocity of 0.21 m/s recorded by the ADCP. Similar to the
aximum bed shear stress beneath the pipe ( Fig. 11 a), the
aximum Shields parameter increases nonlinearly with the
ncrease in U 0 , while it decreases with an increase in S / D . 

In Fig. 12 b, the far field current velocity, U 0 , is converted
o the undisturbed Shields parameter, θ∞ 

, using Eq. (14) . θmax 

as plotted against θ∞ 

with logarithmic axes, and similar to
ig. 12 a, the red horizontal line represents the critical Shields
arameter. The trend lines were plotted with an assumed
ower law relationship, where the exponents in Eq. (15) were
teratively solved using unconstrained nonlinear optimisation
see Section 3.4 for further details). The result of the optimi-
ation process was the converged values of the exponents (i.e.
 1 = 0.864 and C 2 = −0.333). Hence, Eq. (15) can be written
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Fig. 11. (a) Maximum bed shear stress beneath the pipe, τmax , plotted against inlet velocity, U 0 . (b) Maximum Shields parameter normalised over far field 
Shields parameter, θmax / θ∞ 

, plotted against U 0 . 

Fig. 12. (a) Maximum Shields parameter beneath the pipe, θmax , versus far field velocity, U 0 , at several S / D ratios. (b) θmax versus undisturbed Shields 
parameter, θ∞ 

. The trend lines were plotted using Eq. (16) , where R 

2 = 0.9986. 
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as: 

θmax = 

τmax 

( ρS − ρ) g d 50 
= 

⎛ 

⎝ 

[
κU 0 

ln ( z/ z 0 ) 

]2 

× 1 (
ρS 

ρ
− 1 

)
g d 50 

⎞ 

⎠ 

0 . 864

×
(

S 

D 

)−0 . 333 

(16)

With reference to the CFD data, Eq. (16) corresponded to
a squared correlation coefficient, R 

2 of 0.9986. The good fit
can be observed in Fig. 12 b, as more than 99% of the total
variation of the CFD data can be reproduced via Eq. (16) . 

5. Discussion 

The field investigation provided an insight into the number
of spans and span depths along the TGP, far field ensemble-
averaged velocities and mean sediment grain size in the vicin-
ity of the surveyed area. A significant amount of free span-
ning was observed along the 5 km stretch of the surveyed
area ( Fig. 3 a and b). In addition, more than 12% of detected
spans have maximum S/D ratios smaller than 0.3 ( Fig. 3 c).
Thus, a significant amount of small span depths can be ex-
pected along the TGP, considering the fact that the TGP is
ver 300 km long. Therefore, it will be beneficial to be able
o predict whether scour will occur beneath the TGP in areas
ith small span depths. 
In addition, as the seabed appeared to be relatively flat in

ig. 1 c, a flat boundary was used to represent the seabed in
he CFD simulations for simplicity. The seabed topography
long the path at which the TGP was laid was also reported
o be relatively featureless [25] . Although there appears to be
 significant amount of marine growth on the TGP ( Fig. 1 c),
revious experimental investigations on pipe roughness, rep-
esenting marine growth, indicate that it poses an insignificant
nfluence on the scour process [1] . Thus, the effects of hard
nd soft marine growth on the pipe were not included in the
cope of this work. 

The mean particle size, d 50 , was estimated to be approx-
mately 0.257 mm, based on the particle size distributions
 Fig. 4 ). Therefore, it was assumed that the sediment in the
urveyed area is mainly comprised of non-cohesive medium
and [23] , which is in agreement with the range reported in
25] . The sediment in the Bass Strait, in the vicinity of the
GP, was previously reported to be primarily comprised of
ne and medium grained quartzose sands [25] . Interestingly,

he particle size distribution was seen to slightly shift towards



J.Y. Lee et al. / Journal of Ocean Engineering and Science 2 (2017) 61–75 73 

t  

t  

m  

e
 

i  

p  

t  

s  

C  

c  

c  

b  

c  

c  

a  

fi  

i  

s  

a  

s  

g  

F  

 

l  

t  

c  

t  

a  

a  

d  

t  

U  

g  

b  

c  

c  

l  

a  

l  

A
 

s  

p  

s  

p  

h  

p  

m  

w  

f  

p  

u  

b  

t  

i

 

s  

c  

s  

i  

f  

a  

d  

S  

c  

a  

S  

s  

F  

o  

e  

N  

o  

f  

p  

c  

s
 

t  

i  

c  

n  

c  

0  

i  

w  

s  

t  

t  

m  

s
 

p  

c  

a  

v  

d  

i  

S  

e  

p  

n  

s  

i  

t  

m

6

 

w  
he right as the sample number increases. With reference to
he sampling locations ( Fig. 1 b), this suggests that the sedi-
ent closer to the shore are generally smaller in size. How-

ver, this would only be true for the surveyed area. 
With regards to the grid independence study, the numer-

cal results computed with a ‘medium’ mesh (i.e. 400 grid
oints on the pipe) were deemed to be grid-independent, as
he changes in the results due to grid refinement are very
mall ( Fig. 5 ). As for the comparison between the CFD and
WC results ( Fig. 6 ), validation was not achieved as the dis-
repancies between the CFD and experimental data, E , ex-
eeded the validation uncertainty, U V [44] . The difference
etween the datasets is hypothesised to stem from: ( 1 ) the
ombined effects of modelling uncertainties (e.g. boundary
onditions, turbulence model, fluid properties, etc. [44] ), in
ddition to the numerical uncertainties; and, ( 2 ) the pressure
eld generated by the strut that was used to hold the ADV

n the CWC ( Fig. 2 ), which was not modelled in the CFD
imulations. Nevertheless, both CFD and CWC results have
 similar gradient, especially at higher inlet velocities. The
imulation setup was still deemed to be reliable as there is a
ood agreement between the CFD and experimental data in
ig. 7 , in conjunction with a very small numerical uncertainty.

Full-scale CFD computations were performed upon estab-
ishing a reliable numerical model. From Fig. 8 , it can be seen
hat dimensionless flow velocity beneath the pipe, u x / U 0 , in-
reases when U 0 increases at a constant S / D . The flow beneath
he pipe is further accelerated as U 0 increased, which suggests
 nonlinear increase in the bed shear stresses beneath the pipe,
s τ = ρu 

∗ 2 [22] . This nonlinear increase in bed shear stress
ue to an increase in U 0 is reflected in Fig. 9 . With reference
o Fig. 8 a, a symmetrical flow pattern is observed at a low
 0 . However, as U 0 increases, the velocities at the upper re-
ion of the velocity profile (i.e. the region closer to the pipe)
ecome higher relative to the velocities near the seabed. This
an be attributed to two occurrences as the flow becomes in-
reasingly turbulent: ( 1 ) the viscous region of the boundary
ayer attached to the pipe’s surface decreases in thickness;
nd, ( 2 ) flow separation on the pipe’s bottom surface is de-
ayed, pushing the separation point further downstream [49] .
 similar situation is observed in Fig. 8 b and c. 
There are highly nonlinear changes in the bed shear

tresses in the vicinity of the pipe ( Fig. 9 ), suggesting that the
resence of the pipe poses a significant influence on the bed
hear stresses. The fact that the maximum bed shear stress ap-
ears to always occur beneath the pipe, implies that the likeli-
ood of scour occurring is maximum at the point beneath the
ipe. These bed shear stress distributions are in good agree-
ent with the shear distributions presented in Ong et al. [17] ,
ho analysed the applicability of the k–ε turbulence model

or different Reynolds numbers, but did not focus on the scour
rocess underneath the pipe. Fig. 9 d shows that although the
ndisturbed bed shear stresses were the same, the maximum
ed shear stress decreased as S / D increased, indicating that
he likelihood of scour occurring decreases with an increase
n S / D . 
t  
The maximum bed shear stress beneath the pipe, τmax , was
een to increase nonlinearly with U 0 , but decrease with an in-
rease in S / D ( Fig. 11 a). This suggests that the capacity for
cour increases with the increase in U 0 , and with decreas-
ng S / D . Griffiths et al. [19] reported that the amplification
actor decreases with an increase in the span depth, which
grees with Fig. 11 b. This occurrence can be attributed to the
ecrease in maximum bed shear stress beneath the pipe as
 / D increases, while the undisturbed bed shear stress remains
onstant due to a constant U 0 . As the Shields parameter is
 dimensionless form of the bed shear stress, an increase in
 / D with a constant U 0 also results in a decrease in θmax , and
ubsequently, a decrease in the amplification factor. However,
ig. 11 b shows that the amplification factor is also a function
f the far field current velocity, U 0 , where it decreases nonlin-
arly with U 0 . This was not discussed by Griffiths et al. [19] .
evertheless, the shear stress amplification approach does not
ffer a direct relationship to the occurrence of scour. There-
ore, this study focused on predicting the maximum Shields
arameter beneath the TGP under steady currents, where it
an be compared to the critical Shields parameter for the mean
ediment grain size. 

Fig. 12 a shows that even at a small U 0 , which is below
he maximum flow velocity recorded by the ADCP, the max-
mum Shields parameter beneath the TGP has exceeded the
ritical Shields parameter. Thus, the occurrence of scour be-
eath the TGP in areas with small span depths (i.e. S / D < 0.3)
an be expected, due to the fact that flow velocities as high as
.32 m/s were recorded. At higher current velocities (e.g. dur-
ng a storm event), the occurrence of scour beneath the TGP
ill likely be more severe. These findings can be related to the

ignificant amount of free spanning that was observed along
he 5 km stretch of the surveyed area ( Fig. 3 a and b). Overall,
he Shields parameter approach appears to be a more reliable
ethod for scour prediction, as compared to using the shear

tress amplification factor. 
The high squared correlation coefficient, R 

2 , of 0.9986 im-
lies that Eq. (16) can be used, with high confidence, to cal-
ulate the maximum Shields parameter beneath the TGP in
reas with a small S / D under steady currents. Eq. (16) is
alid for S / D < 0.3, where there is no periodic vortex shed-
ing in the wake of the pipe [ 5 , 8 ], and the friction veloc-
ty beneath the pipe is constant over time [ 16 , 17 ]. Hence,
 / D = 0.28 was selected as the upper limit because the pres-
nce of periodic vortex shedding at higher span depths could
roduce different results. Nevertheless, S / D < 0.3 is of interest
ot only because the capacity for scour is higher at smaller
pan depths, but also, performing rectification works such as
nstalling grout bags are often impractical. The additional op-
ion to conduct inexpensive RANS-based CFD simulations to

odify Eq. (16) is also available. 

. Conclusions 

A combination of numerical, experimental and field work
as undertaken to predict the occurrence of scour beneath

he Tasmanian Gas Pipeline (TGP) in areas with existing
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small span depths under steady currents. Full-scale 2D CFD
computations were performed by incorporating information
attained through field measurements. A good agreement be-
tween model-scale CFD data and experiments was demon-
strated. A range of S / D ratios and steady current velocities,
U 0 , were considered in the numerical simulations. A trend
line equation was fitted to the full-scale CFD data using un-
constrained nonlinear optimisation, which resulted in a very
high correlation coefficient. The following conclusions can be
drawn from this work: 

• A significant occurrence of spans with small maximum
span depths (i.e. S / D < 0.3) were detected during the field
survey; thus, supporting the need to develop an equation
to predict whether scour will occur under these circum-
stances. 

• The maximum bed shear stress beneath the pipe increases
nonlinearly with U 0 , but decreases with an increase in S / D .
Hence, the capacity for scour increases with an increase in
U 0 , but decreases with an increase in S / D . 

• The shear stress amplification factor decreases nonlinearly
with U 0 ; hence, it does not accurately reflect the occur-
rence of scour and it is not an appropriate tool for scour
prediction. 

• Eq. (16) was developed to calculate the maximum Shields
parameter beneath the pipe, θmax , based on the undisturbed
Shields parameter, θ∞ 

, and S / D; θmax can be compared to
the critical Shields parameter, θ cr , for the particular sed-
iment grain size. Eq. (16) can be used to predict the oc-
currence of scour beneath the TGP in areas with a small
S / D under steady currents. Eq. (16) is valid for S / D < 0.3,
where there is no periodic vortex shedding in the wake of
the pipe [ 5 , 8 ], and the bed shear stress beneath the pipe is
constant over time [ 16 , 17 ]. 

• High horizontal flow velocities recorded by the Acoustic
Doppler Current Profiler suggest that the occurrence of
scour beneath the TGP is highly likely, based on the max-
imum Shields parameter computed via CFD. 

The long-term goal is to better understand all parameters
that play a role in inducing scour beneath pipelines with ex-
isting small span depths. For instance, investigating the in-
fluence of various pipe diameters and having a deformable
seabed are work in progress. 
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