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Abstract 

When scour occurs beneath a subsea pipeline and develops to a certain extent, the pipeline may experience vortex-induced vibrations, 
through which there can be a potential accumulation of fatigue damage. However, when a pipeline is laid on an uneven seabed, certain 
sections may have an elevation with respect to the far-field seabed, e o , at which the development of scour would vary. This work focused 
on predicting the development of the scour depth beneath subsea pipelines with an elevation under steady flow conditions. A range of 
pipe elevation-to-diameter ratios (i.e. 0 ≤e o / D ≤0.5) have been considered for laboratory experiments conducted in a sediment flume. The 
corresponding equilibrium scour depths and scour time scales were obtained; experimental data from published literature have been collected 
and added to the present study to produce a more complete analysis database. The correlation between existing empirical equations for 
predicting the time scale and the experimental data was assessed, resulting in a new set of constants. A new manner of converting the scour 
time scale into a non-dimensional form was found to aid the empirical equations in attaining a better correlation to the experimental data. 
Subsequently, a new empirical equation has also been proposed in this work, which accounts for the influence of e o / D on the non-dimensional 
scour time scale. It was found to have the best overall correlation with the experimental data. Finally, full-scale predictions of the seabed 
gaps and time scales were made for the Tasmanian Gas Pipeline (TGP). 
© 2018 Shanghai Jiaotong University. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

.1. Background 

Pipeline networks across the globe which stretch up to
ens of thousands of kilometres along the seabed are said
o be the lifeline of the oil industry [1] . Scour can occur
round the pipeline due to excessive fluid forces. The erosion
f sediment underneath the pipe may lead to the occurrence
f vortex-induced vibrations, or having excessive bending mo-
ents, which may compromise the structural integrity of the

ipe. However, a pipeline may be found at a certain distance
∗ Corresponding author. 
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rom the seabed [1] (e.g. Fig. 1 ), and pipeline free-spans can
e permanent [2] . If the span length, hydrodynamic loads and
ipe characteristics are such that unacceptable fatigue damage
an develop or, even worse, the critical bending moment is ex-
eeded, intervention works to mitigate these occurrences shall
e undertaken. However, rectification works, such as rock
umping, are expensive (e.g. approximately $US1.2 million
er kilometre [3] ). Furthermore, for a smaller pipe elevation,
 o , a larger amplification of the seabed shear stress beneath
he pipe can be expected, and hence a deeper scour hole [4] .

It is of technical interest to predict the development of the
cour hole beneath the pipeline, or more specifically, the time
equired to reach a significant scour depth, where for exam-
le, storm events may not last as long as the period required
or the scour hole to reach an equilibrium state [5] . Although
 is an open access article under the CC BY-NC-ND license. 
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Fig. 1. Two-dimensional sketch of scour beneath a suspended section of a pipeline with an elevation with respect to the far-field seabed, e o ; the seabed gap, 
G s , is defined as the summation of the pipe elevation and the scour depth directly beneath the pipe. 

Table 1 
Comparison of equations for predicting the equilibrium scour depth, listed in 
chronological order. 

Reference Equation 

Kjeldsen et al. 
[6] 

S eq = 0. 972 ( U o 
2 

2g ) 
0. 2 D 

0. 8 

Bijker and 
Leeuwestein 
[7] 

S eq = 0. 929 ( U o 
2 

2g ) 
0. 26 D 

0. 78 d −0. 04 
50 

Ibrahim and 
Nalluri [8] 

S eq 
D = 

⎧ ⎨ 

⎩ 

4. 706 ( U o U c 
) 0. 89 ( U o √ 

gh 
) 1 . 43 + 0. 06 , 

0. 084 ( U o U c 
) −0. 3 ( U o √ 

gh 
) −0. 16 + 1 . 33 , 

clear-water 

live-bed 

⎫ ⎬ 

⎭ 

Fredsøe et al. 
[9] 

S eq 
D = 0. 6 ± 0. 1 

Moncada-M 

and 
Aguirre-Pe 
[10] 

S eq 
D = 

2 U o √ 

gh 
sech ( 1 . 7 e o D ) 

Sumer and 
Fredsøe [1] 

S eq 
D = 0. 625 exp ( −0. 6 e o D ) 

Lee et al. [4] 
S eq 
D = tanh ( 15 . 15 θ∞ 

) · R e −0. 01 · coth ( 0. 62 h D ) ·
( −0. 11 + sech ( −1 . 08 e o D ) ) 
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the influence of e o / D had been considered for predicting the
maximum seabed shear stress and equilibrium scour depth be-
neath the pipe, it had not been considered in terms of predict-
ing the scour time scale. In this work, we focus on predicting
the time scale of two-dimensional scour occurring beneath a
pipeline with an elevation under steady currents. 

1.2. Literature review 

1.2.1. Equilibrium scour depth 

With regards to predicting the equilibrium scour depth,
S eq , for steady currents, several equations have been proposed
over the years ( Table 1 ). Kjeldsen et al. [6] formulated an
equation via flume experiments, where U o 

2 /2 g is the veloc-
ity head. However, this equation appears to have been de-
eloped for bottom-seated pipelines (i.e. e o / D = 0), and the
nfluence of the sediment properties has not been consid-
red. Even though not fully non-dimensionalized, Bijker and
eeuwestein [7] modified the aforementioned equation based
n more experimental data, and quantified the influence of the
ean sediment grain size, d 50 , which seems to be relatively

mall. 
Ibrahim and Nalluri [8] extended this work by proposing

wo non-dimensional equations: one for the clear-water con-
ition; and, one for the live-bed condition. In these equations,
 o is the undisturbed mean flow velocity, U c is the critical
elocity for sediment entrainment, and h is the water depth.
he clear-water condition refers to the scenario whereby the
pstream seabed shear stress is lower than the critical value
or sediment transport to occur far away from the pipe (i.e.
∞ 

< θ cr ); conversely, for the live-bed condition, the up-
tream seabed shear stress is greater than the critical value
i.e. θ∞ 

> θ cr ). However, there are contradicting exponents
n the two equations proposed by Ibrahim and Nalluri [8] .
urthermore, having S eq / D > 0 when U o = 0 m/s may not be
ractically sound. 

Subsequently, Fredsøe et al. [9] claimed that the dimen-
ionless equilibrium scour depth, S eq / D , due to steady currents
s 0.6 for all practical purposes. Moncada-M and Aguirre-Pe
10] , who investigated scour beneath pipelines in river cross-
ngs, later showed that S eq / D is significantly influenced by
he Froude number and e o / D . This may be the case due to
he fact that the experiments mostly involved a water depth
atio, h / D , of less than 4. Nevertheless, this is the first time
he effects of e o / D have been included in an equation for the
rediction of S eq / D . 

Sumer and Fredsøe [1] also reported that the equilibrium
cour depth can be significantly influenced by e o / D ; however,
 o / D is the only term which has been included in the equa-
ion, with the notion that it is only applicable for the live-bed
ondition. More recently, Lee et al. [4] proposed an equation
hat included the upstream dimensionless seabed shear stress,
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Table 2 
Comparison of equations for predicting the scour time scale, listed in chrono- 
logical order. 

Reference Equation 

Fredsøe et al. [9] 
T e ∗ = 

1 
50 θ∞ 

− 5 
3 

where T e ∗ = 

[ g( s−1 ) d 3 50 ] 
1 
2 

D 2 
T e 

Dogan and Arisoy [15] 
T e ∗ = { 4. 36 × 10 −6 θ∞ 

−2. 4 K C 

2. 4 , 

4. 63 × 10 −5 θ∞ 

−1 . 5 K C 

2. 5 , 

clear-water 
live-bed 

} 

T e ∗ = { 2. 88 × 10 −6 θ∞ 

−2. 65 U rp , 

7 . 40 × 10 −6 θ∞ 

−3 . 0 U 

0. 75 
rp , 

clear-water 
live-bed 

} 

Mohr et al. [17] T e = { 2. 8 
S eq 
ηmax 

D 
L c 

, 
S eq 
ηmax 

, 

non − cohesive 

cohesive 
} 

Zhang et al. [18] 

T ∗p = 0. 02θ−1 . 5 
cw 

where T p ≈ 1 . 29 T e 
τcw = [ ( τmean + τw cos ϕ ) 2 + ( τw sin ϕ ) 2 ] 1 / 2 
τmean 

τc 
= 1 + 1 . 2 ( τw 

τc + τw 
) 3 . 2 

Zang et al. [22] 
T e ∗ = 

1 
50 θeff 

− 5 
3 exp ( ( 2. 6 e m D ) 

2 
) 

where θeff = 

√ 

( θ∞ 

cos ϕ ) 2 + ( j θ∞ 

sin ϕ ) 2 
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, and is applicable for both clear-water and live-bed condi-
ions. In addition, the influence of the Reynolds number had
een quantified, though it is small. Nonetheless, this equa-
ion, which is presented in Table 1 appears to be the most
omprehensive equation for predicting S eq / D to date. 

On a separate note, Chao and Hennessy [11] proposed an
terative method to compute the scour depth based on poten-
ial flow theory. However, this method only provides a predic-
ion of the order of magnitude of the scour depth. The limita-
ion in the accuracy can be attributed to the negligence of fluid
iscosity, and consequently, the absence of flow separation oc-
urring downstream of the pipe [12] . Chiew [12] and Dey and
ingh [13] proposed improved, but more complicated itera-

ive methods to predict the equilibrium scour depth, whereby
he iteration process involves estimating a scour depth that
ould result in a seabed shear stress beneath the pipe which

s equal to the critical shear stress for the sediment. Thus, it
s assumed that the scour hole will not develop any further as
he shear stress is equal to or below the critical value. How-
ver, this might only be valid for the clear-water condition;
therwise, the upstream seabed shear stress would exceed the
ritical value for the live-bed condition. Therefore, this work
eferred to the closed-form equation from Lee et al. [4] in
erms of predicting S eq / D . 

.2.2. Scour time scale 
The following equation was commonly used to describe

he development of the scour depth beneath a pipe [9] : 

 ( t ) = S eq 

{
1 − exp 

(
− t 

T e 

)}
(1) 

here S ( t ) is the change in the absolute value of the scour
epth beneath the pipe with time; S eq is the equilibrium scour
epth; t is time in seconds; and, T e has been defined as
he time required for substantial scour to develop. A non-
imensional form of the time scale, T e 

∗, was also proposed
n [9] : 

 e 
∗ = 

[
g ( s − 1 ) d 

3 
50 

] 1 
2 

D 

2 
T e (2) 

here g is gravitational acceleration; s is the specific gravity
f the sediment; d 50 is the mean sediment grain size; and, D
s the external pipe diameter. Using Eq. (1) and Eq. (2) as the
oundation, several empirical equations have been developed 

o predict the non-dimensional scour time scale ( Table 2 ).
redsøe et al. [9] analysed experimental data from [6 , 14] ,
nd reported that the time scale mainly decreased with the
pstream dimensionless seabed shear stress, θ∞ 

, suggesting
hat the time taken for the scour depth to reach a considerable
epth would reduce as the upstream seabed shear stress in-
reased. Hence, Fredsøe et al. [9] proposed an equation where
he non-dimensional time scale, T e 

∗, is inversely proportional
o θ∞ 

. 
Dogan and Arisoy [15] resumed Fredsøe et al.’s [9] work

y quantifying the effects of the Keulegan–Carpenter ( KC )
umber on the scour time scale. Two additional equations
ave been proposed, which are presented in Table 2 , as they
esulted in a better correlation with experimental data, as com-
ared to the equation with just the θ∞ 

term; however, differ-
nt coefficients have been suggested for the clear-water and
ive-bed cases. The clear-water case refers to a condition in
hich θ∞ 

is less than the critical shear stress for the sedi-
ent, whilst conversely, the live-bed case refers to a condition

n which θ∞ 

exceeds the critical shear stress. Subsequently,
wo additional equations are proposed, wherein the KC num-
er is replaced with the modified Ursell parameter, U rp [16] .
owever, the associated correlation coefficient is lower than

hat for the equations with the KC number. In addition, the
nfluence of the pipe elevation, e o , had not been considered. 

Mohr et al. [17] studied the effect of the type of sedi-
ent on the scour time scale under steady flow conditions.
he equation from Fredsøe et al. [9] was found to perform
ell in terms of predicting the time scale for non-cohesive

ediment (e.g. coarse sand); however, it under-predicted the
ime scale for cohesive sediment (e.g. very fine sand with a
igh clay content). Therefore, two new equations have been
roposed for predicting the dimensional scour time scale: one
or non-cohesive sediment, whereby the transport of sediment
s mainly in the form of bed load; and, the other for cohesive
ediment, which is largely transported via suspension. With
eference to Table 2 , ηmax is the maximum apparent erosion
ate, D is the pipe diameter, and L c is the stream wise length
f the sediment container. These equations have been derived
ased on a control volume analysis. The erosion rate is cal-
ulated based on the upstream seabed shear stress and a crit-
cal shear stress, which is determined from erosion testing
onducted in Mohr et al. [17] . However, there are potential
imitations as physical erosion testing would be required to
btain ηmax . In addition, the applicability to field conditions
s unclear as L c would be very large. 

Zhang et al. [18] conducted experiments for the live-bed
ondition, involving steady currents and waves, and reported
hat a higher correlation with the experimental data was at-
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tained by replacing θ∞ 

with θ cw 

, where θ cw 

is a function of
the upstream shear stress due to steady currents, τ c , and the
upstream shear stress due to waves, τw 

, and ϕ is the flow
incidence angle. This meant that, for the case of steady cur-
rents, θ cw 

would be equivalent to the dimensionless seabed
shear stress due to currents, which is defined as θ∞ 

in this
paper. The equation in Zhang et al. [18] is also developed
based on experiments conducted with bottom-seated pipes
(i.e. e o / D = 0), and with the flow being perpendicular to the
pipe for all cases; nonetheless, it is worth mentioning that
Zhang et al. [18] found the following equation from White-
house [19] to be capable of attaining a very high correlation
coefficient, in terms of the development of the scour hole: 

S ( t ) = S eq 

{ 

1 − exp 

[ 

−
(

t 

T p 

)C p 
] } 

(3)

where C p is a constant for which the value is determined
via a least-square fit, and if C p = 1, then Eq. (3) would be
equivalent to Eq. (1) . Eq. (3) is later used in this work to
estimate the dimensional scour time scale, T p , where the best
fit of T p and C p are found for each test case. 

There have been previous work that focused on the in-
fluence of the vertical position of the pipe with respect to
the far-field seabed. Numerical simulations [20 , 21] have been
performed, to investigate the effects of having a pipe sagging
into a scour hole, which was initially generated with a sta-
tionary pipe. A lower sagging rate was found to increase the
final scour depth, while with high sagging speeds, the pipe
may reach the bottom of the seabed before any substantial
scour can take place. More recently, Zang et al. [22] experi-
mentally investigated the influence of the partial embedment
depth, e m 

, and the angle of the incident flow, ϕ, on the scour
time scale, for the live-bed condition. The equation shown in
Table 2 included an effective dimensionless shear stress, θ eff ,
and the embedment ratio, e m 

/ D , where θ eff would be equiva-
lent to θ∞ 

for the case of having the flow perpendicular to the
pipeline. This differed from the scenario in which a pipe is
sagging into a pre-existing scour hole, as the pipe is partially
buried at the beginning. However, it would not be appropriate
to apply the equation from Zang et al. [22] to the prediction
of the scour time scale beneath a pipe with an elevation, e o .
Therefore, this work investigated the influence of e o / D on the
scour time scale, with a particular focus on the clear-water
condition, which had not been considered in previous studies.
In addition, the Reynolds number effect is also considered,
since it had been reported to influence the equilibrium scour
depth [23] . 

1.3. Outline 

Based on the literature review, the influence of the pipe
elevation with respect to the far-field seabed had been quan-
tified for the equilibrium scour depth, but not the scour time
scale. We conducted experiments in a sediment flume, through
which the development of the scour depth beneath an elevated
pipe under steady currents was investigated. The experimental
results from this study and published literature were used to
evelop new empirical equations, which were then employed
o make predictions for a full-scale pipeline. The methods un-
ertaken to obtain the results, as well as the presentation and
iscussion of the results are presented in subsequent sections
f this paper. 

. Methods 

The equilibrium scour depths and scour time scales were
btained for a range of pipe elevation ratios under steady
urrents via sediment flume experiments. Eq. (3) was fitted
o the experimental measurements to obtain the dimensional
cour time scale, T p , and a unique constant, C p , for every test
ase. Subsequently, experimental data from published litera-
ure were compiled, and the scour time scale was converted
o a non-dimensional form. Existing and newly developed
mpirical equations were used to predict the dimensionless
quilibrium scour depths and scour time scales, where the
redictions were compared with experimental measurements.
inally, full-scale predictions of the equilibrium scour depth
nd time scale were also made for a natural gas pipeline (i.e.
asmanian Gas Pipeline), which were compared against field
easurements of the seabed gaps in [24] . 

.1. Sediment flume experiments 

Experiments were conducted in a sediment flume with a
est section of 6.82 m in length, 0.46 m in width, and 0.61 m
n depth at the University of California, Davis. A sketch of
 cross-section of the sediment flume, which has an open
op section, is shown in Fig. 2 . A steady flow would enter
he flume from a tank, which was located at a fixed height on
he roof of the building via gravity, whereby the flow rate and
ater depth were controlled by the opening and the height of

he tailgate. A 2.62 m long and 0.15 m deep sandbox, which
as filled with Cemex #0/30 sand with a mean grain size,
 50 , of approximately 0.52 mm, was supported by 6 mm-thick
erspex which were attached to the bottom and sides of the
ume. A smooth PVC pipe with an external diameter, D , of
8 mm and thickness of 2 mm was rigidly positioned at vari-
us elevations above the sand bed. The pipe was positioned
ufficiently far downstream from the inlet to ensure that the
ow is fully developed when it encountered the pipe. The
evelopment of the scour depth directly beneath the verti-
al centreline of the pipe was measured using a transparent
00 mm ruler with an accuracy of ±1 mm. A Panasonic Lu-
ix DMC-GF1 camera was set to capture the scour process

very second, where the accuracy of the scour time scale mea-
urement was estimated to be ±1 s; however, the scour depths
ave also been recorded manually for each test case. Similar
o [17] , the scour depth was observed to be slightly deeper
t the side walls of the flume, and thus the scour depths at
he middle of the pipe were recorded instead, to remove this
oundary effect. 

The flow velocities were measured using a Nortek Vec-
or Current Meter, which is an Acoustic Doppler Velocimeter
ADV) that relies on the Doppler effect, at a rate of 32 Hz;
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Fig. 2. Sketch of the sediment flume experimental setup, where the external pipe diameter, D , is 48 mm. 

Fig. 3. Stream-wise flow velocity profiles measured at: (a) 2.8 m upstream from the pipe; (b) 2.3 m from the pipe; (c) 1.8 m from the pipe; (d) 1.4 m from the 
pipe; (e) 1.0 m from the pipe; and, (f) 10 D from the pipe. The error bars represent the standard deviation, and the lines were plotted using Eq. (4) . 

f  

r  

b  

s  

w  

t  

b  

 

s  

h  

s  

t  

o  

m  

o

U

W  

f  

i  

n  

c  

i  

k
[  

t  

l  

d  

c  

v
 

a  

c  

p  

t  

t  

s  

f  

1  

t  

s
 

e  

c  

t  

w  

m  

u  

v  

c  

d  

v  

c  
urther details on ADVs can be found in [25] . The accu-
acy for the water velocity measurements was reported to
e ±0.5% of the measured value, whilst the temperature sen-
or had an accuracy of ±0.1 °C [26] . As tap water was used
ith a mean water temperature of approximately 22 °C, hence

he water density, ρ, and kinematic viscosity, ν, were taken to
e 997.7735 kg/m 

3 and 9.5653 ×10 

−7 m 

2 /s, respectively [27] .
With reference to Fig. 2 , the ADV was placed 10 D up-

tream from the pipe to measure the flow velocities at various
eights (i.e. 10 mm intervals) for every test case. The mean
tream-wise flow velocities at each vertical position were at-
ained by averaging the velocities, which were recorded for
ver one minute. Fig. 3 shows the flow velocities that were
easured at different distances upstream from the pipe for

ne case, wherein the lines were plotted using [28] : 

 x ( y ) = 

u ∗
κ

ln 

(
y 

z o 

)
(4) 

here U x is the mean stream-wise flow velocity; u 

∗ is the
riction velocity; the von Kármán constant, κ = 0.4 [28, 29] ; y
s the elevation from the sand bed; and, z o is the bed rough-
ess height. The bed roughness height was estimated via a
ombination of the following assumptions: (1) where the flow
s hydrodynamically rough [28] , and hence z o = k s /30, where
 s is the Nikuradse roughness; subsequently, ( 2 ) k s = 2.5 d 50 

29 , 30] , where d 50 is the mean sediment grain size. Thus,
he bed roughness height was estimated based on the equiva-
ent mean sediment grain size, whereby z o = d 50 /12. There are
iscrepancies between the calculated and measured velocities
lose to the sand bed, because Eq. (4) was reported to be
alid from a few centimetres above the bed [28] . 

Overall, there seem to be small differences in the bound-
ry layer thickness and velocities for different locations, espe-
ially at the locations which are close to the pipe. For exam-
le, at y = 73 mm from the sand bed, the difference between
he mean velocity at 10 D from the pipe and that at 1 m from
he pipe is approximately 3.4%; while at y = 43 mm from the
and bed, the difference between the mean velocity at 10 D
rom the pipe and that at 1 m from the pipe is approximately
.5%. In addition, when the velocities were measured at loca-
ions that were closer to the pipe, the standard deviations were
een to decrease and approach a relatively constant value. 

The test conditions are listed in Table 3 . Various pipe el-
vation ratios, e o / D , were investigated under the clear-water
ondition, with a particular focus on relatively small eleva-
ions (i.e. e o / D ≤0.3), where the capacity for scour to occur
as expected to be higher [24] . The experiments were pri-
arily conducted under the clear-water condition, where the

pstream dimensionless bed shear stress is below the critical
alue, due to the lack of published experimental data for the
lear-water condition, and to avoid having the effects of scour
eveloping from the upstream edge of the sandbox on the de-
elopment of the scour hole directly underneath the pipe. The
orresponding pipe Reynolds number may be small due to the
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Table 3 
Sediment flume experimental test conditions; d 50 = 0.52 mm; θ cr = 0.030. 

Test 
number 

Pipe 
elevation, 
e o / D 

Depth- 
averaged 
current 
velocity, 
U o (m/s) 

Upstream 

dimension- 
less bed 
shear 
stress, θ∞ 

Reynolds number, 
Re 

Water 
depth, 
h / D 

1 0.0 0.11 0.004 0.53 ×10 4 5.87 
2 0.0 0.22 0.015 1.12 ×10 4 6.04 
3 0.0 0.29 0.026 1.47 ×10 4 6.21 
4 0.0 0.35 0.037 1.74 ×10 4 6.12 
5 0.1 0.13 0.006 0.68 ×10 4 5.90 
6 0.1 0.22 0.015 1.10 ×10 4 5.92 
7 0.1 0.28 0.025 1.42 ×10 4 5.96 
8 0.1 0.35 0.038 1.75 ×10 4 6.08 
9 0.2 0.13 0.005 0.64 ×10 4 6.15 
10 0.2 0.23 0.016 1.14 ×10 4 5.98 
11 0.2 0.30 0.028 1.50 ×10 4 6.08 
12 0.2 0.34 0.036 1.72 ×10 4 6.10 
13 0.3 0.13 0.006 0.67 ×10 4 5.96 
14 0.3 0.22 0.014 1.08 ×10 4 6.04 
15 0.3 0.30 0.028 1.51 ×10 4 6.10 
16 0.3 0.35 0.039 1.77 ×10 4 6.08 
17 0.5 0.14 0.006 0.70 ×10 4 6.04 
18 0.5 0.23 0.016 1.14 ×10 4 5.85 
19 0.5 0.27 0.022 1.35 ×10 4 6.17 
20 0.5 0.34 0.035 1.69 ×10 4 6.19 
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low flow velocities under the clear-water condition. However,
a previous study found the influence of the Reynolds num-
ber on the maximum dimensionless bed shear stress beneath
the pipe and the equilibrium scour depth to be small [4] . The
measured water depths listed in Table 3 may not appear to be
precisely constant; however, the standard deviation was only
less than 2% of the mean value of approximately 6.04. Larger
water depths were not investigated due to physical limitations
of the flume. It is also worth mentioning that no small initial
hole was made beneath the pipe, whereby the scour process
was left to be initiated naturally for every test case. 

2.2. Time scale formulation 

The main parameters of interest with regards to the sed-
iment flume experiments were the equilibrium scour depth
and the scour time scale under steady currents. Upon obtain-
ing the experimental data, published data [14 , 17] have also
been compiled, with the aim of developing an equation for
predicting the scour time scale. Firstly, Eq. (3) was fitted to
every test case, as well as experimental data compiled from
published literature [14 , 17] , to estimate the scour time scale,
T p [18 , 19] . The values of T p and C p were estimated via: 

• having their value initially set to one; 
• calculating the difference between the measured values

of S obtained via the experiments and S estimated using
Eq. (3) ; 

• using unconstrained nonlinear optimization [31] (i.e. via
the fminsearch scalar objective function in MATLAB) to it-
eratively compute the values that would result in the small-
est squared difference, thus resembling the ‘least squares’
approach; and, 

• assessing the corresponding squared correlation coefficient,
R 

2 , which was calculated via [18] : 

R 

2 = 1 −
∑ N 

i=1 ( f i − y i ) 
2 ∑ N 

i=1 ( y i − ȳ ) 2 
(5)

here f i is the value of S predicted via Eq. (3) ; y i is the
easured value of S obtained from the experiments; and, ȳ is

he mean of the measured values of S which were obtained
ia experiments. A unique value of C p was attained for each
est case in order to achieve high R 

2 values overall, and thus
q. (3) was able to produce a more accurate estimate of the
cour time scale as compared to Eq. (1) from [9] , which is
he equivalent of Eq. (3) with C p = 1. 

Subsequently, the estimated scour time scale, T p , was con-
erted into a non-dimensional form, T p 

∗, with reference to
q. (2) which was originally derived in [9] : 

 

∗
p = 

[ 
g 

(
ρs 

ρ
− 1 

)
d 50 

3 
] 1 / 2 

D 

2 
T p (6)

here ρs is sediment density and ρ is fluid density. Finally,
everal equations were compared for predicting the dimen-
ionless scour time scale, where their correlation to the exper-
mental data were quantified. With reference to the equations
roposed in [9 , 18] , a general form was used as follows: 

 

∗
p = ε 1 θ

ε 2 ∞ 

(7)

here the values of the constants, ε1 and ε2 , were com-
uted using the aforementioned optimisation process. A gen-
ral form of the equation proposed by [22] was also included
n this comparison: 

 

∗
p = ζ1 θ∞ 

ζ2 exp 

((
ζ3 

e o 
D 

)ζ4 
)

(8)

here the values of the constants, ζ 1 , ζ 2 , ζ 3 , and ζ 4 , were
omputed using the same optimization process. e o / D is de-
ned as the dimensionless pipe elevation in this work, even

hough Eq. (8) was initially proposed in [22] for predicting
he scour time scale for pipelines with a partial embedment.
ence, it was thought that updated constants were required. 
As it was later found that Eqs. (7) and (8) did not yield

 high squared correlation coefficient, R 

2 , a new relationship
roposed in this work, Eq. (9) , was later used to normalize
he scour time scale, instead of using Eq. (6) [9] : 

 

∗
q = 

g 

(
ρs 

ρ
− 1 

)
d 50 

U o D 

T p (9)

here U o is the depth-averaged current velocity. Eq. (9) was
ound to enable a better correlation with the experimen-
al data to be attained, in terms of developing an equation
or predicting the dimensionless scour time scale. Therefore,
qs. (7) and (8) were modified into the following equations
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Fig. 4. Compilation of experimental data [10 , 14 , 17] showing the correlation 
between the equilibrium scour depth, S eq / D , and the upstream dimensionless 
seabed shear stress, θ∞ 

. 

Fig. 5. Compilation of experimental data [10 , 14 , 17] showing the correlation 
between the equilibrium scour depth, S eq / D , and the Reynolds number, Re . 
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i.e. from T p 
∗ to T q 

∗), whilst maintaining the same general
orms as before: 

 

∗
q = η1 θ

η2 ∞ 

(10) 

 

∗
q = λ1 θ∞ 

λ2 exp 

((
λ3 

e o 
D 

)λ4 
)

(11) 

In addition to the aforementioned equations with updated
onstants, the following equation is proposed in an effort
o attain the highest possible correlation to the experimen-
al data: 

 

∗
q = coth ( ψ 1 θ∞ 

) · cosh 

−1 ( ψ 2 Re ) ·
(

1 − sech 

(
ψ 3 

h 

D 

+ ψ 4 

))

× cosh 

(
ψ 5 

e o 
D 

)
(12)

The Reynolds number, albeit posing a small influence on
he maximum bed shear stress beneath the pipe and the equi-
ibrium scour depth [4] , was an interesting parameter to in-
estigate nonetheless. Thus, quantifying the influence of Re
n the scour time scale was also done in this work. The h / D
erm was included in Eq. (12) because it had previously been
eported to have an influence on the scour time scale [32] .
n this work, Eq. (12) was formulated in such a manner to
nsure that: 

• when e o / D = 0, cosh( 5 e o / D ) = 1, and thus T q 
∗ does not

tend towards zero or infinity; 
• when h / D tends towards infinity, 1 – sech( 3 h / D + 4 )

does not tend towards zero or infinity, and thus T q 
∗ does

not tend towards zero or infinity. 

Further discussions regarding the formulation of
q. (12) are presented in subsequent sections of this
aper. 

. Results 

Experiments were conducted in a sediment flume facility
o investigate the development of scour underneath a pipeline
ith an elevation with respect to the far-field seabed. This
ork particularly focused on the clear-water condition, for
hich the upstream shear stress is below the critical shear

tress, as there seemed to be a lack of clear-water data in
ublished literature, but live-bed data from multiple sources
ave been included nonetheless. 

.1. Equilibrium scour depth 

Fig. 4 depicts the relationship between the upstream di-
ensionless bed shear stress, θ∞ 

, and the equilibrium scour
epth beneath the pipe, S eq / D , where experimental data from
10 , 14 , 17] were compiled and plotted with results from the
resent study. The present experimental results was observed
o agree with the findings in [14] , where by S eq / D increased
apidly with θ∞ 

for the clear-water condition. However, the
ive-bed data suggest that the relationship between S eq / D and
∞ 

became less significant at high values of θ∞ 

. With refer-
nce to Fig. 5 , S eq / D was seen to increase with the Reynolds
umber, Re , in the present study (i.e. mostly clear-water).
owever, the overall relationship between S eq / D and Re ,
hich includes both clear-water and live-bed data, was ob-

erved to be weak when the data from other sources were
ut into perspective. In terms of the water depth or block-
ge ratio, h / D , the results in Fig. 6 suggest that deeper scour



272 J.Y. Lee et al. / Journal of Ocean Engineering and Science 3 (2018) 265–281 

Fig. 6. Compilation of experimental data [10 , 14 , 17] showing the correlation 
between the equilibrium scour depth, S eq / D , and the water depth or blockage 
ratio, h / D . 

Fig. 7. Compilation of experimental data [10 , 14 , 17] showing the correlation 
between the equilibrium scour depth, S eq / D , and the pipe elevation ratio, 
e o / D . 

 

 

 

 

 

 

 

 

 

Fig. 8. Correlation between Eq. (13) [4] and the compiled experimental data. 
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depths can be expected at very shallow water depths; however,
the influence of h / D on S eq / D appeared to be diminishing as
h / D increased. Fig. 7 suggests that the pipe elevation ratio,
e o / D , was seen to have a strong influence on S eq / D , whereby
S eq / D was observed to decrease with an increase in e o / D for
both clear-water and live-bed conditions, and thus reinforc-
ing the importance of investigating the effects of e o / D . This
relationship can also be seen in Table 4 for the clear-water
condition, wherein for the same depth-averaged current veloc-
ty, the resulting S eq / D generally decreased with an increase
n e o / D . 

Fig. 8 portrays the correlation between the measured val-
es S eq / D , which included results from the present study ( Ta-
le 4 ) and from published literature [10 , 14 , 17] , and the values
redicted using the following equation [4] : 

S eq 

D 

= tanh ( 15 . 15 θ∞ 

) · R e −0. 01 · coth 

(
0. 62 

h 

D 

)

×
(
−0. 11 + sech 

(
−1 . 08 

e o 
D 

))
(13)

here a very good agreement was observed (i.e. R 

2 = 0.80).
n addition, the aforementioned observations based on the ex-
erimental data were also consistent with the formulation of
q. (13) : (1) the initial rapid increase of S eq / D with θ∞ 

,
ollowed by a weak trend at higher values of θ∞ 

( Fig. 4 ),
esembled a hyperbolic tangent curve; (2) the overall weak
elationship between S eq / D and Re ( Fig. 5 ) can serve as an
xplanation for the small coefficient for the Re term; (3) the
iminishing influence of h / D on S eq / D ( Fig. 6 ) resembled a
yperbolic cotangent curve; and, (4) inverse relationship be-
ween S eq / D and e o / D ( Fig. 7 ) resembled a hyperbolic secant
urve. 

Table 4 included a dimensionless seabed shear stress ratio,
max / θ cr , which was used to predict the initiation of scour
eneath the pipe. The maximum dimensionless seabed shear
tress beneath the pipe, θmax , was calculated using [4] : 

max = θ∞ 

+ θ∞ 

0. 93 R e 0. 13 

(
1 

exp ( e o /D ) 

)2. 38 

(14)

hich was normalised by the critical dimensionless shear
tress, θ cr , at which significant sediment transport beneath the
ipe would occur. Eq. (14) was proposed in Lee et al. [4] to
stimate the likelihood of scour to occur and progress towards
n equilibrium state. This equation was developed based on
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Table 4 
Experimental results. 

Test 
number 

Pipe 
elevation, 
e o / D 

Dimensionless 
shear stress 
ratio, θmax / θ cr 

Dimensionless 
equilibrium 

scour depth, 
S eq / D 

Scour 
time 
scale, 
T p (s) 

Constant, 
C p 

Squared 
correlation 
coefficient, 
R 

2 

1 0.0 0.6 0.00 – – –
2 0.0 2.7 0.23 140 0.46 0.99 
3 0.0 4.6 0.56 616 0.68 0.99 
4 0.0 6.4 0.73 396 0.49 0.97 
5 0.1 0.8 0.00 – – –
6 0.1 2.2 0.15 209 0.42 0.96 
7 0.1 3.6 0.31 283 0.51 0.98 
8 0.1 5.4 0.71 439 0.62 0.99 
9 0.2 0.6 0.00 – – –
10 0.2 2.0 0.10 457 0.63 0.96 
11 0.2 3.3 0.29 221 0.64 0.99 
12 0.2 4.4 0.68 764 0.58 0.97 
13 0.3 0.6 0.00 – – –
14 0.3 1.5 0.04 130 4.42 0.99 
15 0.3 2.9 0.30 495 0.63 0.99 
16 0.3 3.8 0.63 578 0.62 0.98 
17 0.5 0.5 0.00 – – –
18 0.5 1.2 0.00 – – –
19 0.5 1.7 0.10 1211 1.08 0.98 
20 0.5 2.7 0.41 645 0.69 0.99 
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umerical data, where a large parametric study was performed
o compute the maximum seabed shear stress beneath a pipe
nder various conditions. θ cr was estimated using [28] : 

cr = 

0. 30 

1 + 1 . 2 D ∗
+ 0. 055 

[
1 − exp ( −0. 02 D ∗) 

]
(15) 

here D 

∗ , which is the dimensionless form of the sediment
rain size, was calculated using [28] : 

 ∗ = 

[
g ( s − 1 ) 

ν2 

]1 / 3 

d 50 (16) 

hen θmax / θ cr > 1, scour can be expected to occur beneath
he pipe. With reference to Table 4 , the dimensionless seabed
hear stress ratio, θmax / θ cr , was seen to correlate well with
he equilibrium scour depth beneath the pipe, S eq / D , whereby
 scour depth was generally not observed when θmax / θ cr < 1.
he exception would be test number 18, for which θmax / θ cr 

as approximately 1.2, whilst no scour was observed. This
xception could be attributed to the reliability of Eqs. (14) and
15) . Nonetheless, the adoption of the θmax / θ cr ratio to predict
he occurrence of scour was seen to be relatively accurate,
specially for small e o / D ratios. 

.2. Time scale 

Fig. 9 presents the development of the scour depths be-
eath the pipe for the test cases wherein scour have occurred
nderneath the pipe. The best fit curves were plotted using
q. (3) , for which the associated values, such as the estimated
imensional scour time scale, T p , the constant, C p , and the
orresponding squared correlation coefficients, R 

2 , are listed
n Table 4 . In this work, the method of calculating the area
nder the curve in order to estimate the scour time scale,
hich was used in previous studies [9 , 18] , was not adopted
or the sake of consistency, where only Eq. (3) was used to
stimate the scour time scale. The lowest R 

2 of 0.96 ( Ta-
le 4 ) suggests that Eq. (3) is able to produce a very good
orrelation with the experimental data, which would not have
een achievable with the equation from [9] whereby C p = 1.
igher scour depths were observed for higher current veloc-

ties. However, the scour time scale did not necessarily in-
rease with the increase in current velocity. An occasional
ecrease in the scour time scale was observed, which was
lso reported in [9] . There seemed to be a clearer influence
f e o / D , where S eq / D decreased with an increase in e o / D , and
 p increased with an increase in e o / D . 

In order to better understand the relationship between the
anipulated variables and the scour time scale, the time scale
as non-dimensionalized. In Fig. 10 , the non-dimensional

ime scale, T p 
∗, was calculated using Eq. (6) , which is pro-

osed in [9] , whilst T q 
∗ was calculated using Eq. (9) , which

s proposed in this work. There does not seem to be a clear
elationship between the dimensional time scale, T p , and the
pstream dimensionless bed shear stress, θ∞ 

, as shown in
ig. 10 a. However, an overall downward trend can be ob-
erved in both Fig. 10 b and c, wherein the non-dimensional
cour time scale was seen to decrease with an increase in θ∞ 

.
his overall downward trend is consistent with the findings

n previous studies (e.g. [9, 18] ). 
Fig. 11 depicts the influence of the Reynolds number on

he scour time scale. Similar to the case for θ∞ 

, a clear rela-
ionship between T p and Re was not observed in Fig. 11 a;
owever, both Fig. 11 b and c portray a slight downward
rend. Although the gradients were not as steep as that seen
n Fig. 10 b and c, it is still evident that Re posed an influence
n the scour time scale, and thus the Re term was included in
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Fig. 9. Development of the absolute scour depth ratio, S / D , over time, where the best fit curves were plotted using Eq. (3) . 
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Eq. (12) for predicting the non-dimensional scour time scale,
which has not been considered in previous studies. 

Fig. 12 shows the effect of the water depth ratio, h / D , on
the scour time scale. There seemed to be an increase in the
non-dimensional time scale with an increase in h / D , which
agreed with the numerical results in [32] . Due to physical lim-
itations, it was not possible to consider higher water depths. 
Fig. 13 shows the effect of e o / D on the scour time scale,
here the time scale appeared to be increasing with an in-

rease in e o / D from an overall perspective, in terms of the
imensional and non-dimensional time scales, despite the fact
hat S eq / D decreased with an increase in e o / D . 

Fig. 14 presents the correlation between the empirical
quations described in Section 2.2 with all clear-water and
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Fig. 10. Correlation between the upstream dimensionless seabed shear stress, 
θ∞ 

, and: (a) the dimensional scour time scale, T p , which was estimated using 
Eq. (3) [18 , 19] ; (b) the non-dimensional scour time scale, T p ∗, which was 
calculated using Eq. (6) [9] ; and, (c) a new non-dimensional form of the 
scour time scale, T q ∗, which was calculated using Eq. (9) . 

Fig. 11. Correlation between the Reynolds number, Re , and: (a) the dimen- 
sional scour time scale, T p , which was estimated using Eq. (3) [18 , 19] ; 
(b) the non-dimensional scour time scale, T p ∗, which was calculated using 
Eq. (6) [9] ; and, (c) a new non-dimensional form of the scour time scale, 
T q ∗, which was calculated using ( 9 ). 
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Fig. 12. Correlation between the water depth or blockage ratio, h / D , and: 
(a) the dimensional scour time scale, T p , which was estimated using 
Eq. (3) [18 , 19] ; (b) the non-dimensional scour time scale, T p ∗, which was 
calculated using Eq. (6) [9] ; and, (c) a new non-dimensional form of the 
scour time scale, T q ∗, which was calculated using ( 9 ). 

Fig. 13. Correlation between the pipe elevation ratio, e o / D , and: (a) the di- 
mensional scour time scale, T p , which was estimated using Eq. (3) [18 , 19] ; 
(b) the non-dimensional scour time scale, T p ∗, which was calculated using 
Eq. (6) [9] ; and, (c) a new non-dimensional form of the scour time scale, 
T q ∗, which was calculated using Eq. (9) . 
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Fig. 14. Comparing the non-dimensional scour time scale, T p ∗, based on experimental data, with the values predicted using: (a) the equation proposed in 
Zhang et al. [18] ; (b) Eq. (17) ; and, (c) Eq. (18) . Subsequently, a new non-dimensional form of the scour time scale, T q ∗, was applied, and the experimental 
values were compared with the values predicted using: (d) Eq. (19) ; (e) Eq. (20) ; and finally, (f) Eq. (21) , which was seen to attain the highest correlation. 
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Fig. 15. Seabed gaps, G s / D , predicted using Eq. (13) , which are superim- 
posed on the range of measured seabed gaps for the Tasmanian Gas Pipeline 
(TGP) [24] (shaded in grey); the upper limit of the current speed (i.e. 
0.79 m/s) is the maximum speed for five year return period storms [34] . 
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live-bed experimental data which were obtained in the present
study and from published literature [14 , 17] . Fig. 14 a shows
that fitting the equation proposed in [18] with the original
coefficients to the experimental data had resulted in a low
squared correlation coefficient. Fig. 14 b shows the correlation
between the equation proposed in [18] , but with the constants
updated via the optimization process described in Section 2.2 ,
with the experimental data: 

T ∗p = 1 . 83 θ∞ 

−0. 39 (17)

where R 

2 = 0.18, suggesting that there is a lack of consider-
ation of other essential parameters and/or the formulation of
the equation can be improved. Fig. 14 c shows the correla-
tion of Eq. (8) with the experimental data, where the original
equation was proposed in [22] , but for predicting the scour
time scale beneath pipelines with partial embedment. Hence,
the constants have been updated to better reflect the influence
of the pipe elevation ratio, e o / D : 

T ∗p = 2. 65 θ∞ 

−0. 10 exp 

((
3 . 42 

e o 
D 

)0. 88 
)

(18)

where the corresponding R 

2 was approximately 0.49. 
Subsequently, Eq. (9) was proposed in this work and was

used to non-dimensionalise the time scale, instead of using
Eq. (6) which was proposed in [9] . Fig. 14 d shows the cor-
relation between the following equation and the experimental
data: 

T ∗q = 28 . 02 θ∞ 

−0 . 57 (19)

whereby the formulation of this equation was similar to that
of Eq. (17) , but the way in which the scour time scale was
non-dimensionalized was modified (i.e. using T q 

∗ instead of
T p 

∗), and by using the same optimization process described in
Section 2.2 , new values for the constants were computed to at-
tain the best possible correlation (i.e. R 

2 = 0.33). Although the
corresponding R 

2 of 0.33 for Eq. (19) is still relatively low, it
is significantly improved as compared to that of Eq. (17) (i.e.
R 

2 = 0.18). In Fig. 14 e, the following equation was also seen
to produce a much improved correlation with the experimental
data: 

T ∗q = 24 . 63 θ∞ 

−0 . 52 exp 

((
2 . 2 3 

e o 
D 

)2 . 42 
)

(20)

where R 

2 = 0.64. The formulation of Eq. (20) was adopted
from Eq. (18) , for which it was similar to the case for
Eq. (19) where T q 

∗ was used instead of T p 
∗, and a higher

correlation was achieved. This trend has been the motivation
behind developing a new equation for predicting the non-
dimensional scour time scale, which was based on T q 

∗ instead
of T p 

∗. The following equation was formulated, as described
in Section 2.2 : 

T ∗q = coth ( 0. 11 θ∞ 

) · cosh 

−1 
(
9 . 50 × 10 

−4 Re 
)

·
(

1 − sech 

(
1 . 34 

h 

D 

− 5 . 78 

))
· cosh 

(
2. 98 

e o 
D 

)
(21)

where a good correlation with the experimental data was
achieved (i.e. R 

2 = 0.74), as seen in Fig. 14 f. It appeared
hat Eq. (21) can be used to predict the scour time scale
or pipelines with an elevation from the seabed under steady
urrents. Although the constant associated with the Reynolds
umber is small, this is the first time where the influence of
he Reynolds number on the time scale had been quantified. 

.3. Field predictions 

Fig. 15 compares the range of measured seabed gaps,
hich were obtained for the Tasmanian Gas Pipeline (TGP)

24] , with the seabed gaps that were predicted by adding the
ipe elevation and the predicted equilibrium scour depths (i.e.
 s = e o + S eq ); the term definitions are illustrated in Fig. 1 .
he predictions for the equilibrium scour depth were made by

nputting a range of current velocities and the pipe elevation
atio into Eq. (13) , based on: an external pipe diameter, D , of
.5 m; mean sediment grain size, d 50 , of 0.257 mm, where the
 50 of the sediment that were sampled in the surveyed zone
anged from approximately 0.166 mm to 0.411 mm; mean wa-
er depth of 23 m; and, boundary layer thickness of 1 m. It
s worth mentioning that by ranging the d 50 from 0.166 mm
o 0.411 mm, the predicted maximum S eq / D for e o / D = 0 only
iffered by 0.3%. Unfortunately, as the boundary layer profile
as not available, a boundary layer thickness of 1 m was se-

ected as it was assumed to be a typical boundary layer thick-
ess over the seabed [33] . The vertical limits of the shaded
rea in Fig. 15 represents the range of maximum seabed gaps
or every detected free span along the surveyed section of the
GP. The horizontal limit of the shaded area corresponded

o a current speed of 0.79 m/s, which is the maximum speed
or five year return period storms in the Bass Strait [34] . A
arge portion of the predicted values appear to be within the
ange of measured seabed gaps, and the predicted seabed gaps
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Fig. 16. Dimensional scour time scales, T p , predicted using Eq. (21) and 
Eq. (9) for the TGP. 
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eem to remain constant after 0.8 m/s, at which the equilib-
ium scour depth would no longer increase with higher current
peeds. 

Fig. 16 presents the predicted scour time scales for the
GP for different current speeds and pipe elevations, which
ere calculated using Eq. (21) , and converted into a dimen-

ional form via Eq. (9) . The assumptions made were simi-
ar to the aforementioned assumptions which were used to
redict the seabed gaps. It is worth mentioning that it was
ot practical to physically measure the scour time scale be-
eath the TGP, and hence the predicted time scales could not
e compared with field measurements. Nevertheless, the time
equired for substantial scour to develop beneath the TGP
as predicted to be longer for larger e o / D ratios, and shorter

or higher current speeds, generally. The predicted scour time
cale for the TGP was seen to be on the order of hours, in-
tead of minutes which was observed in the sediment flume
xperiments. Qualitatively, this difference in the scour time
cales between the model-scale and full-scale conditions is
onsistent with the finding in [5] , wherein a numerical model
as employed to model scour at different scales. 

. Discussion 

The experimental results suggest that the pipe elevation ra-
io, e o / D , does have a significant influence on the development
f scour beneath subsea pipelines under steady currents (i.e.
oth the equilibrium scour depth and the scour time scale).
hen e o / D was increased, smaller equilibrium scour depths
ere observed ( Table 4 ), whilst the maximum scour depth
ccurred at e o / D = 0. This can be correlated to weaker flow
mplification underneath the pipe as e o / D increases, and thus
eading to a decrease in the maximum seabed shear stress
eneath the pipe [4 , 24] . In terms of the scour time scale,
 general increase was observed with the increase in e o / D .
his could also be attributed to the decrease in the amplified
eabed shear stresses underneath the pipe as e o / D increases,
here a reduction in the seabed shear stress would result in
 lower sediment transport rate, as they are directly propor-
ional to each other [35, 36] , and the sediment transport rate
ad been linked to the scour time scale [18] . 

With reference to Fig. 13 , it is interesting to note that
oth the dimensional and non-dimensional scour time scale
ere observed to be slightly higher when e o / D = 0, as com-
ared to the time scale for the case of e o / D = 0.1. This could
ave stemmed from the different mechanics of scour, or the
ay in which scour was initiated, for these two conditions.
hen e o / D ≤0, there would initially be a flow-induced pres-

ure difference between the upstream and downstream sides
f the pipe, which promotes fluid flow through the voids in
etween the sediment particles beneath the pipe (i.e. seepage
ow). Eventually, a mixture of water and sediment will be
ischarged at the immediate downstream side of the pipe (i.e.
iping) [37] . This is followed by a “jet period” (i.e. tunnel
rosion) where sediment is syphoned violently underneath the
ipe [14] . As more sediment is eroded, the scour hole will
eepen; however, when e o / D > 0, the existing gap in between
he pipe and the seabed would induce flow amplification, and
ubsequently, scour would occur underneath the pipe, pro-
ided that the local amplified seabed shear stress had ex-
eeded the critical shear stress for the sediment. Therefore,
he difference in the aforementioned mechanisms at play is
hought to result in the difference in the scour time scale,
here a longer period would be required for the scouring

ate to reach a significant level for e o / D = 0, as compared to
he case of e o / D = 0.1. 

There seem to be a significant scatter in the results in
ig. 13 . This could be attributed to other parameters that pose
 strong influence on the scour time scale. For example, the
pstream dimensionless seabed shear stress, θ∞ 

. A nonlin-
ar decrease in the scour time scale was observed as θ∞ 

ncreased, as shown in Fig. 10 , whilst the scour time scale
ould generally increase with an increase in e o / D . On the sub-

ect of θ∞ 

, the overall trends shown in Fig. 10 agreed with
revious findings [9 , 18] . This strong relationship between the
cour time scale and θ∞ 

had led to the development of previ-
us empirical equations [9 , 18 , 22] , in which the θ∞ 

term was
lways present. This downward trend can be related to the
forementioned relationship between the seabed shear stress
nd the sediment transport rate, whereby an increase in θ∞ 

ould lead to an increase in the seabed shear stress under-
eath the pipe, and hence a higher sediment transport rate. 

In this work, the adoption of a hyperbolic cotangent func-
ion in Eq. (21) for describing the relationship between the
ewly-derived dimensionless scour time scale, T q 

∗, and θ∞ 

as seen to contribute towards achieving a good correla-
ion with the experimental data overall (i.e. R 

2 = 0.74). As
his work had contributed significant clear-water experimen-
al data, whilst previous work [9 , 18 , 22] largely focused on the
ive-bed condition, Eq. (21) , which was fitted to both condi-
ions, can therefore be used for predicting the scour time scale
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both under clear-water and live-bed conditions. Eq. (21) is
introduced in an attempt of simplification, whereby a single
equation is proposed for both clear-water and live-bed con-
ditions. In contrast, Dogan and Arisoy [15] found different
dependencies of the non-dimensional scour time scale, and
proposed two separate equations for the clear-water and live-
bed conditions. Therefore, a possible improvement in the cor-
relation between the equation proposed in this work and the
experimental data may be attainable by having two separate
equations. 

In addition to the strong relationship between the scour
time scale and θ∞ 

, the θ∞ 

term was also included in
Eq. (21) as it has been successfully adopted for scaling lab-
oratory experiments that involve sediment transport for many
years [38] . On the topic of scale effects, another important
parameter to consider is the Reynolds number, Re [39] . How-
ever, a relatively weak relationship between T q 

∗ and Re was
observed, based on the results shown in Fig. 11 as well as
the small constant in Eq. (21) . This occurrence was expected,
as Re was previously found to pose a small influence on the
maximum seabed shear stress beneath the pipe and the equi-
librium scour depth [4] . 

The water depth ratio, h / D , was seen to have an effect
on the non-dimensional scour time scale. Although the rela-
tionship between the dimensional scour time scale, T p , and
h / D was relatively unclear ( Fig. 12 a), the non-dimensional
scour time scale was seen to increase with the increase in
h / D ( Fig. 12 b and c). A previous numerical study [32] , in
which the influence of h / D was investigated independent of
other variables, reported that the time required for the equilib-
rium scour depth to be achieved was approximately 2.9 times
higher when h / D = 10, as compared to h / D = 2.5. However,
it seemed that this could not be validated with experimental
data due to the physical limitations associated with laboratory
setups, where having high h / D ratios would not be possible.
In addition, higher h / D ratios were neither investigated exper-
imentally nor numerically, and the upper limit at which h / D
no longer poses an influence on the dimensionless scour time
scale is still an unknown, whilst the equilibrium scour depth
was seen to initially decrease and tend towards a constant
value despite a further increase in h / D ( Fig. 6 ). Neverthe-
less, Eq. (21) was formulated in such a way that the non-
dimensional scour time scale will not tend towards infinity
when h / D approaches infinity. It is hypothesised that a com-
prehensive multi-phase numerical model would be required to
systematically study the effect of having large water depths
on the scour time scale beneath full-scale subsea pipelines
(e.g. h / D > 100). 

A new manner of non-dimensionalising the scour time
scale, via Eq. (9) , was seen to improve the correlation of ex-
isting empirical equations to the compilation of experimental
data ( Fig. 14 ). In comparison to Eq. (6) [9] , Eq. (9) proposed
the removal of the indices, or powers (e.g. D 

2 ), which would
alter the units of certain parameters (e.g. from m to m 

2 ).
However, a flux parameter (i.e. U o ) was introduced in Eq. (9) ,
which was not present in Eq. (6) . This flux parameter, U o , was
mainly introduced to normalize the time scale without relying
n indices. The presence of multiple powers in Eq. (6) was
ypothesized to result in “overfitting” in a sense. 

With reference to Fig. 16 , the dimensional scour time scale
or the Tasmanian Gas Pipeline (TGP) was predicted to in-
rease with e o / D , suggesting that the time required for sub-
tantial scour to develop would be longer for higher pipe
levations, which can be related to the reduction in the afore-
entioned seabed shear stress amplification factor. The time

cale was seen to generally decrease with an increase in the
urrent speed, and approach a certain value; however, there
as an initial increase in the time scale at low current speeds,
hich was followed by a rapid change, at which a maximum
alue was reached. This could be related to the formulation
f Eq. (21) , wherein an increase in the current speed would
nfluence both θ∞ 

and Re . The time scale would tend to de-
rease with an increase in θ∞ 

, whilst the time scale would
end to increase with an increase in Re , but the constants
n Eq. (21) suggest that the influence of θ∞ 

is more sig-
ificant than that of Re ; however, the increase in the scour
ime scale with the flow velocity was also observed in the
ediment flume experimental results ( Table 4 ), where an oc-
asional decrease in the scour time scale was observed; this
nconsistency was also observed in [9] . Nevertheless, the in-
rease in the scour time scale was observed to occur at very
ow current speeds in Fig. 16 (i.e. less than 0.1 m/s), and thus,
e conclude that the dimensional scour time scale would gen-

rally decrease with the current speed. 
Although the scour time scale could not be compared with

eld measurements, the influence of the pipe elevation on the
cour time scale had not been investigated in previous work.
n addition, full-scale predictions have also been made for the
eabed gaps ( Fig. 15 ), for which the predictions made using
q. (13) appeared to be mostly within the range of measured
alues in [24] . It is worth mentioning that the highest inci-
ence in terms of the measured seabed gaps was found to
e G s / D = 0.5, at more than 35%, which was followed by
 s / D = 0.6, and subsequently, small ratios (i.e. G s / D < 0.5)

24] . However, the scour depths beneath the TGP may not
ecessarily be in an equilibrium state. Therefore, it can only
e deduced that there seemed to be a correlation between
he predictions made using Eq. (13) and the measured values,
hile the scour depth may deepen if it is not in equilibrium.

n addition, along the surveyed section of the TGP, the seabed
as been observed to be mostly comprised of uniform sand,
ut occasionally, rocks have been observed. Thus, the seabed
aps could be present due to scouring beneath the pipe and/or
eature mobility where the seabed is uneven. 

In summary, the compilation of experimental data in this
ork suggests that the non-dimensional scour time scale is

ignificantly influenced by the upstream dimensionless bed
hear stress, θ∞ 

, and the pipe elevation ratio, e o / D , whilst the
ffect of the Reynolds number is small, and the effect of the
ater depth or blockage ratio, h / D , can be further investigated
ith sophisticated numerical models without physical restric-

ions in terms of the size of the computational domain. As
revious experimental investigations on the scour time scale
argely focused on live-bed conditions and bottom-seated or
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artially embedded pipelines, this work presents Eq. (21) , in
hich the scour time scale was non-dimensionalized using a
ew formulation as shown in Eq. (9) , that is found to result
n a high correlation to the experimental data. Eq. (21) is ap-
licable for pipelines with an elevation with respect to the
ar-field seabed under steady currents, as well as both clear-
ater and live-bed conditions. 

. Summary and conclusions 

This work focused on predicting the scour time scale be-
eath subsea pipelines with an elevation with respect to the
ar-field seabed under steady currents. A range of pipe el-
vation ratios, 0 ≤e o / D ≤0.5, were considered for the sed-
ment flume experiments, and additional experimental data
rom published literature were compiled as well. Equations
ave been formulated to non-dimensionalize the time scale,
nd to predict the time scale as a function of the upstream
eabed shear stress, θ∞ 

, Reynolds number, Re , water depth
atio, h / D , and e o / D . The following major conclusions have
een drawn based on the results presented in this work: 

• A general increase in the scour time scale was observed
as e o / D increased. 

• The effect of Re on the time scale was small. 
• The non-dimensional time scale was seen to increase with

an increase in h / D ; however, the dimensional time scale
does not appear to be affected by h / D . 

• A new form of the non-dimensional scour time scale,
which is calculated using Eq. (9) , was found to aid the
empirical equations in attaining a better correlation to the
experimental data. 

• A new empirical equation, Eq. (21) , is proposed for
predicting the non-dimensional scour time scale beneath
pipelines with an e o / D under steady currents, which has a
good correlation with experimental data, and is applicable
for both clear-water and live-bed conditions. 

• As the scour time scale for the TGP was not known, the
measured scour depths beneath the full-scale pipeline may
not be at equilibrium. Nevertheless, the comparison be-
tween the seabed gaps predicted using Eq. (13) and the
field measurements did not indicate that the full-scale pre-
dictions are erroneous. 
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