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ABSTRACT
Wepresent three (main one and two auxiliary) fuzzy algorithms to stratify observations in homogenous classes. These algorithms
modify, upgrade and fuzzify crisp algorithms from our earlier works on a medical case study to select the most appropriate
surgical treatment for patients with ischemic heart disease complicated with significant chronic ischemic mitral regurgitation.
Those patients can be treated with either surgical revascularization and mitral valve repair (group A) or with isolated surgical
revascularization (group B) depending on their health status. The main algorithm results in a fuzzy partition of patients in
two fuzzy sets (groups A and B) through identification of their degrees of membership. The resulting groups are highly non-
homogenous, which impedes subsequent proper comparisons. So, the two auxiliary algorithms further stratify each group into
two homogenous subgroups with comparatively preserved medical condition (A1 and B1) and with comparatively deteriorated
medical condition (A2 and B2). Those two algorithms perform fuzzy partition of patients fromA and B respectively intoA1, A2,
B1 and B2 by identifying their conditional degrees of membership to those subgroups. We then utilize the product t-norm to
calculate the degree of membership of patients to their respective subgroup as an intersection of two fuzzy sets. We demonstrate
how to form fuzzy samples for medical parameters for any subgroup. We also compare the performance of the fuzzy algorithms
with their preceding crisp version, aswell as with eight Bayesian classifiers.We then assess the quality of classification bymodified
confusion matrices, summarized further into four criteria. The fuzzy algorithms show total superiority over the other methods,
and excellent differentiation of typical patients and outliers. On top, only the fuzzy algorithms provide a measure of how typical
a patient is to its subgroup. The fuzzy algorithms clearly outline the role of the Heart Team, which is missing in the Bayesian
classifiers.

© 2019 The Authors. Published by Atlantis Press SARL.
This is an open access article distributed under the CC BY-NC 4.0 license (http://creativecommons.org/licenses/by-nc/4.0/).

1. INTRODUCTION

The ischemic heart disease (IHD) is considered one of the most
widely spread heart disease globally.When it is further complicated
with ischemicmitral regurgitation (IMR, also referred as functional
mitral regurgitation in recent works—FMR), the mitral valve (MV,
between the left atrium and left ventricle) does not function well
and part of the blood pumped from the left ventricle returns to
the left atrium. Recent research shows a tendency for this med-
ical condition to occur not only among elderly people, but also
among patients between 40 and 50 years old [1]. The prognosis for
patients with IMR is worse than for patients with mitral regurgi-
tation with a different cause (primary mitral regurgitation—PMR)
due to the connection between IMR and the insufficiency of the
left heart ventricle as this disease is the main cause for the IMR
and tends to progress [2]. Patients with mild IMR (also called 1st
degree), are usually subjected to isolated revascularization (CABG)
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[3–5]. Patients with severe IMR (which includes 3th to 4th degree
and 4th degree IMR), are traditionally subjected to operation using
MV repair performed as a concomitant procedure with surgical
revascularization (MVRepair + CABG) [6–11]. The term signifi-
cant IMR includes mild to moderate IMR (a.k.a. 1st to 2nd degree
IMR), moderate IMR (a.k.a 2nd degree or 2nd to 3rd degree IMR)
andmoderate to severe IMR, (a.k.a. 3rd degree IMR) [12]. For some
patients with significant IMR the MVRepair + CABG is selected,
while for others the choice is CABG alone. For the sake of simplic-
ity, we shall denote the first group asA, and the second one as group
B. The selection of surgical treatment in the case of significant IMR
is not trivial, and the same applies to the assessment of the effect of
MVRepair. In the rest of the paper, the term IMR will refer to sig-
nificant chronic IMP.

To evaluate the effect of MVRepair to patients with IMR we will
compare the medical status of patients before and after surgical
intervention. This approach has three elements of difficulty:
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1. Traditionally the classification of patients is made quantita-
tively and there is no specific measure of how typical a patient
is for a given group

2. The groups are non-homogenous, and their comparison is sig-
nificantly complicated

3. The classification to each group is made based on assessment
of the general medical status of every single patient and errors
are possible since the task is informatively very complicated.

The second and third difficulty are addressed in Ref. [13], which
presents the results from a survey on IHD complicated with IMR
among Bulgarian patients. This work proposed a formalized algo-
rithm to define the operative treatment as CABG + MVRepair
or CABG alone. Additionally, Ref. [14] presented two stratifica-
tion algorithms to divide each group into two comparatively more
homogenous subgroups depending on the pre-operative medical
status of the patients: comparatively preserved status (subgroupsA1
and B1) or comparatively damaged status (subgroups A2 and B2).
In this way, comparison is possible not only between groups A and
B directly, but also between A1 and B1 on one hand and between
A2 and B2 on the other hand. So, it is possible to assess the effect
of MVRepair much more adequately. Those algorithms, however,
treat the groupsA and B as crisp sets [15]. Crisp sets are also known
as classical sets, where the object either entirely belongs to that set or
does not belong to it. As a result, there was no measure of typicality
of a patient to its subgroup and subsequently the crisp algorithms
cannot identify outliers.

However, the groups A and B are somewhat ambiguously defined
and are fuzzy sets rather than crisp sets. For example, the fuzzi-
ness of group B may be explained by the fact that each patient
may be subjected to CABG, but the procedure is not equally
suitable to all patients. The degree of membership [15] of the
patient to group B is a quantitative measure of just how much
this procedure is suitable to a given patient. Part of the patients
are very suitable for this procedure and their degree of mem-
bership would be 1. Other patients are not suitable for the
procedure and their degree of membership would be 0. For the
remaining patients, the degree of membership will be between
0 and 1. Evidently, the boundaries of the set of patients, who
will benefit from CABG are not clear, but ambiguous. The same
applies to group A, as well as for subgroups A1, A2, B1 and B2.
Because of all stated above, to deal with the first element of diffi-
culty, in addition to defining the subgroup, we also need to assess
the degree of membership to the respective subgroup for each
patient.

There is an important practical benefit to determine the degrees
of membership. Let patient Х be assigned to subgroup B1 with
a degree of membership 0.6, while patient Y be assigned to
the same subgroup with degree of membership 1. It makes no
sense to assume that the characteristics of those two patients
will have the same influence in the formation of the charac-
teristics of subgroup B1. If we model the problem using crisp
sets, then the two patients would have equal weight in the for-
mation of the aggregated characteristics of subgroup B1. If we
use fuzzy sets (as defined in Ref. [16]), then the characteris-
tics of patient Y would have a higher weight in the formation
of the aggregated characteristics of subgroup B1 than those of
patient X.

Thismotivates the essence of this paper, which is tomodify, upgrade
and fuzzify the algorithms from Refs. [13,14]. We shall formalize
three new classification algorithms:

(a) A fuzzy algorithm to determine the surgical treatment of
patients with significant IMR as classification into two groups:
MVRepair + CABG (group A) and CABG alone (group B)

(b) A fuzzy algorithm for homogenizing stratification of patients
allocated for MVRepair + CABG (group A) as classification
into two subgroups: with comparatively preserved status (sub-
group A1) and with comparatively damaged status (subgroup
A2)

(c) A fuzzy algorithm for homogenizing stratification of patients
allocated for CABG alone (group B) as classification into two
subgroups: with comparatively preserved status (subgroupB1)
and with comparatively damaged status (subgroup B2)

As an output, the three algorithms shall give the degree of member-
ship for each patient to the fuzzy subgroup in which the patient is
classified. This will allow to form four fuzzy samples of patient data
for each measured parameter (i.e. one for each subgroup). By doing
so, we will also address the three abovementioned difficulties in the
assessment of the effect of MVRepair.

In what follows, sections 2, 3 and 4 consecutively present the steps
and logic of the three fuzzy algorithms for classification of patients
to groups and subgroups. The algorithms produce the degrees
of membership to the groups as well as the conditional degrees
of membership to the subgroups. Section 5 discusses the proce-
dures to calculate the degrees of membership to the subgroups
using the product t-norm. Section 6 presents the applications of
the three fuzzy classification algorithms in the medical case study
from Refs. [13,14] over patients with IHD complicated with IMR
and also demonstrates how to form fuzzy samples using the cal-
culated degrees of membership. In section 6, we will also compare
the results from the fuzzy algorithms with the results from eight
Bayesian classifiers, as well as those of the crisp algorithms from
Refs. [13,14]. We shall introduce criteria to facilitate the perfor-
mance estimation of each classification. Section 7 discusses further
on the rationale of our fuzzy algorithms, with concluding remarks
given in section 8.

2. MAIN ALGORITHM AND IDENTIFICATION
OF THE GROUP DEGREE OF
MEMBERSHIP

The purpose of this section is to formalize the process of defin-
ing the type of operative treatment of patients with IHD, compli-
cated with IMR, which can be either an isolated revascularization
(CABG) or a revascularization combined with MVRepair (MVRe-
pair + CABG).

From an informational stand point, this problem may be defined
as fuzzy partition [17] of the patients with IHD, complicated with
IMR, into two groups—A (combined treatment) and B (isolated
revascularization). During the classification we need to find the
degree of membership of the patient to the group she/he is classi-
fied to (𝜇A or 𝜇B).Pdf_Folio:1076
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The choice of operative treatment is formalized using a 6-step main
algorithm (MA):

1. If patients are with very deteriorated general and medical con-
dition, they need to be subjected to the least invasive operation
to improve the status of the heart using revascularization with-
out taking the risks of the combined surgical treatment. That
is why for those patients the choice of group B is undoubted.
In that sense we can formulate the following primary criteria
for exclusion from group A (i.e. for inclusion in group B):

(a) deteriorated medical status with additional medical con-
ditions (lung diseases, peripheral vascular disease, cere-
brovascular disease), especially for patients at older age;

(b) subjectively assessed possible life expectancy of not more
than 4 years;

(c) significant left ventricular dysfunctionwith left ventricu-
lar ejection fraction (LVEF) under 25% and explicit heart
failure;

(d) relative contraindications for operation with cardio-
pulmonary bypass, or indications for the least invasive
operation possible.

If any of those primary criteria is present, the patient is classi-
fied in group B for isolated revascularization with a degree of
membership 𝜇B = 1 and the algorithm ends.

2. After concluding that the patient’s status is not too deteri-
orated then the presence of very significant regurgitation
through the MV needs to be identified. If present, then the
patient is undoubtedly classified in group A, because the lack
of MVRepair will be associated with a bad prognosis regarding
progression of IMR and left ventricular reverse remodeling
[18,19]. In that sense, the following secondary criteria for
exclusion from group B can be defined (i.e. for inclusion into
group A)

(a) moderate to severe IMR (3rd degree);

(b) moderate IMR (2nd to 3rd degree) with regurgitation
volume of over 30 mL;

(c) moderate IMR (2nd to 3rd degree) with regurgitation
volume not more than 30 mL, but with vena contracta at
least 7 mm.

If any of those secondary criteria is present, the patient is classi-
fied in group A for combined operation with a degree of mem-
bership 𝜇A = 1 and the algorithm ends.

3. So far, we know that the patient is neither with very deterio-
rated status nor with very significant regurgitation through the
MV. If it turns out that the patient has lower significant regur-
gitation through the MV, then the classification into group
B is undoubted, because the plastic of MV is unmotivated
(it would increase the operational risk without improving the
post-operative status of the patient). In that case, the presence
of mild to moderate IMR (1st to 2nd degree) may be treated as
a criterion for exclusion from group A (i.e. for inclusion into
group B).

If there is mild to moderate IMR (1st to 2nd degree), then the
patient is classified in group B with a degree of membership
𝜇B = 1 and the algorithm ends.

4. It has been defined that for the patient, both operations are
possible because the patient does not have very deteriorated
status and has moderately significant regurgitation through
the MV. The classification is made by measuring a series of
parameters to test if those form a typical profile for groups A
and B, as described below:

The typical profile for group A includes:

(a) moderate IMR (2nd to 3rd degree)

(b) regurgitation volume between 20 mL and 30 mL

(c) vena contracta between 4 mm and 7 mm

(d) tenting area between 1.5 cm2 and 2.5 cm2

(e) tenting height between 10 mm and 20 mm

(f) coaptation line between 1 mm and 4 mm

(g) presence of tethering

(h) subjectively assessed possible life expectancy over
5 years;

The typical profile for group B includes:

(a) moderate IMR (2nd degree)

(b) regurgitation volume between 10 mL and 20 mL

(c) vena contracta between 3 mm and 4 mm

(d) tenting area between 0.8 cm2 and 1.5 cm2

(e) tenting height between 6 mm and 10 mm

(f) coaptation line between 3 mm and 5 mm

(g) lack of tethering

If the pre-operative status of the patient coincides with one of
those typical profiles for groups A and B, then the patient is
classified into the respective group with a degree of member-
ship 𝜇A = 0.9 or 𝜇B = 0.9. The algorithm ends.

5. So far, we know that the patient does not have very deterio-
rated status, has moderately significant regurgitation through
the MV and the pre-operative profile does not coincide with
either one of the typical profiles for groupsA andB. Here again,
both operations are possible. Then a decision for classification
can be made by the Heart Team [20]. When the echocardio-
graphic criteria for assessment of mitral regurgitation and of
left atrium remodelling are very contradicting, the decision for
the volume of operation may be based on a “stress echocar-
diographic test” which should show how the characteristics of
the mitral regurgitation change. The general medical status of
the patient is also considered, as well as the presence of other
medical conditions. During a “stress test” which does not pro-
voke increase of IMR and in the case of expected higher oper-
ational risk with no significant improvement of the repair of
MV the recommended approach is isolated revascularization,
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sometimes as open-heart surgical procedure (i.e. classification
in group B). In case the degree of IMR increases during the
“stress test,” a better effect from the MVRepair is expected, and
the risks of the operation are comparatively low, the patient is
classified in group A. Group A also accommodates patients in
work-active age, who aim to achieve the best possible recovery
back to normal physical activity and working capacity.

The Heart Team must assess (using their expert knowledge)
which is the typical profile (for groups A and B) that is most
similar to the status of the patient. If there is consensus then
the patient is classified in the respective group with degree of
membership 𝜇A = 0.7 or 𝜇B = 0.7. The algorithm ends.

6. So far, we know that the patient does not have very deterio-
rated status, has moderately significant regurgitation through
the MV, the pre-operative profile does not coincide with either
one of the typical profiles for groups A and B and the Heart
Team has not reached a consensus on the choice of operative
treatment. In that case, the final decision is made by the oper-
ating surgeon (based on her/his own expertise and that of the
institution).

The operating surgeon must assess (using her/his expert
knowledge) which is the typical profile (for groups A and B)
that is most similar to the status of the patient. Then the patient
is classified in the respective group with a degree of member-
ship 𝜇A = 0.6 or 𝜇B = 0.51. The algorithm ends.

The block diagram for MA is presented in Figure 1.

3. AUXILIARY ALGORITHM FOR A AND
IDENTIFICATION OF THE CONDITIONAL
DEGREE OF MEMBERSHIP

According to MA, the patients with combined operation
(CABG + MVRepair) may be classified in group A in four dif-
ferent ways, respectively in steps 2, 4, 5 or 6. It is evident that
group A is strongly non-homogenous. For this study, these
patients will be further divided (for clarity of information) into
two subgroups—A1 and A2. Subgroup A1 will accommodate
the patients with better heart condition and general status, but
its aim is to achieve the best possible improvement of the heart
condition (reverse remodelling of heart chambers) to bring
the patient back to normal lifestyle. Subgroup A2 will take
the patients with more damaged heart condition and general
status, where the purpose is to apply MVRepair strategy to
achieve treatment of the heart insufficiency caused by IHD
and MR. The expectation for those patients is to stop or slow
down the process of remodelling of the left heart chambers
rather than achieve its reverse remodelling.

From an information stand point, this task is in fact fuzzy
partition into two subgroups—A1 (comparatively preserved
status) and A2 (comparatively deteriorated status) of the
patients with IHD, complicated with IMR classified for CABG
+ MVRepair in group A. During the classification, we need
to find the degree of membership of the patient to the sub-
group he/she was classified provided that the former belongs

to group A for sure (𝜇A1|A or 𝜇A2|A). Another interpretation
is to assume that during AAA, the group A is a crisp set and
the patients belong to it. A third equally valid interpretation is
to assume that we are looking for the degree of membership
of the patient to the subgroup she/he is classified if we assume
that the patient was classified in groupAwith 𝜇A = 1. The first
interpretation is clear enough, but regardless of the interpreta-
tion the quantities 𝜇A1|A and 𝜇A2|A will be called conditional
degrees of membership to the respective subgroup.

The information task of dividing patients from group A into
two subgroups is formalized using a 6-step auxiliary algorithm
for A (AAA):

1. Let the patient be classified in group A according to step 2
of MA, i.e. the patient is not with very severe medical con-
dition and has highly significant regurgitation through
the MV. The classification is made by measuring a series
of parameters to test if those form a typical primary pro-
file for subgroups A1 and A2, as described below:

START

Data for a patient with IHD complicated 
with significant IMR

Any of the A exclusion 
criteria met?

YesNo

Classify the patient in B
from step 1 with =1

Any of the B exclusion 
criteria met?

YesNo

Classify the patient in A
from step 2 with =1

Patient with IMR of 
1st to 2nd grade?

YesNo

Classify the patient in s
from step 3 with =1

Typical clinical picture 
for A observed?

YesNo

Classify the patient in A
from step 4 with =0.9

Typical clinical picture 
for B observed?

YesNo

Classify the patient in B
from step 4 with =0.9

HT consensus that patient 
resembles A more than B?

YesNo

Classify the patient in A
from step 5 with =0.7

HT consensus that patient 
resembles B more than A?

YesNo

Classify the patient in B
from step 5 with =0.7

Operating surgeon thinks patient 
resembles A more than B?

YesNo

Classify the patient in A
from step 6 with =0.6

Classify the patient in B
from step 6 with =0.51

END

Figure 1 Main algorithm (MA) as presented in Ref. [13].
Pdf_Folio:1078
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The typical primary profile for subgroup A1 includes:

(a) stable angina pectoris

(b) no prior myocardial infarction

(c) ejection fraction (EF) above 45%

(d) good general condition

(e) lack of other medical conditions that worsen the
prognosis

(f) left ventricle end-diastolic volume index (LVEDVi)
not more than 75 mL/m² B.S.A.

(g) left ventricle end-systolic volume index (LVESVi)
not more than 35 mL/m² B.S.A.

(h) left atrial volume index (LAVi) not more than
35 mL/m² B.S.A.

The typical primary profile for A2 includes:

(a) unstable angina pectoris

(b) medical history for prior myocardial infarction

(c) EF below 40%

(d) not very good general condition

(e) presence of other medical conditions that worsen
the prognosis (comorbidities)

(f) LVEDVi above 80 mL/m² B.S.A.

(g) LVESVi above 40 mL/m² B.S.A.

(h) LAVi over 40 mL/m² B.S.A.

If the pre-operative profile of the patient coincides with either
one of the typical primary profiles for subgroups A1 and A2,
then the patient is classified in the respective subgroup with
degrees of membership 𝜇A1 |A = 0.9 or 𝜇A2 |A = 0.9. The algo-
rithm ends.

2. Assume that the patient is classified in group A according to
step 2 of MA, i.e. the patient does not have very deteriorated
medical condition and has very high regurgitation through
the MV. So far, we know that the pre-operative profile of the
patient does not coincide with any of the typical primary pro-
files for subgroups A1 and A2. Then the decision for classifi-
cation should be based on the expert assessment of the Heart
Team. This assessment depends, on one hand, on the overall
echocardiographic profile (which may give indication for sta-
ble or compromized function of the left heart chambers, as
well as for the stage of progression of the changes in the heart
because of the ischemic remodelling), while on the other hand
it depends on the overall status of the patient and the presence
of other medical conditions.

The Heart Team must assess (using their expert knowledge)
which is the typical primary profile (for subgroups A1 and A2)
that is most similar to the status of the patient. If there is con-
sensus then the patient is classified in the respective subgroup
with a degree of membership 𝜇A1|A = 0.7 or 𝜇A2|A = 0.7. The
algorithm ends.

3. Assume that the patient is classified in group A according to
step 2 of MA, i.e. the patient does not have very damaged med-
ical status and has very high regurgitation through the MV. So
far, we know that the pre-operative profile of the patient does
not coincide with either one of the typical primary profiles for
subgroups A1 and A2, and the Heart Team has not reached a
consensus on the choice of operative treatment. In that case,
the final decision is made by the operating surgeon.

The operating surgeon must assess (using her/his expert
knowledge) which is the typical primary profile (for
subgroups A1 and A2) that is most similar to the status of the
patient. Then the patient is classified in the respective group
with a degree of membership 𝜇A1|A = 0.6 or 𝜇A2|A = 0.51.
The algorithm ends.

4. Let the patient be classified in group A according to steps 4, 5
or 6 of MA, i.e. the patient does not have very high regurgita-
tion through the MV. The classification is made by measuring
a series of parameters to test if those form a typical secondary
profile for subgroups A1 and A2, as described below:
The typical secondary profile for subgroup A1 includes:

(a) no prior myocardial infarction

(b) EF above 40%

(c) good general condition

(d) lack of other medical conditions that worsen the
prognosis

(e) LVEDVi not more than 80 mL/m² B.S.A.

(f) LVESVi not more than 40 mL/m² B.S.A.

(g) LAVi not more than 40 mL/m² B.S.A.

The typical secondary profile for subgroup A2 includes:

(a) medical history for prior myocardial infarction

(b) EF below 35%

(c) not very good general condition, presence of other
medical conditions (comorbidities) that worsen the
prognosis

(d) LVEDVi above 85 mL/m² B.S.A.

(e) LVESVi above 45 mL/m² B.S.A.

(f) LAVi over 45 mL/m² B.S.A.

If the pre-operative profile of the patient coincides with
either one of the typical secondary profiles for subgroups
A1 and A2, then the patient is classified in the respective
subgroup with a degrees of membership 𝜇A1 |A = 0.9 or
𝜇A2 |A = 0.9. The algorithm ends.

5. Let the patient be classified in group A according to steps 4, 5
or 6 of the MA, i.e. the patient does not have very high regurgi-
tation through the MV. So far, we know that the pre-operative
profile of the patient does not coincide with any of the typical
secondary profiles for subgroups A1 and A2. Then the decision
for classification should be based on the expert assessment of
the Heart Team. This assessment depends, on one hand, on the
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overall echocardiographic profile (which may give indication
for stable or compromized function of the left heart chambers,
as well as for the stage of progression of the changes in the heart
because of the ischemic remodelling), while on the other hand
it depends on the overall status of the patient and the presence
of other medical conditions.

The Heart Team must assess (using their expert knowledge)
which is the typical secondary profile (for subgroups A1 and
A2) that is most similar to the status of the patient. If there is
consensus then the patient is classified in the respective sub-
group with a degree of membership 𝜇A1 |A = 0.7 or 𝜇A2 |A =
0.7. The algorithm ends.

6. Let the patient be classified in group A according to steps 4, 5
or 6 of the MA, i.e. the patient does not have very high regurgi-
tation through the MV. So far, we know that the pre-operative
profile of the patient does not coincide with any of the typi-
cal secondary profiles for subgroups A1 and A2 and the Heart
Team has not reached a consensus on the choice of operative
treatment. In that case, the final decision is made by the oper-
ating surgeon.

The operating surgeon must assess (using her/his expert
knowledge) which is the typical secondary profile (for sub-
groups A1 and A2) that is most similar to the status of the
patient. Then the patient is classified in the respective group
with a degree of membership 𝜇A1 |A = 0.6 or 𝜇A2 |A = 0.51.
The algorithm ends.

The rationale of AAA is based on the following three medical
aspects:

• If the ischemic remodelling of the heart is at a comparatively
early stage, then the classification to subgroup A1 is undoubted.

• If the ischemic remodelling of the heart is at a comparatively
advanced stage, then the classification into subgroup A2 is also
undoubted;

• If the patient is classified in group A according to step 2 of MA,
then the patient is with comparatively more high-staged IMR
as compared to the one she/he might have if classified in group
A according to steps 4, 5 or 6 of MA. Therefore, if the ischemic
remodelling of the heart is stable, then the patient that was
classified in group A according to step 2 of the MA should be
allocated to subgroup A2, whereas a patient classified in group
A according to steps 4, 5 or 6 of the MA should be allocated to
subgroup A1.

The block diagram for AAA is given in Figure 2.

4. AUXILIARY ALGORITHM FOR B AND
IDENTIFICATION OF THE CONDITIONAL
DEGREE OF MEMBERSHIP

According to MA, the patients with isolated revascularization
(CABG) may be classified in group B in five different ways, respec-
tively in steps 1, 3, 4, 5 and 6. It is evident that group B is strongly
non-homogenous. For this study, these patients will be further

divided (for clarity of information) into two subgroups—B1 and
B2. Subgroup B1 will accommodate the patients with compara-
tively preserved heart and general status, where the expectation
is that revascularization (with no further risks from a combined
operation) will bring significant improvement in the heart con-
dition (with subsequent reversed remodelling of the left heart
chambers), which will allow to bring the patient back to
normal lifestyle. Subgroup B2 will include the patients with com-
paratively deteriorated heart condition and general status, with sub-
jectively assessed probable life expectancy under 3 years, where the
purpose is to use the most non-invasive operation to treat the IHD
and the heart insufficiency that results from the IHD, complicated
with IMR. Part of those patients may be subjected to operation
without cardio-pulmonary bypass (ОРСАВ) to make the operation
as less invasive as possible. For other patients the purpose would be
to control the clinical status of unstable angina.

From an informational stand point, this task may be described as
fuzzy partition into two subgroups—B1 (comparatively preserved
status) and B2 (comparatively damaged status) of patients with
IHD, complicated with IMR, classified for CABG, i.e. classified in
group B. During the classification, we need to find the degree of
membership of the patient to the subgroup she/he was classified
provided that the latter belongs to group B for sure (𝜇B1|B or 𝜇B2|B).
Another interpretation is to assume that during algorithmAAB, the
group B is a crisp set and the patients belong to it. A third equally
valid interpretation is to assume that we are looking for the degree
of membership of the patient to the subgroup she/he is classified if
we assume that the patient was classified in group B with 𝜇B = 1.
The first interpretation is clear enough, but regardless of the inter-
pretation the quantities 𝜇B1|B and 𝜇B2|B will be called conditional
degrees of membership to the respective subgroup.

START

Data for a patient determined 
for CABG+MVR

Patient classified in A
from step 2 of MA?

NoYes

Typical primary clinical 
picture for A1 observed?

YesNo

Typical primary clinical 
picture for A2 observed?

YesNo

HT consensus that patient 
resembles A1 more than A2?

YesNo

HT consensus that patient 
resembles A2 more than A1?

YesNo

Yes No

Yes No

Yes No

Yes No

Operating surgeon thinks patient 
resembles A1 more than A2?

YesNo Yes No

END

Typical secondary clinical 
picture for A1 observed?

Typical secondary clinical 
picture for A2 observed?

HT consensus that patient 
resembles A1 more than A2?

HT consensus that patient 
resembles A2 more than A1?

Operating surgeon thinks patient 
resembles A1 more than A2?

Classify the patient in A1

from step 1 with
1| 0.9A Aµ =

Classify the patient in A2

from step 1 with
2 | 0.9A Aµ =

Classify the patient in A2

from step 2 with
2 | 0.7A Aµ =

Classify the patient in A1

from step 2 with
1| 0.7A Aµ =

Classify the patient in A1

from step 3 with
1| 0.6A Aµ =

Classify the patient in A2

from step 3 with
2 | 0.51A Aµ =

Classify the patient in A1

from step 4 with
1| 0.9A Aµ =

Classify the patient in A2

from step 4 with
2 | 0.9A Aµ =

Classify the patient in A1

from step 5 with
1| 0.7A Aµ =

Classify the patient in A2

from step 5 with
2 | 0.7A Aµ =

Classify the patient in A2

from step 6 with
2 | 0.51A Aµ =

Classify the patient in A1

from step 6 with
1| 0.6A Aµ =

Figure 2 Auxiliary algorithm for A (AAA) as presented in Ref. [13].
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The information task of dividing patients from group B into two
subgroups is formalized using a 7-step auxiliary algorithm for B
(AAB):

1. Let the patient be classified in group B according to step 1 of
MA, i.e. the patient is with very severemedical condition. Then
the patient is classified in group B2 with degree of membership
𝜇B2|B = 1. The algorithm ends.

2. Let the patient be classified in group B according to steps 4, 5
or 6 of MA, i.e. the patient is not with very severe medical con-
dition and has significant but not more than moderate mitral
regurgitation through the MV. The classification is made by
measuring a series of parameters to test if those form a typical
primary profile for subgroups B1 and B2.
The typical primary profile for subgroup B1 includes:

(a) stable angina pectoris

(b) no medical history for prior myocardial infarction

(c) EF above 45%

(d) good general health

(e) lack of comorbidities that worsen the prognosis

(f) no limitations to conduct operation with cardio-
pulmonary bypass

(g) LVEDVi not more than 75 mL/m² B.S.A.

(h) LVESVi not more than 35 mL/m² B.S.A.

(i) LAVi not more than 35 mL/m² B.S.A.
The typical primary profile for subgroup B2 includes:

(a) unstable angina pectoris

(b) medical history for prior myocardial infarction

(c) EF less than 40%

(d) not very good general and medical condition

(e) presence of comorbidities that worsen the prognosis

(f) LVEDVi above 80 mL/m² B.S.A.

(g) LVESVi above 40 mL/m² B.S.A.

(h) LAVi above 40 mL/m² B.S.A.

(i) limitations to perform operation with cardio-pulmonary
bypass

If the pre-operative profile of the patient coincides with either
one of the typical primary profiles for subgroups B1 and B2,
then the patient is classified in the respective subgroup with a
degree of membership 𝜇B1|B = 0.9 or 𝜇B2|B = 0.9. The algo-
rithm ends.

3. Assume that the patient is classified in group B according to
steps 4, 5 or 6 ofMA, i.e. the patient does not have very deterio-
rated medical condition and has significant but not severe MV
regurgitation. So far, we know that the pre-operative profile of
the patient does not coincide with any of the typical primary
profiles for subgroups B1 and B2. Then the decision for classi-
fication should be based on the expert assessment of the Heart

Team. This assessment depends, on one hand, on the overall
echocardiographic profile (which may give indication for sta-
ble or compromised function of the left heart chambers, as well
as for the stage of progression of the changes in the heart as a
result of the ischemic remodelling), while on the other hand
it depends on the general health status of the patient and the
presence of comorbidities.

The Heart Team must assess (using their expert knowledge)
which is the typical primary profile (for subgroups B1 and B2)
that is most similar to the status of the patient. If there is con-
sensus then the patient is classified in the respective subgroup
with a degree of membership 𝜇B1|B = 0.7 or 𝜇B2|B = 0.7. The
algorithm ends.

4. Assume that the patient is classified in group B according to
steps 4, 5 or 6 of MA, i.e. the patient does not have very dete-
riorated medical condition and has significant but not more
than moderate MV regurgitation. So far, we know that the pre-
operative profile of the patient does not coincide with either
one of the typical primary profiles for subgroupsB1 andB2, and
the Heart Team has not reached a consensus on the choice of
operative treatment. In that case, the final decision is made by
the operating surgeon.

The operating surgeon must assess (using her/his expert
knowledge) which is the typical primary profile (for subgroups
B1 and B2) that is most similar to the status of the patient. Then
the patient is classified in the respective group with a degree of
membership 𝜇B1|B = 0.6 or 𝜇B2|B = 0.51. The algorithm ends.

5. Let the patient be classified in group B according to steps 3
of the MA, i.e. the patient does not have very deteriorated
medical condition and has significant mild to moderate MV
regurgitation. The classification is performed by measuring a
series of parameters to test if those form a typical secondary
profile for subgroups B1 and B2, as described below.

The typical secondary profile for subgroup B1 includes:

(a) no medical history for myocardial infarction

(b) EF above 40%

(c) good general health

(d) lack of comorbidities that worsen the prognosis

(e) no limitations to conduct operation with cardio-
pulmonary bypass

(f) LVEDVi not more than 80 mL/m² B.S.A.

(g) LVESVi not more than 35 mL/m² B.S.A.

(h) LAVi not more than 40 mL/m² B.S.A.

The typical secondary profile for subgroup B2 includes:

(a) medical history for prior myocardial infarction

(b) EF below 35%

(c) not very good general and medical condition

(d) presence of comorbidities that worsen the prognosis

(e) LVEDVi above 85 mL/m² B.S.A.

(f) LVESVi above 45 mL/m² B.S.A.
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(g) LAVi above 45 mL/m² B.S.A.

(h) no limitations to perform operation with cardio-
pulmonary bypass

If the pre-operative profile of the patient coincides with either
one of the typical secondary profiles for subgroups B1 and B2,
then the patient is classified in the respective subgroup with
degrees of membership 𝜇B1|B = 0.9 or 𝜇B2|B = 0.9. The algo-
rithm ends.

6. Assume that the patient is classified in group B according to
step 3 of MA, i.e. the patient does not have very deteriorated
medical condition and has significant mild to moderate MV
regurgitation. So far, we know that the pre-operative profile of
the patient does not coincide with any of the typical secondary
profiles for subgroups B1 and B2. Then the decision for classi-
fication should be based on the expert assessment of the Heart
Team. This assessment depends, on one hand, on the overall
echocardiographic profile (which may give indication for sta-
ble or compromized function of the left heart chambers, as
well as for the stage of progression of the changes in the heart
because of the ischemic remodelling), while on the other hand
it depends on the overall status of the patient and the presence
of comorbidities.

The Heart Team must assess (using their expert knowledge)
which is the typical secondary profile (for subgroupsB1 andB2)
that is most similar to the status of the patient. If there is con-
sensus then the patient is classified in the respective subgroup
with a degree of membership 𝜇B1|B = 0.7 or 𝜇B2|B = 0.7. The
algorithm ends.

7. Assume that the patient is classified in group B according to
step 3 of MA, i.e. the patient does not have very deteriorated
medical status and has significant mild tomoderateMV regur-
gitation. So far, we know that the pre-operative profile of the
patient does not coincide with either one of the typical sec-
ondary profiles for subgroups B1 and B2, and the Heart Team
has not reached a consensus on the choice of operative treat-
ment. In that case, the final decision is made by the operating
surgeon.

The operating surgeon must assess (using her/his expert
knowledge) which is the typical secondary profile (for sub-
groups B1 and B2) that is most similar to the status of the
patient. Then the patient is classified in the respective group
with a degree of membership 𝜇B1|B = 0.6 or 𝜇B2|B = 0.51. The
algorithm ends.

The rationale of AAB is based on the following six medical aspects:

• If the patient is classified in group B according to step 1 of MA
then the patient has severely deteriorated medical status and
the classification in subgroup B2 is undoubted;

• If the ischemic remodelling of the heart is at an early stage, then
the classification in subgroup B1 is undoubted for a patient
classified in group B according to steps 3, 4, 5 or 6 of MA;

• If the ischemic remodelling of the heart is in comparatively
advanced stage, then the classification in subgroup B2 is also
undoubted for patients classified in group B according to steps
3, 4, 5 or 6 of MA;

• If the patient is classified in group B according to steps 4, 5 or 6
of MA, then the she/he has significantly more severe MR than
if she/he was classified in group B according to step 3 of MA.
Therefore, if the ischemic remodelling of the heart is stable
then a patient, classified in group B, according to steps 4, 5 or 6
of MA should be classified in subgroup B2, whereas a patient
classified in group B according to step 3 of MA should be
classified in subgroup B1;

• The MR of a patient classified in group B according to steps 4, 5
or 6 of MA is significantly lower than that of a patient classified
in group A according to step 2 of MA. In the second case,
however, the decrease of MR is one of the objectives of the
operative treatment, whereas in the first case the MR will be
treated as complication during the isolated revascularization.
Because of all those considerations, the typical primary profiles
for subgroups B1 and B2 are similar to the typical primary
profiles for subgroups A1 and A2.

• The MR of a patient classified in group B according to step 3 of
MA is significantly lower than that of a patient classified in
group A according to steps 4, 5 or 6 of MA. In the second case,
however, the decrease of MR is one of the objectives of the
operative treatment, whereas in the first case the MR will be
treated as complication during the isolated revascularization.
Because of all those considerations, the typical secondary
profiles for subgroups B1 and B2 are similar to the typical
secondary profiles for subgroups A1 and A2.

The block diagram for the AAB is given in Figure 3.

START

Data for a patient determined
for isolated CABG

YesNo

YesNo

YesNo

YesNo

YesNo

Yes No

Yes No

Yes No

Yes No

YesNo Yes No

END

NoYes

Patient classified in B
from step 1of MA? 

Patient classified in B
from step 4, 5 or 6 of MA? 

Typical primary clinical 
picture for B1 observed?

Typical primary clinical
picture for B2 observed?  

HT consensus that patient
resembles B1 more than B2? 

HT consensus that patient
resembles B2 more than B1?  

Operating surgeon thinks patient
resembles B1 more than B2?  

Typical secondary clinical
picture for B1 observed?

Typical secondary clinical 
picture for B2observed?

HT consensus that patient 
resembles B1 more than B2?

HT consensus that patient
resembles B2 more than B1? 

Operating surgeon thinks patient
resembles B1 more than B2?  

Classify the patient in B2
from step 1 with µB1|B = 1

Classify the patient in B1
from step 2 with µB1|B = 0.9

Classify the patient in B1 
from step 3 with µB1|B = 0.7

Classify the patient in B1 
from step 4 with µ |B1B = 0.6

Classify the patient in B2 
from step 2 with µ

B2|B
 = 0.9

Classify the patient in B2 
from step 3 with µ = 0.7

Classify the patient in B2 
from step 4 with µB2|B 

Classify the patient in B2 
from step 7 with µ B2 |B = 0.51

Classify the patient in B1
from step 7 with µB1| B

Classify the patient in B1 
from step 5 with µB1|B = 0.9

Classify the patient in B2
from step 5 with 2| 0.9BBµ =

Classify the patient in B1
from step 6 with B1|Bµ = 0.7

Classify the patient in B2
from step 6 with µ 0.7=|B2 B

= 0.51 = 0.6

B2| B

Figure 3 Auxiliary algorithm for B (AAB) as presented in Ref. [13].Pdf_Folio:1082
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5. CALCULATION OF THE DEGREE OF
MEMBERSHIP TO THE SUBGROUP

Assume that we have determined the subgroup of a patient using
MA and either AAA or AAB. If the patient is classified in A1, then
𝜇A is known fromMAand𝜇A1 |A is known fromAAA. If the patient
is classified in A2, then 𝜇A is known from MA and 𝜇A2 |A is known
from AAA. If the patient is classified in B1, then 𝜇B is known from
MA and 𝜇B1 |B is known from AAB. If the patient is classified in B2,
then𝜇B is known fromMAand𝜇B2 |B is known fromAAB.Weneed
to estimate the degree ofmembership of the patient to the subgroup
to which she/he is classified.

For example, if a patient is to be classified in the fuzzy subgroup
B1, then the former needs to be a member of the fuzzy group
B and simultaneously to be a member of the fuzzy subgroup B1,
if she/he belongs to the group B with certainty. That is why we
should use a fuzzy intersection, a.k.a. t-norm (which is the short for
triangular norm) to calculate the degree of membership to this
intersection using the degrees of membership to the two above-
mentioned fuzzy sets [15]. The t-norm is some generalization of
the intersection operation over two crisp sets, in the same way the
degree of membership is a generalization of the indicator function
of the crisp set. The latter is 1 for any element of the crisp set,
and 0 for any non-element of the crisp set. There are uncountable
many t-norms [21]. However, four t-norms are considered basic
and are broadly accepted by the fuzzy-theory community: stan-
dard t-norm (a.k.a. minimum t-norm), drastic t-norm, Lukasiewicz
t-norm, and product t-norm [22,23]. We have selected to use the
product t-norm to calculate the degree of membership 𝜇Z of an
object to a fuzzy set Z if the latter is an intersection of the fuzzy sets
X and Y and the degrees of membership of the object to X and Y
are respectively 𝜇X and 𝜇Y:

𝜇Z = Tprod (𝜇X, 𝜇Y) = 𝜇X 𝜇Y (1)

Then the degrees of membership of a given patient to the subgroup
to which she/he is classified can be calculated using the respective
formula from the four given below:

𝜇A1 = Tprod
(
𝜇A, 𝜇A1|A

)
= 𝜇A 𝜇A1|A (2)

𝜇A2 = Tprod
(
𝜇A, 𝜇A2|A

)
= 𝜇A 𝜇A2|A (3)

𝜇B1 = Tprod
(
𝜇B, 𝜇B1|B

)
= 𝜇B 𝜇B1|B (4)

𝜇B2 = Tprod
(
𝜇B, 𝜇B2|B

)
= 𝜇B 𝜇B2|B (5)

We have selected the product t-norm (1) because of three reasons.

The first reason relates to the required properties of the t-norm in
this case. It is obvious, that the t-norm should be defined for any
𝜇X ∈ [0, 1] and 𝜇Y ∈ [0, 1]. It should change infinitely small if any
of the inputs changes infinitely small. Such a t-norm is called con-
tinuous [24]. It is natural to require that 𝜇Z should strictly increase
with the increase of any of 𝜇X and 𝜇Y. The last requirement makes
more sense for the degrees of membership in (2)–(5). Such t-norm

is also known as strictly monotone. If a t-norm is continuous and
strictlymonotone, then it is known as strict t-norm.Among the four
basic t-norms, only the product t-norm is strict.

The second reason is that using the product t-norm we can obtain
results, which apply equally well to membership functions and to
subjective probabilities. By doing so we can bypass the problem for
interpretation of 𝜇A1

, 𝜇A2
, 𝜇B1 , and 𝜇B2 (see also the Conclusion

section).

The third reason is that the absence of idempotence is irrelevant in
our context. The idempotence property of a t-norm deals with a sit-
uation, where X and Y coincide and obviously Z, as their intersec-
tion, also coincides with them. So 𝜇X, 𝜇Y and 𝜇Z should be equal
for each object because in this situation they represent the degrees
of membership of the object to the same fuzzy set X ≡ Y ≡ Z.
So, the idempotence property requires that 𝜇X = T (𝜇X, 𝜇X), which
obviously is not true for the product t-norm. However, we apply the
product t-norm only in (2)–(5). In those formulae, the fuzzy group
A is always different from the fuzzy subgroups A1 and A2, provided
that the patients were classified in groupAwith certainty. The same
applies for the group B and the subgroups B1 and B2. That is why
the main disadvantage of the product t-norm (the absence of idem-
potence), is completely irrelevant in our context.

6. EXPERIMENTAL RESULTS

6.1. Medical Data

The above discussed algorithms are tested over data for patients
with IHD complicated with IMR, collected over 4 years at the
Department of Cardiac Surgery, St. Marina University Hospital in
Varna, Bulgaria.

The criteria to include patients in the survey are:

1. Patients with IHD, proven through coronary angiography
(interventional or computer-assisted) that have indications for
operative revascularization [25];

2. Information for post-myocardial infarction scar at the area of
postero-medial and/or antero-lateral papillary muscle;

3. Not less than 7 days after onset of acute myocardial infarction;

4. Echocardiographic evaluation of themorphology and function
of the MV, which shows IMR (mild to moderate, moderate, or
moderate to severe IMR – 1st to 2nd, 2nd, 2nd to 3rd, or 3rd
degree) without morphological changes in the MV apparatus
(secondary MV regurgitation);

5. Age between 18 and 80 years;

6. Subjectively assessed probable life expectancy over 3 years
[2,26];

7. No prior heart surgeries;

8. No contraindications for open-heart surgery.

A total of 140 patients complied with those criteria. For every
patient, the following parameters are recorded and archived:
16 identificators, 14 anamnesis parameters, 2 treatment cost
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parameters and 12 tripled parameters. The latter 12 tripled param-
eters were measured first before the operation, then shortly after
the operation (5 to 10 days post-operatively), and finally - late
after operation (6 to 54 months post-operatively). Therefore, every
tripled parameter is in fact three different values in different time
points. So, every patient is described by a 68-dimensional record of
the following parameters:

• Identificators: identification number, subgroup, local subgroup
index, step in MA for classification in A or B, step in AAA for
classification in A1 и A2, step in AAB for classification in B1 or
B2, 𝜇A, 𝜇B, 𝜇A1 |A, 𝜇A2|A, 𝜇B1|B, 𝜇B2|B, 𝜇A1

, 𝜇A2
, 𝜇B1 , 𝜇B2 .

• Anamnesis parameters: age, gender, emergency of operation,
diabetes, cerebrovascular incidents, renal failure, type of angina
pectoris, pre-operative arrhythmia, NewYorkHeart Association
(NYHA) functional class, myocardial infarction, previous
percutaneous coronary intervention, left main coronary artery
stenosis, SYNTAX score, pre-operative tethering of the MV.

• Treatment cost parameters: hours spent in intensive care unit,
days spent in hospital.

• Tripled parameters: LVEDVi, LVESVi, LAVi, degree of mitral
regurgitation, regurgitation volume, vena contracta, coaptation
height, tenting area, tenting height, proximal isovelocity
surface area radius, EF, modified EF.

The data are collected from medical history of each patient, trans-
thoracic 2D echocardiography (TTE) including colour and pulse
Doppler, and in most of the cases with intraoperative trans-
oesophageal echocardiography (TEE).

The leading medical experts at the Department of Cardiac Surgery
analysed all 68-dimensional records and divided the patients into 4
groups—A1, A2, B1, B2. Additionally, some of the classified patients
were defined as outliers if their clinical status was contradictory and
the parameters were not consistent. During this classification, the
leading medical experts used pre-operative and post-operative data
and in fact the classification was performed in hindsight. In that
way, the reliability of this classification is beyond doubt. Let’s denote
this as “absolute” classification.

6.2. Fuzzy Classification by the Heart Team

The pre-operative data was subjected to MA, AAA and AAB, exe-
cuted by theHeart Team, led by theOperating Surgeon. The degrees
of membership, utilized in MA, AAA and AAB are optimized to
achieve minimal discrepancy from the “absolute” classification.
The patients with degrees of membership to their subgroup less
than 0.5 were declared outliers. A low threshold would produce
larger, but less homogenous subgroups of patients. A high thresh-
old would produce more homogenous, but smaller subgroups. The
threshold of 0.5 is a suitable compromise between the objectives to
have homogenous subgroups and have large subgroups. In a similar
study, investigators may very well select a different threshold.

Any patient, classified by either step 6 of MA, or step 3 and 6 in
AAA, or steps 4 and 7 in AAB turned out to be an outlier. This is an
excellent result since even the Heart Team could not reach consen-
sus on the classification of such patients. Such patients are 13 in total
in the study. The algorithms defined a total of 18 additional outliers.

There was no discrepancy between the fuzzy algorithm results and
the “absolute” classification.

TheMAwas applied on the overall sample of 140 patients. Of those,
71 were classified in A, and 69 were classified in B. The degrees of
membership to A or B (𝜇A or 𝜇B respectively) for each patient was
calculated.

The AAA was applied on the sample of 71 patients classified in A.
Of those, 29 were classified in A1 and 42 in A2. The conditional
degrees of membership toA1 orA2 (𝜇A1|A or 𝜇A2|A respectively) for
each patient from group A were calculated using (2) or (3).

TheAABwas applied on the sample of 69 patients classified inB. Of
those, 36 were classified in B1 and 33 in B2. The conditional degrees
of membership to B1 or B2 (𝜇B1|B or 𝜇B2|B respectively) for each
patient from group B were calculated using (4) or (5).

The 29 patients classified in group A1 were additionally denoted
with local subgroup indices—(A1,1), (A1,2), . . . , (A1,29). AAA
classified the 29 patients in subgroupA1 as follows: 4 were classified
in step 1, 1 in step 2, none in step 3, 14 in step 4, 9 in step 5 and 1 in
step 6. The mean degree of membership to subgroup A1 was 0.653.
Of those patients, 5 belong to subgroup A1 with degree of mem-
bership lower than 0.5 (𝜇A1

< 0.5) and are identified as outliers,
denoted with (A1,25), (A1,26), . . . , (A1,29). Their mean degree of
membership is:

E𝜇out
A1 =

1
5

29
∑
i=25

𝜇(A1,i)A1 = 0.464

The remaining data forms a fuzzy sample for A1 of 24 patients with
mean degree of membership:

E𝜇in
A1 =

1
24

24
∑
i=1

𝜇(A1,i)A1 = 0.693

The mean degree of membership to subgroup A1 is:

E𝜇A1 =
1
29

29
∑
i=1

𝜇(A1,i)A1 =
24E𝜇in

A1 + 5E𝜇out
A1

24 + 5 = 0.653

The 42 patients classified in group A2 were additionally denoted
with local subgroup indices—(A2,1), (A2,2), . . . , (A2,42). AAA
classified the 42 patients in subgroup A2 as follows: 8 were classi-
fied in step 1, 12 in step 2, none in step 3, 9 in step 4, 10 in step 5
and 3 in step 6. Of those patients, 10 belong to subgroup A2 with
degree of membership lower than 0.5

(
𝜇A2

< 0.5
)
and are identi-

fied as outliers, denoted with (A2,33), (A2,34), . . . , (A2,42). Their
mean degree of membership is:

E𝜇out
A2 =

1
10

42
∑
i=33

𝜇(A2,i)A2 = 0.435

The remaining data forms a fuzzy sample for A2 of 32 patients with
mean degree of membership:

E𝜇in
A2 =

1
32

32
∑
i=1

𝜇(A2,i)A2 = 0.758
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The mean degree of membership to subgroup A2 is:

E𝜇A2 =
1
42

42
∑
i=1

𝜇(A2,i)A2 =
32E𝜇in

A2 + 10E𝜇out
A2

32 + 10 = 0.681

The 36 patients classified in subgroup B1 were additionally denoted
with local subgroup indices—(B1,1), (B1,2), . . . , (B1,36). AAB clas-
sified the 36 patients in subgroup B1 as follows: 11 were classified
in step 2, 10 in step 3, none in step 4, 15 in step 5, none in step 6
and none in step 7. Of those patients, 5 belong to subgroup B1 with
degree of membership lower than 0.5

(
𝜇B1 < 0.5

)
and are identi-

fied as outliers, denoted with (B1,32), (B1,33), . . . , (B1,36). Their
mean degree of membership is:

E𝜇out
B1 = 1

5
36
∑
i=32

𝜇(B1,i)B1 = 0.490

The remaining data forms a fuzzy sample for B1 of 31 patients with
mean degree of membership:

E𝜇in
B1 =

1
31

31
∑
i=1

𝜇(B1,i)B1 = 0.819

The mean degree of membership to subgroup B1 is:

E𝜇B1 =
1
36

36
∑
i=1

𝜇(B1,i)B1 =
31E𝜇in

B1 + 5E𝜇out
B1

31 + 5 = 0.773

The 33 patients classified in subgroup B2 were additionally denoted
with local subgroup indices—(B2,1), (B2,2), . . . , (B2,33). AAB clas-
sified the 33 patients in subgroup B2 as follows: 8 were classified in
step 1, 2 in step 2, 13 in step 3, 3 in step 4, none in step 5, 7 in step 6
and none in step 7. Of those patients, 11 belong to subgroup B2 with
degree of membership lower than 0.5

(
𝜇B2 < 0.5

)
and are identi-

fied as outliers, denoted with (B2,23), (B2,24), . . . , (B2,33). Their
mean degree of membership is:

E𝜇out
B2 = 1

11
33
∑
i=23

𝜇(B2,i)B2 = 0.415

The remaining data forms a fuzzy sample for B2 of 22 patients with
mean degree of membership:

E𝜇in
B2 =

1
22

22
∑
i=1

𝜇(B2,i)B2 = 0.795

The mean degree of membership to subgroup B2 is:

E𝜇B2 =
1
33

33
∑
i=1

𝜇(B2,i)B2 =
22E𝜇in

B2 + 11E𝜇out
B2

22 + 11 = 0.668

The MA has classified the 71 patients from group A as follows: 25
were classified in step 2, 16 in step 4, 26 in step 5 and 4 in step 6.
The mean degree of membership to their subgroup is:

E𝜇A = 1
71

( 29
∑
i=1

𝜇(A1,i)
A1 +

42
∑
i=1

𝜇(A2,i)
A2

)

=
29E𝜇A1 + 42E𝜇A2

29 + 42 = 0.670

Of those patients, 15 (5 from subgroup A1 and 10 from
subgroup A2) were declared outliers since the respective
degree of membership to their subgroups was lower than 0.5(
𝜇(A1,i)A1 < 0.5 or𝜇(A2,i)A2 < 0.5

)
. Their mean degree of member-

ship is:

E𝜇out
A = 1

15

( 29
∑
i=25

𝜇(A1,i)
A1 +

42
∑
i=33

𝜇(A2,i)
A2

)

=
5E𝜇out

A1 + 10E𝜇out
A2

5 + 10 = 0.445

The remaining data forms a fuzzy sample for A of 56 patients with
mean degree of membership calculated as:

E𝜇in
A = 1

56

( 24
∑
i=1

𝜇(A1,i)
A1 +

32
∑
i=1

𝜇(A2,i)
A2

)

=
24E𝜇in

A1 + 32E𝜇in
A2

24 + 32 = 0.730

The MA has classified the 69 patients from group B as follows: 8
were classified in step 1, 22 in step 3, 21 in step 4, 14 in step 5 and 4
in step 6. The mean degree of membership to their subgroup is:

E𝜇B = 1
69

( 36
∑
i=1

𝜇(B1,i)
B1 +

33
∑
i=1

𝜇(B2,i)
B2

)

=
36E𝜇B1 + 33E𝜇B2

36 + 33 = 0.723

Of those patients, 16 (5 from subgroupB1 and 11 from subgroupB2)
were declared outliers since the respective degree of membership to
their subgroups was lower than 0.5

(
𝜇(B1,i)B1 < 0.5 or𝜇(B2,i)B2 < 0.5

)
.

Their mean degree of membership is:

E𝜇out
B = 1

16

( 36
∑
i=32

𝜇(B1,i)
B1 +

33
∑
i=23

𝜇(B2,i)
B2

)

=
5E𝜇out

B1 + 11E𝜇out
B2

5 + 11 = 0.439

The remaining data forms a fuzzy sample for B of 53 patients with
mean degree of membership:

E𝜇in
B = 1

53

( 31
∑
i=1

𝜇(B1,i)
B1 +

22
∑
i=1

𝜇(B2,i)
B2

)

=
31E𝜇in

B1 + 22E𝜇in
B2

31 + 22 = 0.809

For example, a patient with identification number 34 was classified
in group A by step 4 of MA. Hence, the degree of membership to
group A is 𝜇A = 0.9. The patient was classified in subgroup A2
by step 5 of AAA. Hence the conditional degree of membership to
subgroup A2 provided that the patient belongs to group Awith cer-
tainty is 𝜇A2|A = 0.7. Using formula (3), the degree of membership
to subgroup A2 is 𝜇A2 = 0.9 × 0.7 = 0.63. Since 𝜇A2 is at least 0.5,

Pdf_Folio:1085



1086 N. Nikolova et al. / International Journal of Computational Intelligence Systems 12(2) 1075–1090

this patient is assumed not an outlier. The patient was assigned a
local subgroup index (A2,16).

As another example, a patient with identification number 110 was
classified in group B by step 5 ofMA.Hence, the degree ofmember-
ship to group B is 𝜇B = 0.7. The patient was classified in subgroup
B1 by step 3 of AAB. Hence the conditional degree of membership
to subgroup B1 provided that the patient belongs to group B with
certainty is 𝜇B1|B = 0.7. Using formula (4), the degree of member-
ship to subgroup B1 is 𝜇B1 = 0.7×0.7 = 0.49. Since 𝜇B1 is less than
0.5, this patient is assumed an outlier. The patient was assigned a
local subgroup index (B1,35).

6.3. Forming Fuzzy Samples

The degrees ofmembership discussed in section 6.2 are a character-
istic of the patient hence they can be assigned to the values of any of
the 68 parametersmeasured for each patient. So, once the degrees of
membership are identified, we can form various fuzzy samples for
any of the 68 parameters, recorded for each patient in the database
(see section 6.1).

For example, let’s analyse the LVEDVi measured before operation
(pre-operative) for all patients classified in subgroup B2. We shall
form two fuzzy samples—one for the 22 non-outlier patients whose
𝜇B2 ≥ 0.5 (denoted 𝜒in,LVEDV

B2,preop ), and another for the 11 outlier
patients whose 𝜇B2 < 0.5 (denoted 𝜒out,LVEDV

B2,preop ):

𝜒in,LVEDV
B2,preop = {(101.73, 0.630), (81.25, 0.700), (25.50, 0.630), (100.10,

0.700), (80.79, 1.000), (68.50, 0.630), (95.88, 1.000), (38.27, 0.700),
(44.58, 0.630), (53.11, 0.630), (52.58, 1.000), (38.25, 0.630), (56.24,
0.700), (50.85, 1.000), (82.03, 1.000), (35.71, 0.700), (58.93, 0.810),
(85.19, 1.000), (51.83, 0.700), (48.65, 0.700), (58.79, 1.000), (67.66,
1.000)}

𝜒out,LVEDV
B2,preop = {(49.13, 0.490), (73.57, 0.490), (71.07, 0.260), (53.14,

0.260), (65.79, 0.490), (42.07, 0.490), (101.10, 0.490), (72.55, 0.490),
(73.86, 0.490), (52.82, 0.357), (36.24, 0.260)}

To assess the impact of the MVRepair we need to compare the fol-
lowing pairs of fuzzy samples: a) for each medical parameter (the
original 68 excluding the identificators) for subgroups A1 and B1;
b) for each medical parameter for subgroups A2 and B2; c) for each
tripled parameter measured before and late after operation for a
given subgroup; d) for each tripled parameter measured before and
early after operation for a given subgroup.

All these fuzzy samples can be constructed as demonstrated above.
The same approach is valid for any of the medical parameters,
regardless of whether the parameter is discrete or continuous.
A discussion on fuzzy samples as utilized here can be found in
Ref. [16].

6.4. Comparison with Other Classifiers

To demonstrate the advantages of the proposed techniques, in this
section we subject our data to other known classification tech-
niques.

We constructed 8 classifiers, denoted from C1 to C8. All classifiers
are Bayesian [27] with equal priors and they classify patients into
one of four classes—A1, A2, B1 or B2. When the maximum poste-
rior probability is under 50%, the patient is considered an outlier

from eitherA or B depending on the class with maximum posterior
probability.

The resubstitution errors [28] of those classifiers are derived using
a testing sample of 140 patients, distributed as follows—24 inA1, 32
in A2, 31 in B1 and 22 in B2, with 15 outliers from group A and 16
outliers from group B (see section 6.1 for reference on those alloca-
tions).We use the resubstitution error as it is the easiest to calculate,
it has excellent variance and slight optimistic bias, which is a good
basis for comparison with better algorithms.

Classifiers C1 and C2 work with 14 discrete features (see Refs.
[29,30]) and 12 independent continuous features (see Refs. [30,31]).
Classifiers from C3 to C8 use 14 discrete features and 12 multi-
normal continuous features. The latter six classifiers reject classi-
fication of any patient in the test sample that has missing data in
themultinormal continuous features. Let us denote such patients as
rejected patients.

The learning samples of C1, C3, C4 and C5 consist of both typical
and outlier patients distributed into A1, A2, B1 and B2 respectively
as 29, 42, 36 and 33. The learning samples of C2, C6, C7 and C8
consist only of typical patients in each class, respectively 24, 32, 31
and 22 in A1, A2, B1 and B2.

Classifiers C3 and C6 are quadratic and use separate covariance
matrix for each class. Classifiers C4, C5, C7 and C8 are linear and
use a unified covariance matrix for all classes. For C4 and C7, the
unified covariance matrix is calculated as the mean from the four
covariancematrices of the classes weighted by the number of obser-
vations in each class in the learning sample. For C5 and C8, the
unified covariance matrix is calculated as the mean from the four
covariance matrices of the classes.

If any patient is classified as an outlier, her/his characteristics would
not influence those of the subgroup. Therefore, the classification in
A1/A2, and B1/B2 is not an issue. However, for such a patient it is
important to define the classification to either A or B (as it defines
the type of operation and hence it is of great importance for the
patient). That is why the performance estimation of each classifier
is formalized in a modified confusion matrix [28] given in Table 1
through Table 8.

In Table 9 we give the modified confusion matrix for the crisp algo-
rithm, advised in Refs. [13,14]. Table 10 gives the modified confu-
sion matrix for the fuzzy algorithms presented in this paper.

To summarize the information from themodified confusionmatri-
ces, we introduce four criteria: 1) K1—the percentage of the non-
rejected patients; 2) K2 —the percentage of the correctly classified
patients out of all non-rejected typical patients; 3) K3—the per-
centage of the patients correctly classified as outliers from group A

Table 1 Modified confusion matrix for C1.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 18 5 1 0 0 0 0

A2 (32) 3 29 0 0 0 0 0
B1 (31) 1 0 29 1 0 0 0
B2 (22) 1 0 4 17 0 0 0
Outliers A (15) 10 4 0 1 0 0 0
Outliers B (16) 1 0 2 12 0 1 0Pdf_Folio:1086
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Table 2 Modified confusion matrix for C2.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 20 4 0 0 0 0 0

A2 (32) 4 28 0 0 0 0 0
B1 (31) 1 0 27 3 0 0 0
B2 (22) 1 0 1 20 0 0 0
Outliers A (15) 11 3 0 1 0 0 0
Outliers B (16) 6 1 4 4 0 1 0

Table 3 Modified confusion matrix for C3.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 21 2 0 0 0 0 1

A2 (32) 1 30 0 0 0 0 1
B1 (31) 0 0 27 3 0 0 1
B2 (22) 1 1 0 19 0 0 1
Outliers A (15) 3 9 0 0 0 0 3
Outliers B (16) 2 2 2 7 0 0 3

Table 4 Modified confusion matrix for C4.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 22 1 0 0 0 0 1

A2 (32) 2 27 0 1 1 0 1
B1 (31) 0 0 27 2 1 0 1
B2 (22) 1 0 1 19 0 0 1
Outliers A (15) 6 6 0 0 0 0 3
Outliers B (16) 1 0 5 6 0 1 3

Table 5 Modified confusion matrix for C5.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 22 1 0 0 0 0 1

A2 (32) 2 26 0 1 2 0 1
B1 (31) 0 0 27 2 1 0 1
B2 (22) 1 0 1 19 0 0 1
Outliers A (15) 6 6 0 0 0 0 3
Outliers B (16) 1 0 5 6 0 1 3

Table 6 Modified confusion matrix for C6.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 22 1 0 0 0 0 1

A2 (32) 1 30 0 0 0 0 1
B1 (31) 0 0 27 3 0 0 1
B2 (22) 1 0 0 20 0 0 1
Outliers A (15) 6 6 0 0 0 0 3
Outliers B (16) 4 2 4 3 0 0 3

or outliers from group B out of the non-rejected outlier patients;
4) K4—the percentage of the patients correctly classified (either as
typical or outlier patients) in group A or in group B out of the non-
rejected outlier patients.

The resulting values of those criteria for C1 through C8, the crisp
and the fuzzy algorithms are given in Table 11.

Table 7 Modified confusion matrix for C7.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 22 0 1 0 0 0 1

A2 (32) 3 27 0 0 0 1 1
B1 (31) 0 0 28 2 0 0 1
B2 (22) 1 0 0 20 0 0 1
Outliers A (15) 9 3 0 0 0 0 3
Outliers B (16) 2 1 4 5 0 1 3

Table 8 Modified confusion matrix for C8.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 22 0 1 0 0 0 1

A2 (32) 2 28 0 0 0 1 1
B1 (31) 0 0 28 2 0 0 1
B2 (22) 1 0 0 20 0 0 1
Outliers A (15) 9 3 0 0 0 0 3
Outliers B (16) 2 1 4 5 0 1 3

Table 9 Modified confusion matrix for the crisp algorithms.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 24 0 0 0 0 0 0

A2 (32) 0 32 0 0 0 0 0
B1 (31) 0 0 31 0 0 0 0
B2 (22) 0 0 0 22 0 0 0
Outliers A (15) 7 7 1 0 0 0 0
Outliers B (16) 0 2 6 8 0 0 0

Table 10 Modified confusion matrix for the fuzzy algorithms.

Classified
A1 A2 B1 B2 Outliers

in A
Outliers
in B

Rejected

Tr
ue

(N
o.
) A1 (24) 24 0 0 0 0 0 0

A2 (32) 0 32 0 0 0 0 0
B1 (31) 0 0 31 0 0 0 0
B2 (22) 0 0 0 22 0 0 0
Outliers A (15) 0 0 0 0 15 0 0
Outliers B (16) 0 0 0 0 0 16 0

A serious drawback of six of the Bayesian classifiers is the 7% of
rejected patients that are not classified (see first row of Table 11).
Another drawback of all Bayesian classifiers is that between 6%
and 14% of typical patients are not correctly classified (see K2 in
second row of Table 11). A third drawback of the Bayesian classi-
fiers and the crisp algorithm is that between 4% and 26% of outlier
patients are not assigned the right treatment (seeK4 in fourth rowof
Table 11). However, the main problem of all Bayesian classifiers as
well as the crisp algorithm is their extremely poor outlier detection
(K3 is between 0% and 4% in the third row of Table 11). This cre-
ates difficulties when assessing the characteristics of the subgroups.
The fuzzy algorithms (last column of Table 11) show excellent dif-
ferentiation of typical patients and outliers. On top, the fuzzy algo-
rithms are the only approach that provides ameasure of how typical
a patient is to its subgroup. Hence, this measure should be used as
weight coefficient when obtaining the subgroup characteristics.Pdf_Folio:1087
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Table 11 Values (in %) of the performance criteria for classifiers C1 to
C8, the crisp and the fuzzy algorithms.

C1 C2 C3 C4 C5 C6 C7 C8 crisp fuzzy
K1 100 100 93 93 93 93 93 93 100 100
K2 86 87 92 90 90 94 92 93 100 100
K3 3 3 0 4 4 0 4 4 0 100
K4 94 74 84 96 96 76 88 88 90 100

The Bayesian classifiers as a whole differ from both the crisp and
the fuzzy algorithms in another important, though non-numerical,
aspect. The Heart Team has an explicit role in the application of the
algorithms and no role at all in the Bayesian classifiers. Evidently
theHeart Teamwill bemuchmore comfortablewith the results they
engaged with, especially having in mind that those results provide
at least partial explanation as to why patients were classified in a
given subgroup.

7. DISCUSSION

As mentioned earlier, the degrees of membership used for the fuzzy
algorithmswere optimized to reachminimumdiscrepancy with the
“absolute” classification. Other research teams may decide to use
a different approach when identifying the degrees of membership.
The proposed procedures will still be valid and based on the differ-
ent degrees of membership they will produce different stratification
of patients to groups and subgroups hence a different recommen-
dation for treatment.

When stratification is concerned, other practitioners may decide to
stratify patients into three ormore subgroups to improve the homo-
geneity of the subgroup samples. This approach would be adequate
when a larger initial sample is available. For the sake of the cur-
rent study, the research team has decided that four subgroups are a
proper balance between the achieved homogeneity in the subgroups
and the size of the resulting subgroup samples (which in turn influ-
ences the precision of further statistical inferences made based on
the data).

Strictly speaking, every patient belongs to the four fuzzy subgroups
and theoretically speaking all those four degrees of membership
could be calculated, and their sum would be one. By calculating the
four degrees of membership we would complete a fuzzy partition of
the patients into the four subgroups [22]. This is not the approach
chosen in this paper. Instead, the algorithms proposed here calcu-
late only the maximal of those four coefficients, which pre-defines
the classification of the patient to a given subgroup. Furthermore—
if the maximum is less than 0.5, then the patient is considered an
outlier and does not participate in subsequent calculations. The
objective is to assess more adequately the characteristics of the sub-
group. For example, if a patient has a degree of membership to a
given subgroup of 35%, then the influence of her/his characteris-
tics over the characteristics of the subgroup is noise rather than an
actual contribution to improve adequacy of the subgroup descrip-
tion. Other approaches are also possible, for example to analyse all
patients classified in a given subgroup regardless of how low their
degree of membership is, if it is the maximum possible.

Alternatively, all patients (regardless of where they are classified
into) may take part in the formation of the characteristics of all four
groups. It is known that 𝜇A + 𝜇B = 1 (it is a fuzzy partition done

by the MA), 𝜇A1|A + 𝜇A2|A = 1 (fuzzy partition done by AAA) and
𝜇B1|B+𝜇B2|B = 1 (fuzzy partition done by AAB) [17]. Using formu-
lae (2)–(5), we can derive two of the four degrees of membership
to the subgroups for every patient. However, to get the other two
figures, two new algorithms need to be developed:

(a) A fuzzy algorithm for homogenizing stratification of patients
from group A, if they were classified in group B into two sub-
groups: with comparatively preserved status (subgroup B1)
and with comparatively damaged status (subgroup B2)

(b) A fuzzy algorithm for homogenizing stratification of patients
from group B, if they were classified in group A into two sub-
groups: with comparatively preserved status (subgroup A1)
and with comparatively damaged status (subgroup A2)

Developing those algorithms will be a real challenge since there is
no medical practice to apply such algorithms.

In our context, we consider the groups A and B, and the subgroups
A1, A2, B1 and B2 as fuzzy, so we find the degrees of membership.
By doing so, we used the physical interpretation of fuzzy data in
experiments with uncertain outcome [32]. Another epistemic inter-
pretation of our fuzzy data is also possible [33], where those groups
are considered crisp sets. Then the values of 𝜇A, 𝜇B, 𝜇A1 , 𝜇A2 , 𝜇B1 ,
𝜇B2 may be interpreted as the probabilities to belong to a given set.
Hence, every patient belongs or not to those sets, but the informa-
tion is not sufficient to claim thiswith certainty. In the same fashion,
𝜇A1|A, 𝜇A2|A, 𝜇B1|B, 𝜇B2|B may be interpreted as conditional proba-
bilities. Each classical statistic may be fuzzified using the extension
principle [15,34]. Even if interpretation may vary, there is nothing
that can change in the formulation of the samples due to the usage of
the product t-norm. Hence, the question of interpretation is purely
theoretical and has no practical significance. This conclusion is not
at all unexpected since some researchers hold that probability may
be interpreted as a special case of degrees of membership, even if
it is still a minority viewpoint in the uncertainty research commu-
nity [35–37]. Ref. [38] argues that “fuzziness and errors are super-
imposed.”

In our paper, the concept of classical fuzzy sets was suitable enough
to stratify patients into subgroups and identify outliers. However,
other similar studies may require the use of more complex tools.
When the availablemedical information is not complete or is uncer-
tain, the intuitionistic fuzzy sets [39] can improve the way patients
are classified into suitable subgroups. On the other hand, if the data
is indeterminate and inconsistent, then the Pythagorean fuzzy sets
[40] and the neutrosophic sets [41] provide a promising alternative
to model the classification process more adequately.

8. CONCLUSIONS

This paper applied intelligent methods to solve medical treatment
problems. Intelligent systems, as part of artificial intelligence, are
long overdue in this subject area, but lately their implementation in
medical practice has increased [42,43]. We used fuzzy set theory to
a traditional medical uncertainty problem for selection of surgical
treatment and for homogenizing stratification of patients with IMR,
which traditionally was solved with non-fuzzy data. This is in line
with the fourth purpose to use fuzzy techniques [44].Pdf_Folio:1088
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We presented the structure and medical justification of three fuzzy
algorithms for selection of surgical treatment and for homogenizing
stratification of patients with IMR. The first one (MA) classified a
patient into the fuzzy groups A or B by identification of the respec-
tive degree of membership 𝜇A or 𝜇B. The second one (AAA) clas-
sified a patient already classified in A into the subgroups A1 or A2,
by identification of the respective conditional degree of member-
ship 𝜇A1|A or 𝜇A2|A. The third one (AAB) classified a patient already
classified in B into the subgroups B1 or B2, by identification of the
respective conditional degree of membership 𝜇B1|B or 𝜇B2|B.
To calculate the degree of membership to the subgroup for each
patient, we utilized the product t-norm to find the membership
degree to the fuzzy subgroups as an intersection of two fuzzy sets. As
claimed in Ref. [15], since fuzzy intersection is not a unique oper-
ation, contrary to its crisp counterpart, different functions may be
appropriate to represent this operation in different context. That is
why our choice to use the product t-norm to calculate 𝜇A1 , 𝜇A2 , 𝜇B1
and 𝜇B2 is both admissible and rational.

All described procedures were implemented over the data for 140
patients with IHD complicated with IMR [13,14]. We also demon-
strated how to form fuzzy samples for any of themedical parameters
recorded for the 140 patients. Further in our experimental findings,
we constructed eight classifiers and applied them over the same
data. The performance estimation of the classifiers (allocations to
groups, subgroups and typical/outlier patients)wasmade using four
new criteria. Our fuzzy algorithms performed best in terms of their
ability to identify outliers and the ability to allocate patients into
their true group.
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