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a b s t r a c t

Mechanical cutting provides one of the most flexible and environmentally friendly excavation methods.
It has attracted numerous efforts to model the rock chipping and fragmentation process, especially using
the explicit finite element method (FEM) and bonded particle model (BPM), in order to improve cutting
efficiency. This study investigates the application of a general-purpose graphic-processing-unit paral-
lelised hybrid finite-discrete element method (FDEM) which enjoys the advantages of both explicit FEM
and BPM, in modelling the rock chipping and fragmentation process in the rock scratch test of me-
chanical rock cutting. The input parameters of FDEM are determined through a calibration procedure of
modelling conventional Brazilian tensile and uniaxial compressive tests of limestone. A series of scratch
tests with various cutting velocities, cutter rake angles and cutting depths is then modelled using FDEM
with calibrated input parameters. A few cycles of cutter/rock interactions, including their engagement
and detachment process, are modelled for each case, which is conducted for the first time to the best
knowledge of the authors, thanks to the general purpose graphic processing units (GPGPU) paralleli-
sation. The failure mechanism, cutting force, chipping morphology and effect of various factors on them
are discussed on the basis of the modelled results. Finally, it is concluded that GPGPU-parallelised FDEM
provides a powerful tool to further study rock cutting and improve cutting efficiencies since it can
explicitly capture different fracture mechanisms contributing to the rock chipping as well as chip for-
mation and the separation process in mechanical cutting. Moreover, it is concluded that chipping is
mostly owed to the mix-mode I-II fracture in all cases although mode II cracks and mode I cracks are the
dominant failures in rock cutting with shallow and deep cutting depths, respectively. The chip
morphology is found to be a function of cutter velocity, cutting depth and cutter rake angle.
� 2020 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

Over the last decades, application of mechanical tools in rock
fragmentation has been extended widely in mining and civil en-
gineering industries since mechanical excavation provides a more
flexible and environmentally friendly alternative to conventional
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blasting, especially in urban or non-ventilated environments.
Typically, there are two types of rock cutting processes based on the
moving direction of the mechanical tool with respect to the rock
surface, i.e. drag bits (or fixed point cutters) and indenters. While a
drag bit hits the rock in a direction parallel to the rock surface, an
indenter penetrates into the rock surface normally (Hood and
Alehossein, 2000). Advances in mechanical cutting tool
manufacturing technology, particularly the introduction of high
wear-resistance materials, havemademechanical rock cutting with
the drag bit an attractive research choice. However, the rock frag-
mentation mechanism with the mechanical cutter has not been
well understood due to the complexity of the interaction between
the mechanical tool and rock, and the complex rock fracture
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Fig. 1. Schematic illustration of chipping mechanism (redrawn after Richard et al.,
2012): (a) Cutting force vs. time history under ductile mode of failure; (b) Cutting
force vs. time history under brittle mode of failure; and (c) Rock chipping process.

Table 1
Physicalemechanical properties of rock and numerical parameters.

Parameter Unit Value

Density (r) kg/m3 1800
Young’s modulus (E) GPa 12.2
Poisson’s ratio (n) e 0.22
Tensile strength (Ts) MPa 1.77
Cohesion (c) MPa 5
Internal friction angle of intact rock (f) � 25
Mode I fracture energy (GfI) J/m2 16
Mode II fracture energy (GfII) J/m2 160
Normal contact penalty number (Pn_con) GPa 1220
Tangent contact penalty number (Ptan_con) GPa/m 1220
Artificial stiffness penalty (Pf, Ptan, Poverlap) GPa/m 12,200
Average element size (have) mm 0.7
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process (Che et al., 2016). While rock cutting experiments are
largely used to investigate the cutting process and the associated
cutting forces, the extensive number of variables and the effective
factors influencing the process have made the application of these
Fig. 2. Transition from continuum to discontinuum in 2D Y-HFDEM IDE: (a) Assembly
of TRI3s and CE4s, and (b) Tensile/shear softening curves.
experiments relatively limited. Meanwhile, analytical and empirical
methods (Detournay and Defourny, 1992; Detournay and Atkinson,
2000) developed so far suffer from many simplistic assumptions.
Recent advances in numerical modelling methods have confirmed
that numerical methods provide robust tools for simulation of the
complex mechanisms such as mechanical rock cutting. Hence,
different numerical techniques have been considered for investi-
gation of the rock fracture process due to rock cutting. However, not
all of the numerical techniques are able to model the entire rock
cutting process. This paper aims to investigate the rock cutting
process in scratch tests using a new implementation of the com-
bined finite-discrete element method (FDEM) based on parallel
computation using general purpose graphic processing units
(GPGPU) which is capable of simulating the full rock cutting
process.

This paper is organized as follows. Firstly, an introduction to the
rock cutting mechanism is given and its numerical modelling
process, as reported in the literature, is reviewed. Then, the GPGPU-
based hybrid FDEM and its calibration against the Brazilian tensile
strength (BTS) and uniaxial compressive strength (UCS) tests,
usually conducted in rock mechanics laboratory for studying rock
failure mechanisms, are explained. The chipping and fragmentation
process of a rock under the action of a cutter in a rock scratch test is
modelled using the calibrated hybrid FDEM. A series of parametric
Fig. 3. Relationship between local mesh alignment and loading directions: (a) Sche-
matic sketch of the pure mode I fracturing mechanism in a structured mesh with local
mesh aligning with tensile loading direction; (b) Schematic sketch of the pure mode II
fracturing mechanism in a structured mesh with local mesh aligning with shear
loading direction; and (c) Schematic sketch of the mixed mode fracturing mechanism
in an unstructured mesh.



Fig. 4. Numerical simulation of Brazilian test: (a) Model geometry; (b) Indirect tensile stress versus axial strain; and (c) Rock failure processes in terms of horizontal stress dis-
tribution and damage variable: (A) Extension of shear (mode II) micro-cracks (no macro-cracks) before the peak stress; (B) Tensile (mode I) micro-cracks (no macro-cracks) at the
peak stress; and (C) Mixed mode I-II micro- and macro-cracks during the post failure.
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studies is carried out to investigate the effect of the important
parameters in the mechanical cutting such as back rake angle,
cutting speed and cutting depth on the rock cutting process.

2. Review on rock chipping mechanism in mechanical cutting
and its numerical modelling

2.1. Rock failure mechanism in mechanical cutting

Understanding the rock cutting mechanism is a prerequisite for
developing efficient cutting technologies. Significant experimental,
analytical and numerical studies have been carried out to under-
stand the mechanism of rock cutting under the action of the drag
picks. Most of these efforts have been dedicated to improving the
efficiency of the rock cutting process and understanding the gov-
erning parameters of the rock fracture process. In many cases, the
scratch test has been used to investigate the rock cutting process
and the mechanics of rocketool interaction (Richard et al., 2012).
Ductile and brittle failure modes are observed in the scratch tests,
and their occurrences are suggested to be controlled by rock stiff-
ness (Miedema, 2014) and cutting depth (d) (Richard et al., 2012).
The ductile (or grinding) mode of failure occurs due to shearing at a
shallow cutting depth and the monitored signal of the corre-
sponding cutting force is similar to a white noise (Fig. 1a). By
increasing the depth of cutting, the failure mode tends to become a
brittle one, also known as the chipping mode. The depth at which



Fig. 5. Numerical simulations of UCS test: (a) Model geometry; (b) Axial stress versus axial strain; and (c) Rock failure processes in terms of minimum principal stress distribution
and damage variable: (A) Shear (mode II) micro-cracks (no macro-cracks) before the peak stress; (B) Shear (model II) micro-cracks (no macro-cracks) at the peak stress; and (C)
Mixed mode I-II micro- and macro-cracks during the post failure; and (d) Final failure pattern observed in the test.
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the shearing failure mode starts to turn into the chipping mode is
known as critical depth (Richard, 1999). At the critical depth, there
is a so-called transition zone, in which transition from shearing to
brittle failure takes place.

A number of experimental, theoretical and numerical attempts
have been made to determine the critical depth or define correla-
tions between the critical depth and strength parameters of rock in
the rock cutting process (Richard, 1999; Huang and Detournay,
2008; He and Xu, 2016; He et al., 2017). Based on the laboratory
observations (Richard, 1999), the critical depth for the transition of
failure modes in sedimentary rock was in the order of 1 mm. The
critical depth (d*) could be defined as a function of mode I fracture
toughness (KIc) and rock strength (q), i.e. d* f (KIc/q)2. It has also
been shown that there is a good correlation between the cutting
force and UCS of the rock for shallow depth cutting in sedimentary
rocks (Richard, 1999). Huang and Detournay (2008) introduced the



Fig. 6. Numerical model of the scratch tests with various cutting velocities, cutter back rake angles and cutting depths.

Fig. 7. Numerical simulation of the scratch test: (a) Cutting force-cutter displacement history; and (b) Snapshots of the first chipping process: (A) Stress field build-up; (B) Mode II
crack initiation and propagation; and (C) Chipping due to mixed mode I-II fracturing.
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concept of intrinsic length, lm¼(1/p) (KIc/sc)2 where sc is the UCS of
the rock, and stated that the critical depth was proportional to lm.
Taking into account this study and using Ba�zant’s simple size effect
equation (Bazant and Planas, 1997), Zhou and Lin (2013) proposed
that the critical depth could be estimated as a proportional function
of sc, i.e. d* ¼ 5.6sc�0.43 based on the results from their numerical
simulations. He and Xu (2015) numerically showed that the critical
transition depth decreased with an increase in the rock brittleness.

A brittle cutting model generally involves rock fracture and
chipping. A typical signal of the cutting force shows a saw-tooth
pattern (Fig. 1b), due to the continuous forming and detachment
of chip segments from the cutting tool. The process can be



Fig. 8. Second chipping process from numerical simulation of the rock scratch test: (a) Force-displacement curve; and (b) Snapshots of the second rock chipping process: (A) Stress
field build-up; (B-1) Mode I crack initiation and propagation; (B-2) Mode II crack initiation and propagation; and (C) Chipping due to mixed mode I-II fracturing.
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categorised into four stages including: (1) rock deformation and
generation of crushed zone near the rock cutting tool; (2) crack
initiation and propagation from the boundary of the crushed zone;
(3) crack coalescence and chip creation; and (4) chip separation
(Fig. 1c).

The rock chipping process in a micro-scale is extremely com-
plex. Based on the acoustic emission observations of rock, many
micro-cracks initiate and coalesce prior to the formation of a
dominant macro-fracture that can lead to the final failure in both
tensile and compression loading conditions (Anders et al., 2014).
The region in which micro-crack initiation and coalescence occur is
called the fracture process zone (FPZ). In addition to experimental
studies, some efforts have been made to develop analytical solu-
tions for rock chipping problems (Evans, 1958; Nishimatsu, 1972),
which are mostly developed for quantitative estimation of the
cutting force based on the two fundamental assumptions. While
Evans (1958) believed that the chipping process is governed by
tensile failure, others such as Nishimatsu (1972) considered
shearing as the governing mechanism of the rock chipping. It is
clear that simplifying the rock chipping process without taking into
account rock types and cutting specifications can cause unrealistic
estimation of the cutting force. Although the mechanism behind
rock chipping remains as an open question in spite of all efforts, it
can be concluded that the rock chipping process is due to the
dualistic action of shear and tensile fractures; different types of
failures may occur in the process (Cox et al., 2005; Tang and
Hudson, 2010; Helmons et al., 2016).

2.2. Numerical methods for modelling rock failure in mechanical
cutting

Precise capturing of onset of rock chipping is a challenging
task in experiments. Fortunately, recent advances in computa-
tional mechanics have facilitated a much better understanding of
the rock fracture process in mechanical cutting. For a realistic
simulation of the fracture process, numerical techniques should
be able to model crack onset and arbitrary crack growth, correct
crack length within a given time interval as well as propagating
directions, but not all of the numerical methods can meet these
requirements (Mohammadnejad et al., 2018). Till now, the rock
failure process in mechanical cutting has been extensively
investigated using different numerical techniques although most
of them are incapable of modelling the complete rock chipping
and fragmentation process. A relatively comprehensive review on
the methods and their capabilities can be found in Jaime (2011),
Menezes (2017) and Menezes et al. (2014), which shows almost
all numerical methods including the finite difference method
(Stavropoulou, 2006), the finite element method (FEM) (Liu et al.,
2008; Wang et al., 2011), the boundary element method (BEM)
(Karekal, 2012) and the discrete element method (DEM) (Lunow



Fig. 9. Numerical simulation of the rock scratch tests with various cutting velocities:
(a) Cutter forceecutting displacement history; and (b) Variation of average cutting
force with the cutting velocity.
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and Konietzky, 2009; Huang et al., 2013; Helmons et al., 2016)
which are implemented to model the rock chipping process
although many of them are unable to model explicit fractures and
chip separations. Overall, only two methods have been success-
fully employed in simulating the full process of chip formation
and separation, i.e. the explicit FEM using the element erosion
(deletion) algorithms and bonded particle model (BPM). The
former method models the fracturing process with a set of
deleted (eroded) elements, through which the damage
mechanics-based element deletion criteria have been imple-
mented, together with complicated material models, in com-
mercial software such as LS-DYNA and ABAQUS. This method has
been employed relatively widely in order to investigate the rock
chipping process in mechanical cutting (Yu, 2005; Cho et al.,
2010; Menezes et al., 2014; Zhou and Lin, 2014; Jaime et al.,
2015; Li and Du, 2016; Shao, 2016; Lu et al., 2017; Menezes,
2017; Xia et al., 2017; Xiao et al., 2017). Being highly mesh
dependent and non-convergent in terms of the resultant fracture
pattern, this technique can conserve neither mass nor
momentum balances in deleted elements. In addition, calibration
of the complicated strain or stress failure models can be a very
time-consuming process. BPM is a widely used particle-based
DEM to model the fracturing process of rocks in mechanical
cutting. This method divides the rock domain into circular (two-
dimensional (2D)) and spherical (three-dimensional (3D)) rigid
elements that are distributed non-uniformly and bonded by
cohesive force, obeying Newton’s second law. Successful cali-
brations and applications of BPM in simulation of the rock chip-
ping process have been extensively reported in the literature (e.g.
Lei et al., 2004; Thuro and Schormair, 2008; Huang and
Detournay, 2013; Huang et al., 2013; Mendoza Rizo, 2013; Li
et al., 2015; Zhang et al., 2015; Zhu et al., 2017; Lv et al., 2017;
Liu et al., 2018a). Moreover, Mendoza Rizo (2013) proposed a
framework for application of BPM to simulating the rock cutting
process, and pointed out that the damping coefficient and the
cutting speed would be the two key parameters affecting both the
mechanism of rock chipping and cutting force significantly.
However, the main drawbacks of this technique include particle
size dependency in both stages of simulation and calibration,
overestimation of tensile strength, reliance on linear failure en-
velope and difficulties in the modelling of complex geometries
(Mohammadnejad et al., 2018). Meanwhile, in the recent two
decades, combined numerical techniques have been developed
rapidly for rock fracture analysis; these enjoy the advantages of
both continuum and discontinuum methods and can deal with
the transition from continuum to discontinuum during the rock
fracture process. The main types of combined models in rock
mechanics are the combination of the BEM/FEM, FEM/DEM, BEM/
DEM and the recently developed numerical manifold method
(NMM). Not all of the combined methods are suitable for
modelling fracture mechanics problems, especially rock chipping
and the fragmentation process in mechanical cutting. Aresh
(2012) and Mohammadnejad et al. (2017) investigated the capa-
bility of FDEM in simulation of rock chipping process. Li et al.
(2018) and Liu et al. (2018b) successfully applied NMM to simu-
lating the rock chipping process. Nevertheless, none of them
could phenomenologically explain the rock chipping mechanism
with failure modes and chip morphology taken into account. To
model the mechanism of rock chipping, it is essential that a nu-
merical technique captures the full rock failure process, which is
crack initiation, crack propagation, crack branching and crack
coalescence from micro-to macro-scales, in which not only mode
I fractures but also mode II and mixed mode I-II fractures could
take place. Moreover, it should also be capable of modelling the
cyclic chipping process which requires a tremendously longer
simulation time. This paper proposes the application of FDEM,
which can take into account all the aforementioned re-
quirements, in simulating the full rock chipping process. Addi-
tionally, the GPGPU parallelisation scheme is incorporated into
the applied FDEM code; this makes the whole simulation time
significantly shorter, facilitating the simulation of several cycles
of chipping.

3. Numerical method and calibration of its input parameters

A combined FDEMwas initially proposed byMunjiza (2004) and
is further developed by several groups (e.g. Munjiza, 2004; Liu et al.,
2015; Rougier et al., 2015; Solidity, 2017; Lisjak et al., 2018; Fukuda
et al., 2019a, b) around the world. This paper uses Y-HFDEM, an
extended version of FDEM, which is firstly developed by the au-
thors (Liu et al., 2015) on the basis of the CPU (central processing
unit) based sequential open-source libraries. The code is further
parallelised by the authors (Fukuda et al., 2019a, b), using the CUDA
(computing unified device architecture) based GPGPU scheme.



Fig. 10. Comparison of rock chippings resultant from the numerical simulations of the rock scratch tests with various cutting velocities: (a) Rock chipping from the first perfect tool-
rock engagement; and (b) Rock chipping from the second cyclic imperfect tool-rock engagement.
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Fig. 11. Distribution of the minimum principal stresses from the numerical simulations of the scratch tests with various rake angles (d ¼ 0.6 mm).
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3.1. GPGPU-parallelised FDEM

The principles of the FDEM are based on continuum mechanics,
cohesive zone modelling and contact mechanics, all of which are
formulated in the framework of explicit FEM (Munjiza, 2004). The
continuum isotropic elastic behaviour of materials is modelled by
an assembly of continuum 3-node triangular finite elements
(TRI3s) (Fig. 2a), while transition from continuum to discontinuum
Fig. 12. Cutting force-displacement history from the numerical simulations of the
scratch tests with various rake angles.
is modelled through the cohesive zone model (CZM) with the
concept of smeared crack (Munjiza et al., 1998). To model the
behaviour of the FPZ in front of the crack tips, tensile and shear
softening is applied using an assembly of 4-node initially zero-
thickness cohesive elements (CE4s) (Fig. 2a) as a function of crack
opening and sliding displacements (o, s), respectively (Fig. 2b). This
technique uses the intrinsic cohesive zone model (ICZM) in which
the CE4s are imbedded into all the boundary of the TRI3s at the
beginning of the analysis. This paper uses one implementation of
FDEM, named as Y-HFDEM code, which is sped up by the GPGPU
parallelisation scheme (Fukuda et al., 2019a). The normal and shear
cohesive tractions (scoh and scoh, respectively), acting on each face
of CE4, are computed using Eqs. (1) and (2) assuming tensile and
shear softening behaviours, respectively:

scoh ¼

8>>>>>>>><
>>>>>>>>:

2o
ooverlap

Ts ðo < 0Þ

�
2o
op

�
�
o
op

�2�
f ðDÞTs

�
0 � o � op

�
f ðDÞTs

�
op < o

�
(1)

scoh ¼

8>><
>>:

�
2jsj
sp

�
�jsj
sp

�2�h
� scoh tan fþ f ðDÞc

i �
0 � jsj � sp

�
�scoh tan fþ f ðDÞc �

sp < jsj�
(2)

where op and sp are the elastic limits of o and s, respectively; ooverlap
is the representative overlapping when o is negative; Ts is the
tensile strength of CE4; c is the cohesion of CE4; and f is the in-
ternal friction angle of CE4. Positive values of o and scoh indicate
crack opening and tensile cohesive traction, respectively. Eq. (2)



Fig. 13. Rock chipping process from the numerical simulations of the scratch tests with various rake angles.

Fig. 14. Cutting force-displacement history from the numerical simulations of the
scratch tests with various cutting depths.
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corresponds to the Mohr-Coulomb (MC) shear strength model with
tension cut-off. The “artificial” stiffnesses of each CE4 are Pf, Ptan and
Poverlap for its opening in normal direction, sliding in tangential
direction and overlapping in normal direction, respectively. The
function, f(D), in Eqs. (1) and (2) is the characteristic function for
tensile and shear softening curves (Fig. 2b), depending on a damage
value D of the CE4. The following definition of D is used to consider
the modes I and II fracturing as well as a mixed mode I-II fracturing
(Munjiza et al., 1998; Mahabadi et al., 2012):
D ¼ min

0
@1;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
o� op
ot

�2
þ
�jsj � sp

st

�2
s 1

A
�
if o� op or jsj> sp; otherwise 0

� (3)

where ot and st are the critical values of o and s, respectively, in
which a CE4 breaks and turns to a macro/explicit fracture. The ot
and st in Eq. (3) satisfy the modes I and II fracture energies GfI and
GfII specified in Eqs. (4) and (5), respectively:

GfI ¼
ðot
op

scohðoÞdo (4)

GfII þWres ¼
ðst
sp

scohðjsjÞdjsj (5)

where Wres is the amount of work per area of CE4 done by the
residual stress term in the MC shear strength model. In this paper,
mode I damage is the value of D in Eq. (3) defined under the con-
dition that o � op and jsj<sp while mode II damage is the value of D
in Eq. (3) satisfying o< op and jsj�sp. The value of D in Eq. (3) under
all other conditions is mixed mode damage.

The parallel programming scheme is implemented on the basis
of GPGPU using CUDA C/Cþþ, in which the computation on the
GPGPU device is controlled through CUDA C/Cþþ and a greater
degree of parallelism occurs within the GPGPU device itself.
Functions, also known as “kernels”, are launched on the GPGPU
device and are executed bymany “threads” in parallel. A “thread” is
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just an execution of a “kernel”with a given “thread index”within a
particular “block”. A “block” is a group of threads, and a unique
“block index” is given to each “block”. The “block index” and
“thread index” enable each thread to use its unique “index” to ac-
cess elements globally in the GPGPU data array, such that the
collection of all threads processes the entire data set in a massively
parallel manner. In each “thread” level, the corresponding code that
the “threads” execution is very similar to the CPU-based sequential
code, which is one of the advantages of the application of CUDA C/
Cþþ. In the subsequent GPGPU-parallelised FDEM modelling, the
rock specimen is discretised using triangular mesh. The 4-node
cohesive elements are inserted between adjacent triangular ele-
ments which damage and fracture according to Eq. (3). The com-
putations for each triangular element, cohesive element, contact
couple or nodal motion are assigned to each GPGPU kernel and
processed in a massively parallel manner. The contact detection
algorithm divides the analysis domain into multiple sub-cells with
the size of each sub-cell being at least greater than the largest
triangular element. It implements a radix sorting algorithm to sort
the triangular elements in the sub-cells for contact detection of the
triangular elements in a particular sub-cell and its adjacent sub-
cells, which is also processed in a massively parallel manner. The
detailed GPGPUparallel implementation of the Y-HFDEM2D/3D IDE
code can be found in Fukuda et al. (2019a, b), which is omitted here.
The detailed computing performance analysis of the GPGPU-
parallelised Y-HFDEM IDE code by Fukuda et al. (2019a, b) in-
dicates that it can achieve themaximum speedups of 128.6 and 286
times in the case of the 2D and 3D modellings, respectively.

The FDEM implements the fracture mechanics (energy failure
criterion) and damage mechanics principles to model the rock
chipping and fragmentation process. By not using bonded circular
or spherical particles like BPM or the erosion algorithms like
explicit FEM, FDEM does not suffer from poorly simulated crack
paths (Song et al., 2008) or from unrealistic simulation of the brittle
failure of rock (Nakashima et al., 2016). However, similar to all
mesh-based numerical methods, the FDEM suffers from mesh size
and mesh bias dependency. This drawback can be alleviated by
using fine mesh sizes (Munjiza and John, 2002), which increases
simulation time significantly. Accordingly, the parallelisation
scheme, as briefly described above and detailed in Fukuda et al.
(2019a, b), is necessary to increase computational speed and to
make the numerical simulation affordable. Section 4 aims to show
the significant potential of the proposed GPGPU-parallelised FDEM
for making numerical simulations of the rock cutting process.

3.2. Determination of model parameters

An appropriate determination of the model parameters is
essential for accurate simulation of the rock cutting process using
FDEM. In this study, the model parameters are calibrated against
two standard laboratory rock mechanics tests, i.e. BTS and UCS
tests on limestone specimens. The physical and mechanical
properties of the limestone and the input parameters used in the
numerical simulations of BTS and UCS tests are listed in Table 1.
This study follows the calibration process suggested by Tatone
and Grasselli (2015) and uses density (r), Young’s modulus (E)
and Poisson’s ratio (n) determined from the experiments. The
penalty numbers are calibrated to satisfy the elastic response of
the rock and then the strength parameters are determined by
capturing the appropriate fracture pattern and the complete
stressestrain curve. This study departs from Tatone and Grasselli
(2015) methodology when the strength parameters are not tuned
to yield to pure tensile and shear damages in the BTS and UCS
tests. This study uses unstructured mesh in the FDEM simula-
tions and authors believe that pure mode I and mode II cracks are
highly unlikely due to the topological restriction when unstruc-
tured mesh is used. When structured mesh is used, since CE4s
have planes exactly aligned with favoured loading direction, pure
opening and shearing can take place (see Fig. 3a and b); whilst in
the case of unstructured mesh, none of the normals to the planes
can align with that of the stress regime, as depicted in Fig. 3c.
Thus, mixed mode I-II fracturing is the most probable failure
mechanism with unstructured meshes. Based on a comprehen-
sive study conducted by Tijssens et al. (2000), the fractures tend
to propagate along the dominant directions of the local mesh
alignment. Therefore, any intentional change in the strength
parameters to capture the unreasonable pure mode I or mode II
fracture can result in unrealistic results, contradicting the prin-
ciples of CZM. Pure mode I and mode II micro-cracks can be
initiated in the models with unstructured mesh only when the
conditions depicted in Fig. 3a and b, respectively, are satisfied.
Finally, the critical damping (hcrit) in modelling is estimated
through hcrit ¼ 2h

ffiffiffiffiffiffi
rE

p
(Munjiza, 2004), where h is the mesh

size.
In the UCS numerical model, the height and diameter of the rock

specimen are 129.5 mm and 51.7 mm, respectively, and in the BTS
numerical model, the diameter of the rock disc is 51.7 mm. The
average edge length, have, of TRI3s in both models for the BTS and
UCS tests is 0.7 mm. The rock specimens are placed between two
moving rigid platens with a constant velocity of 0.05 m/s to satisfy
quasi-static loading conditions. The geometries of the BTS and UCS
tests are shown in Fig. 4a and Fig. 5b, respectively. Sensitivity
analysis of element size and platen velocity conducted by the au-
thors, as well as that reported by Tatone and Grasselli (2015) and
Liu and Deng (2019), has shown that the selected element size of
0.7 mm does not affect the result, and neither does the assigned
platen velocity. The friction coefficient, mfric, between the loading
platens and the rock specimens and that between broken cohesive
elements are assumed to be 0.1 and 0.5, respectively, based on the
study of Fukuda et al. (2019a).

Fig. 4b depicts the modelled indirect tensile stress versus the
vertical displacement curve while the distribution of the horizontal
stress, sxx, and the damage variable is illustrated in Fig. 4c. In Fig. 4b,
compressive stress is shown as negative (cold colour) while tensile
stress is regarded as positive (warm colour). In damage profiles,
colour represents the relative size of the damage variable. These
sign conventions are used throughout the paper. Fig. 4c A corre-
sponds to the snapshot of the failure process taken at point A in
Fig. 4b before the macroscopic splitting/tensile failure is initiated.
Since some mode II damage occurs at this point and correspond-
ingly some shear micro-cracks are initiated in the contact area
between the rock disc and the loading platens. However, it should
be noted that no macro-cracks appear at this stage since the
damage variable is much smaller than 1. When the indirect tensile
stress along the central line of the disc reaches the peak value,
which corresponds to point B in Fig. 4b, tensile (mode I) micro
fractures are initiated approximately along the central line of the
model, as shown in Fig. 4c B-2, where model I damage variable is
depicted. It is noted again that no macro-crack appears at this stage
since the damage variable is still smaller than 1. When the loading
platens narrow down further, macroscopic splitting cracks (Fig. 4c
C-1) are formed approximately along the central line of the Bra-
zilian disc due to the accumulation, propagation and coalescence of
the initiated micro-cracks in previous stages. The mixed mode
fractures (Fig. 4c C-2) are the dominant mechanism during the
propagation and coalescence of the initiated model I micro-cracks
that form the macroscopic splitting cracks. Thus, although the
micro-fractures are initiated mostly in mode I, when the indirect
tensile stress reaches the tensile strength, the final macroscopic
fractures are not necessarily formed in mode I and can be of mixed
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mode I-II, especially when unstructured mesh discretization is
used.

Axial stressestrain curve obtained from the modelling of the
UCS test is shown in Fig. 5b. The minimum principal stress evolu-
tion and corresponding rock fracture process are also shown in
Fig. 5c. As shown, the stress and resultant micro-cracks are uni-
formly distributed within the specimen during the initial loading
stage and the corresponding stressestrain curve is almost linear
until point A in Fig. 5b. It can be seen from Fig. 5b A-2 that the mode
II damage is the dominant micro-cracking mechanism. As loading
platens narrow down further, micro-crack coalescence and local-
isation occur. This results in nonlinear stressestrain behaviour from
the point A to point B (Fig. 5b). The corresponding distributions of
the minimum principal stress and the micro-cracks are illustrated
in Fig. 5c B-1 and B-2, respectively. As shown, shear failure is the
dominant damagemechanism. After this point, the coalescence and
localisation of the micro-cracks lead to initiation of macro-cracks
and correspondingly the rock specimen loses its bearing capacity,
as shown in Fig. 5b C. At the same time, the initiated macro-cracks
further propagate resulting in a diagonal fracture pattern, as shown
in Fig. 5c C. During the propagation of the macro-cracks, the mixed
mode damage is the failure mechanism although the shearing
failure plane is still dominated by the model II damages. The final
fracture pattern is compared with that obtained results from the
aforementioned experimental UCS test of limestone, as shown in
Fig. 5d.

4. Numerical simulation of rock cutting and discussion

The scratch test can be simulated under the plane strain mode,
since the rock thickness is much larger than the cutting depth
(Jaime, 2011) while the out-of-place stress is neglected. Similar to
prior literature (Huang and Detournay, 2008; Menezes, 2017), the
numerical model of the rock scratch test is simplified as a rock slab
and a rigid cutter moving across the rock slab, as shown in Fig. 6.
The smallest model with the shallowest cutting depth has 44,719
triangular elements, 112,117 cohesive elements, and 134,157 nodes
while the largest model with the deepest cutting depth has 154,224
triangular elements, 385,963 cohesive elements and 462,672
nodes, which make it impossible for the traditional sequential
FDEMs to complete these rock cutting simulations, especially
considering that many cycles of rockecutter interaction are
modelled in them. The input parameters in Table 1 calibrated
against those of the limestone are used for the rock slab. The cutter
is modelled as a rigid material with different rake angles (0�, 15�,
30� and 45�) and cutting velocities (0.5 m/s, 2 m/s, 4 m/s, 6 m/s and
8 m/s). Six cutting depths (0.3 mm, 0.6 mm, 0.9 mm, 1.2 mm,
1.5 mm and 1.8 mm) are investigated in the subsequent numerical
simulations. The elements’ size of 0.05 mm is used for both the
cutter and the rock slab. The bottom, right and left boundaries of
the rock slab are fixed, while the cutter is forced tomove only along
horizontal direction at a constant set speed.

4.1. Failure mechanism

The rock chipping process obtained numerically with a rake
angle of 15�, cutting depth of 0.3 mm and cutting velocity (Vc) of
0.5 m/s is shown in Fig. 7. The corresponding cutting force-cutter
displacement (Lc) history is depicted in Fig. 7a. Frequent drops in
the cutting force history are also observed in rock cutting experi-
ments characterizing the sequences of the cutter engagement and
the cutter detachment (Richard et al., 1998). As shown in Fig. 7a, the
cutting force increases until the explicit fracture develops in the
model and then falls to zero with the detachment of rock fragments
from the cutter, resulting in chip formation. The action of cutter on
the surface of the rock slab concentrates stress on the contact re-
gion between the rock slab and the cutter in Fig. 7b A. Here
compression is negative and tension is positive. As can be seen, as
the cutter compresses the rock, it induces compressive stress in the
vicinity of the contact face between the cutter and the rock, which
corresponds to peak point in the cutting force-displacement curve
in Fig. 7a. As the cutter displacement increases, the cutting force
reaches its first peak at point B in Fig. 7i and mode II micro-cracks
are initiated within the compressed zone ahead of the cutter. These
cracks form the crushed zone, which has significant influences on
the formation of the subsequent fracturing system. As the
displacement further increases, the coalescence of multiple micro-
cracks leads to creation of a chipping crack that extends unstably to
the free surface (Fig. 7b C). At this stage, the final chip forms due to
the propagation of an unstable mixed mode I-II fracture, as shown
in Fig. 7b C, followed by chip separation, which is the formation of
rock fragments. Under perfect tool-rock contact, shearing failure
seems to be the main failure mechanism, since the stress state is of
compression and mode II cracks are dominant, although the final
chip is formed due to the mixed mode failure mechanism.

As cutting proceeds, the cutter-rock contact interface becomes
smaller due to uneven contact area. As shown in Fig. 8b A, unlike
the previous cycle, both relatively large compressive stresses (cold
colour) and tensile stresses (warm colour) are induced in the
model. This leads to a limited number of mode II cracks being
initiated near the cutter (Fig. 8b B). As the cutter moves further,
unstable mode I (tensile) micro-cracks are developed in the model
(Fig. 8b C). This, with coalesce and extension of mode I-II macro-
fractures, forms the second round of chipping. The obtained re-
sults from the hybrid FDEM simulation acknowledge the findings
reported by Jaime (2011) and Tan et al. (1998) who also found that
the formation of the chip is due to the action of multiple fracture
mechanisms. Additionally, it is evident that tool-rock interaction is
a key factor affecting the morphology of the chips and the corre-
sponding cutting force-displacement curve. It is noted that the
maximum cutting force in the subsequent tool-rock engagements
isw6 kN compared with that of 10 kN in the first chipping process.
The size of the fragments formed is not noticeably different though.
This is likely that the cutting is more efficient in the follow-on
chipping process in which tensile cracks contribute significantly
to the breakage. Moreover, the hybrid FDEM modelling demon-
strates that the failure mechanism of the chipping process and the
cutting force in mechanical cutting are particularly a function of
tool-rock interaction and the assumption of a single failure mech-
anism for the chipping process may lead to misinterpretations and
incorrect estimations.

4.2. Effect of cutting velocity

The effect of cutting velocity on the cutting force and chip for-
mation is modelled by considering a range of cutter velocities of
0.5 m/s, 2 m/s, 4 m/s, 6 m/s and 8 m/s. Fig. 9 records the cutting
force versus the cutting displacement curve for the case of cutting
depth of 0.3 mm, at various cutting velocities. In Fig. 9b, the cutting
force does not affect the cutting force. On the other hand, with a
constant time period, the frequency of engagements between
cutter and rock increases with the increasing cutting velocity. The
rock fragments’ size is, therefore, correlated with the cutting ve-
locity. Fig. 10 compares the sizes of the fragments generated by the
cutters at different velocities. The number of micro-cracks initiated
in the rock slab increases with increase of cutting velocity. This can
be attributed to extra energy of higher cutting velocity that is
consumed to generate more new fracture surfaces (Zhang, 2016). In
terms of the failure mode, in all cases, the macroscopic cracks
leading to chipping are due to the mixed mode I-II fractures. The
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results obtained from these simulations are compatible with those
in the literature (Jaime, 2011; Menezes, 2017; Li et al., 2018).

As observed in Fig. 10, ductile failure cannot be captured in
current FDEM simulations of shallow cutting, although the domi-
nance of shear failure increases with increase in cutting velocity.
Mendoza Rizo (2008) also investigated the effect of the cutting
velocity in simulation of the rock scratch test using BPM and
concluded that low cutting velocity cannot secure a realistic
simulation of ductile failure in shallow depth of cut. He suggested a
cutting velocity of 2 m/s, with a damping coefficient of 0.7, for a
realistic simulation of the cutting process. Similar observations
have been made by Jaime (2011) with FEM simulations of the rock
scratch tests, indicating that the cutting forces remained almost
unchanged when the cutting velocity increased tomore than 2m/s.
Despite these efforts, it remains an open question: to what extent
can the cutting velocity be increased? Additionally, how can the
damping coefficient be extended and to what point can it be
increased so that the negative effect on stress distribution is
negligible? Hence, the cutting velocity of 2 m/s is employed in all
rock-cutting simulations herein. It should be noted that the input
parameters in all rock cutting simulations are selected based on the
explained calibration process of UCS and BTS tests, and unlike
Mendoza Rizo (2008), no local damping scheme has been used.

4.3. Effect of rake angle

The effect of cutter rake angle on rock chipping process is
investigated using the models with a constant cutting depth of
0.6 mm at various cutter rake angles (0�, 15�, 30� and 45�). The
distribution of the induced stress immediately in front of the
cutter-rock contact, as shown in Fig. 11, demonstrates the effect of
the rake angle. In the model with a rake angle of 0�, the
compressive and tensile stress concentration is close to the free
surface, in favour of chip formation. By increasing the rake angle,
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the stress tends to concentrate dipper into the rock and the stress
state changes to mainly compression mode. Similar trends can be
observed in cutting force as shown in Fig. 12. A positive correlation
between the rake angle and the mean cutting force is reported by
both Menezes (2017) and Lei et al. (2004), where the explicit FEM
and BPM models were employed, respectively.

The chipping patterns of cutters at different rake angles are
shown in Fig. 13. As the rake angle increases, moremicro-cracks are
initiated and propagated deep into the rock slab. The micro-cracks
are mostly of mode I failures away from the cutter and dipper in the
rock, whilst those in the vicinity of the cutting tool are of mode II.
The macro-cracks leading to chips are, however, formed due to the
mixed mode I-II failures in all cases. Moreover, it is evident that the
size of the rock fragments increases with increase of rake angle,
although it should be noted that these results are under the pro-
vision of ideal contact between rock and cutter and it may differ
with different configurations of tool-rock interaction.

4.4. Effect of cutting depth

As reviewed in Section 2.1, the cutting depth has an important
influence on the rock fragmentation process in mechanical cutting.
The effect of the cutting depth on the rock failure mechanism and
the associated cutting force is investigated numerically here with a
range of cutting depths ranging from 0.3 mm to 1.8 mm, with an
interval of 0.3 mm. In these models, cutting velocity and rake angle
are kept constant at 6 m/s and 15�, respectively.

Fig. 14 compares the cutting force profiles with respect to cut-
ting displacement at different cutting depths. As expected, a posi-
tive correlation is observed between the associated cutting force
and the cutting depth. Unfortunately, the simulations have been
unsuccessful in demonstrating transition between ductile to brittle
cutting models observed in experiments as cutting depth increases.
This could be due to the cutting losing engagement with the rock as
the fragments escape the cutter front too quickly. The frequent
drops in cutting force histories are a result of this phenomenon.
This shortcoming is a common with numerical models. Jaime
(2011) reported similar results to the hybrid FDEM with explicit
FEM code (LS-DYNA), who employed a filtering procedure to
compare the explicit FEMmodelled force signals with experimental
data.

Fig. 15 illustrates the failure patterns obtained from the
modelling with various cutting depths. It can be seen that the chip
size increases with increase of the cutting depth. Moreover, it is
noticed that, in the model with a shallow cutting depth, mode II
cracks are the main cause of chipping. This is in agreement with the
results reported by Zhou and Lin (2014). It is also evident that the
number and extension length of cracks increase as the cutting
depth increases. This is especially the case for the sub-surface
cracks propagating deep into the rock in a certain angle with
respect to the cutter rake angle. Mode II cracks are mostly initiated
and propagated from the vicinity of the cutter and chipping region.
It is necessary to point out again that the numerical simulation in
this study could not capture the ductile (or grinding) failure
mechanism of shallow depth of cut, as reported in rock cutting
experiments with a shallow cutting depth. Therefore, in all cases,
chipping due to extension of mixed mode I-II cracks is the ultimate
cutting mechanism. Mendoza Rizo (2013) suggested increasing the
local damping coefficient to 0.7, in order to capture the grinding
behaviour in a rock cutting simulation using BPM. A similar strategy
may be implemented in future studies with the hybrid FDEM used
in the present study, as a remedy to allow capturing ductile failure
cutting at shallow depth. However, it suggests that care must be
taken since high value of damping coefficient may result in unre-
alistic stress distribution and then unrealistic rock fracturing.
Although Zhou and Lin (2014) claimed that they could successfully
simulate the ductileebrittle transition process using LS-DYNA,
based on their given results, it seems that their failure mecha-
nism obtained was still chipping or brittle failure, which was
similar to those in this study. Moreover, they only conducted nu-
merical simulation for a case where there is perfect contact be-
tween cutter and rock.

5. Conclusions

This study investigates application of a hybrid FDEM, which
enjoys the advantages of both FEM and BPM, to modelling the rock
chipping and fragmentation process in the rock scratch test of
mechanical rock cutting. A self-developed FDEM computing tech-
nique, parallelised using GPGPU, is used in the study of chipping
and fragmentation process. The input parameters of the numerical
model were then calibrated using standard BTS and UCS tests of the
limestone. Simulation of cutting experiments has been conducted
on the basis of simple rock scratch tests with various cutting ve-
locities, cutter rake angles and cutting depths. A few chipping cy-
cles that include continuous engagement and detachment between
the cutter and the rock are modelled for each of the cases. As a
result, the failure mechanism, resultant cutting force, and chipping
morphology have been evaluated under the effects of the various
factors. In this study, the following conclusions can be drawn:

(1) The hybrid FDEM is capable of modelling all four of the stages
of the rock chipping and fragmentation process in mechan-
ical rock cutting: (i) stress field build-up; (ii) crack initiation
and propagation; (iii) crack coalescence and chipping pro-
cess; and (iv) chip separation and formation. Unlike explicit
FEM and BPM, the hybrid FDEM could capture explicitly, not
only different fracture mechanisms contributing to the rock
chipping, but also chip formation and separation processes in
mechanical cutting. Whilst the GPGPU-parallelised hybrid
FDEM provided a powerful tool to study the rock cutting
process, further validation is needed against specific exper-
imental tests.

(2) According to the hybrid modelling, the chipping is mostly
owing to the mixed mode I-II fracture in all cases, although
mode II cracks and mode I cracks are dominant failures in
rock cutting with shallow and deep cutting depths,
respectively.

(3) The simulations of rock cutting demonstrate that the chip
morphology is a function of the cutter velocity, cutting depth
and cutter rake angle. While the increases in cutting depth
and cutter rake angle result in larger chips, the cutting ve-
locity negatively affects that. As the rake angle increases,
more subsurface cracks appear in the rock and accordingly,
the cutting force increases. Moreover, with increasing cutting
depth, more micro-cracks, mostly of mode I, are initiated,
whilst the final chip is the result of a combination of different
mechanisms.

(4) Similar to explicit FEM, the hybrid FDEM is unable to capture
ductile failure observed in rock cutting experiments at
shallow cutting depth. In future studies, the potential of us-
ing damping coefficient in hybrid FDEM will be explored to
model ductile cutting mode, and it is likely that the increase
of the damping coefficient might have other adverse effects.
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