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ABSTRACT: Weather systems in the southern Indian Ocean (SIO) drive synoptic-scale precipitation variability in East

Antarctica and southernAustralia. Improved understanding of these dynamical linkages is beneficial to diagnose long-term

climate changes from climate proxy records as well as informing regional weather and climate forecasts. Self-organizing

maps (SOMs) are used to group daily 500-hPa geopotential height (z500; ERA-Interim) anomalies into nine regional

synoptic types based on their dominant patterns over the SIO (308–758S, 408–1808E) from January 1979 to October 2018.

The pattern anomalies represented include four meridional, three mixed meridional–zonal, one zonal, and one transitional

node. The frequency of themeridional nodes shows limited associationwith the phase of the southern annularmode (SAM),

especially during September–November. The zonal and mixed patterns were nevertheless strongly and significantly cor-

related with SAM, although the regional synoptic representation of SAM1 conditions was not zonally symmetric and was

represented by three separate nodes. We recommend consideration of how different synoptic conditions vary the atmo-

spheric representation of SAM1 in any given season in the SIO. These different types of SAM1mean a hemispheric index

fails to capture the regional variability in surface weather conditions that is primarily driven by the synoptic variability

rather than the absolute polarity of the SAM.

KEYWORDS: Synoptic climatology; Interannual variability; Antarctic Oscillation; Blocking; Extratropical cyclones; Neural

networks

1. Introduction

The southern Indian Ocean (SIO) region has the highest

rates of cyclogenesis and cyclone density in the Southern

Ocean (Simmonds et al. 2003). These extratropical cyclones,

associated fronts, and warm conveyer belts travel in an east-

ward direction as part of the Antarctic circumpolar trough and

are a major contributor to precipitation variability and ex-

tremes across southern Australia and East Antarctica (Uotila

et al. 2011; Catto et al. 2015). However, their eastward prop-

agation is frequently interrupted by periods of atmospheric

blocking (Coughlan 1983; Renwick 2005), where a high pres-

sure system remains approximately stationary for at least

6 days, splitting the westerly flow into two branches (Wright

1974). Blocks over the Tasman Sea (southeast of Australia)

deflect cyclones south over East Antarctica and north over

southern Australia, leading to a significant meridional redis-

tribution of precipitation and the transportation of warm,

moist air masses from the midlatitudes to inland Antarctica

(Massom et al. 2004; Pook et al. 2006, 2012; Scarchilli et al.

2011). Without the blocking mechanism, cyclones associated

with coastal Antarctic precipitation rarely penetrate inland

due to insufficient kinetic energy to pass over the steep coastal

topography (King and Turner 1997; Walsh et al. 2000;

Scarchilli et al. 2011). The presence of the steep coastal to-

pography also strongly suppresses baroclinicity, which limits

cyclonic activity over the Antarctic continent (Walsh et al.

2000). Over southern Australia, the approaching extratropical

cyclone can also be ‘‘cut off’’ by the atmospheric block and

travel equatorward. Such cutoff lows are associated with

moderate to heavy precipitation across southern Australia

(Hopkins and Holland 1997; Qi et al. 1999; Pook et al. 2006),

contributing over 40% of the rainfall in southwest and south-

east Australia during MAM and SON (Pook et al. 2012).

Variability in synoptic-scale processes and associated pre-

cipitation in the midlatitudes have implications for water se-

curity over southernAustralia. For example, both the declining

trend in precipitation over southwestern Australia since the

late 1970s (Hope et al. 2006; Frederiksen and Frederiksen

2007) and the Millennium Drought (1997 to ;2010) in south-

east Australia (Murphy and Timbal 2008; Verdon-Kidd and

Kiem 2009; Kiem and Verdon-Kidd 2010; Verdon-Kidd et al.

2014) have been linked to decreased baroclinicity in the mid-

latitudes (Frederiksen et al. 2017). This has been associated

with a southward shift in the midlatitude storm tracks and

subtropical ridge (Frederiksen and Frederiksen 2007; Rudeva
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et al. 2019) and poleward expansion of the SH Hadley cell

(Nguyen et al. 2015). These trends also coincide with increases

in atmospheric pressure over southernAustralia and decreased

pressure near the Antarctic coastline over the last three de-

cades (Simmonds 2015).

There are currently limited observations and understanding

of decadal variability of SIO synoptic systems, especially prior

to the satellite period (i.e., pre-1979). Information derived

from climate-sensitive, very high-resolution paleoclimate

proxies like ice cores provides a valuable opportunity to re-

construct the long-term variability of synoptic processes prior

to observational records (McMorrow et al. 2004; van Ommen

andMorgan 2010). However, limited understanding of how the

variability of SIO synoptic processes (daily to decadal) are

preserved in East Antarctic ice cores limits their interpretation

and application (McMorrow et al. 2004). At coastal ice core

sites in East Antarctica, event-scale precipitation and redis-

tribution of surface snow can enhance or weaken proxy links to

regional climate processes (McMorrow et al. 2004; Scarchilli et al.

2011). Identifying SIO synoptic-scale processes will assist in the

physical and dynamic interpretation of East Antarctic ice core

proxy signals of climate and large-scale modes of variability.

Numerous studies of synoptic weather in the Southern

Ocean/Antarctica exist, yet most focus on climatologies or case

studies of individual features such as extratropical cyclones

(Simmonds and Keay 2000; Pezza et al. 2008; Uotila et al. 2011;

Catto et al. 2015), anticyclones/blocking (Jones and Simmonds

1994; Pook 1994; Sinclair 1996; Pezza and Ambrizzi 2003; Liu

et al. 2018; Pepler et al. 2019b), or back trajectory studies of air

parcels associated with snowfall near ice core sites (Reijmer

et al. 2002; Scarchilli et al. 2011). These studies have generally

been undertaken over shorter time periods and with reanalysis

products of lower resolution than what is currently available.

Synoptic-typing studies of the full Antarctic and Southern

Ocean domain (Lynch et al. 2006; Pohl and Fauchereau 2012)

are dominated by variability in specific quasi-annual low and

high SLP regions (Amundsen Sea low and southeast Pacific

anticyclone) and shifts in the location of the anticyclone over

the Antarctic continent. They are thus of limited use in un-

derstanding synoptic variability in the SIO and signal preser-

vation in East Antarctic ice cores.

This study contributes to the ultimate aim of understanding

synoptic-scale signal preservation in coastal East Antarctic ice

cores, through a regional climatological study (January 1979–

October 2018) of daily synoptic types. Synoptic climatological

approaches can be used to characterize regional climate pro-

cesses by reducing the dimension of the input data while re-

taining important information on the daily processes often lost

by monthly or seasonal mean fields (Barry and Perry 2001).

These approaches allow for key daily weather patterns to be

grouped based on similar features to provide a dataset for in-

vestigating frequency of occurrence, associated surface con-

ditions, and representation of physical and chemical proxies

analyzed in East Antarctic ice cores (e.g., Vance et al. 2013,

2015, 2016) and their application to studies of climate risk (e.g.,

Tozer et al. 2018; Armstrong et al. 2020; Kiem et al. 2020). This

study focuses on the physical descriptions of the key regional

synoptic weather types of the SIO, their frequency of

occurrence, and links to large-scale modes of climate vari-

ability. This study also provides a dataset of daily synoptic

classifications for future studies of climate variability in the

SIO region.

Climate variability in the southern Indian Ocean

Large-scale modes of climate variability known to influence

the SIO study region include the southern annular mode

(SAM; Marshall 2003), El Niño–Southern Oscillation (ENSO;

McPhaden et al. 2006), and the Indian Ocean dipole (IOD; Saji

et al. 1999). The SAM represents the leading mode of SH at-

mospheric variability and is principally zonally symmetric

(annular) in structure (Thompson and Wallace 2000; Marshall

2003). However zonal asymmetries south of 508S occur (par-

ticularly in JJA) in the southwest Atlantic, Indian, and south-

west PacificOceans (Kidston et al. 2009; Pezza et al. 2012). This

asymmetric pattern is reflected in planetary wave activity,

particularly wavenumbers 1 and 3, and displays the largest

amplitude in the South Pacific (Pezza et al. 2012; Irving and

Simmonds 2015). This region is located at the poleward end of

the Pacific–South American (PSA) anomaly pattern and is

teleconnected to tropical Pacific variability (e.g., ENSO)

through atmospheric Rossby wave propagation (e.g., Hoskins

andKaroly 1981). As such, the influence of ENSOonAntarctic

climate is strongest inWestAntarctica and affects local climate

such as temperature and moisture advection, and the behavior

of synoptic weather patterns through changes in local bar-

oclinicity and winds (Peng and Whitaker 1999; Turner 2004;

Irving and Simmonds 2016; Turner et al. 2017; Yuan et al.

2018). The strength of this teleconnection between the tropical

Pacific andWestAntarctica is modulated by the phase of SAM,

with in-phase (out-of-phase) circulation anomalies supporting

(reducing) the transfer of ENSO anomalies to high latitudes

(Fogt et al. 2011). The influence of ENSO and PSA on climate

variability in East Antarctica is weaker but still significant

compared to the climatologicalmean (e.g., Irving and Simmonds

2016; Marshall and Thompson 2016; Marshall et al. 2017).

Synoptic weather patterns characterized by positive geo-

potential height anomalies over Antarctica and negative

anomalies over the midlatitudes (southern Australia) are ex-

pected to be associated with negative SAM (SAM2) condi-

tions (Thompson and Wallace 2000; Marshall 2003) and

potentially El Niño conditions (Yang et al. 2020) as these two

phases of SAM and ENSO often co-occur (Fogt et al. 2011;

Dätwyler et al. 2020). In the SIO, these conditions reflect an

equatorward shift in the polar jet leading to an increased

chance of fronts and extratropical cyclone activity in the mid-

latitudes (Rudeva and Simmonds 2015; Yang et al. 2020).

Synoptic types representing a poleward displacement of the

storm track in the SIO are expected to be associated with

positive SAM (SAM1) conditions, with increased anticyclonic

breaking on the equatorward side of the polar jet (Spensberger

et al. 2019). As SAM1 often co-occurs with La Niña (Fogt

et al. 2011; Dätwyler et al. 2020), synoptic types that charac-

terize storm-track poleward displacement may also be associ-

ated with La Niña conditions.

Signatures of the IOD have also been identified in Antarctic

sea ice variability and regional circulation anomalies (Purich
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and England 2019; Wang et al. 2019). While the physical

mechanisms for how and whether an Indian Ocean atmo-

spheric Rossby wave train can propagate into the Southern

Ocean have not been established, there does appear to be an

‘‘observed’’ wave train pattern (McIntosh and Hendon

2018). This observed continuous pattern has been suggested

to be a combination of two separate Rossby wave train

patterns, one from the tropical Indian Ocean and the other

from high latitudes upstream of Australia (McIntosh and

Hendon 2018). Investigating the dynamics of the IOD in

relation to the synoptic types is beyond the scope of this

study. However, based on this observed wave train anomaly

pattern (Cai et al. 2011; McIntosh and Hendon 2018), syn-

optic types characterized by a positive (negative) height

anomaly over southwestern Australia may have a statistical

(not necessarily physical) link with positive (negative)

IOD in SON.

2. Data and methods

a. Study domain

The SIO domain selected (308–758S, 408–1808E) represents
the synoptic weather patterns influencing coastal regions over

the East Antarctic ice sheet and southern Australia (Fig. 1).

The study region encompasses the SIO and southwest Pacific

Ocean sector of the Southern Ocean and includes landmasses

over coastal East Antarctica, southern Australia, and New

Zealand. Two coastal East Antarctic ice cores sites—Law

Dome, Dome Summit South [66.778S,112.818E; 1370 m above

mean sea level (MSL)] and Mount Brown South (69.118S,
86.318E; 2078m MSL)—are located within the study region.

The northern and eastern boundaries of the domain slightly

overlap with previous regional synoptic-typing studies, in-

cluding those focused on southwest Australia (Hope et al.

2006), southeast Australia (Verdon-Kidd and Kiem 2009),

New Zealand (Kidson 2000; Jiang et al. 2013), and the Ross

Sea (Cohen et al. 2013). These overlaps were used as validation

for checking pattern consistency between our study and those

patterns in previous studies.

b. Reanalysis climate data

This study used the ERA-Interim (0.758 3 0.758 grid) (Dee

et al. 2011) 500-hPa geopotential height (z500) daily anomalies

over the period from January 1979 to October 2018 to derive

synoptic pressure patterns over the SIO region (308–758S,
408–1808E) through self-organizing maps (SOMs). The ERA-

Interim dataset realistically represents pressure fields in both

the Antarctic (Bracegirdle and Marshall 2012; Grieger et al.

2018) andAustralian regions (Pepler et al. 2018, 2019a). ERA5

(0.288 3 0.288 grid) has recently become available; however, we

used ERA-Interim as it has been previously evaluated as being

realistically representative of the pressure fields in the SIO

region and it is unlikely that large-scale analysis in this study is

sensitive to reanalysis product resolution (Bracegirdle and

Marshall 2012; Rohrer et al. 2020).

c. Self-organizing map analysis

The SOM algorithm within the ‘‘Kohonen’’ R-package

(Wehrens and Kruisselbrink 2018) was used to identify key

regional synoptic patterns in the study region. SOMs have been

successfully used to analyze synoptic weather across multiple

regions (e.g., Hope et al. 2006; Verdon-Kidd and Kiem 2009;

Reusch 2010; Hosking et al. 2017) and have contributed to

improved interpretation of West Antarctic ice core climate

proxies (Reusch et al. 2005; Reusch 2010; Hosking et al. 2017).

Synoptic classification relies on the assumption that atmo-

spheric patterns can be partitioned into a specified number of

‘‘types.’’ The SOM algorithm is often preferred over tradi-

tional discrete clusteringmethods (e.g., k-means) as it accounts

for continuity and nonlinearity (Jiang et al. 2012), providing a

more realistic representation of the continuous movement

between weather patterns rather than assigning to discrete

clusters that may misrepresent extremes. The SOM algorithm

achieves this by categorizing data more uniformly, preserving

the probability density of the input data, as well as maintaining

the topological order of the data by updating both the

‘‘winning’’ node and neighborhood node at each iteration

(Hewitson and Crane 2002). These attributes make the SOM

algorithm preferable when consideration of both extremes and

average climatology is important (Hewitson and Crane 2002;

Cassano et al. 2006). Refer to the methods sections of Cassano

et al. (2006) and Verdon-Kidd and Kiem (2009) for SOM al-

gorithm descriptions.

FIG. 1. Map of the southern Indian Ocean study domain.

Relevant ice core locations (I: Mount Brown South (MBS); II: Law

Dome; III: Aurora Basin North (ABN); and IV: Dome C),

Antarctic stations (A:Mawson; B: Davis; C: Casey; andD:Dumont

D’Urville) and blocking index regions (SEIO: Southeast Indian

Ocean; SA: Southern Australia; TS: Tasman Sea) within the

synoptic-typing domain are also indicated.
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1) SOM INPUT AND PARAMETERS

The SOManalysis was run at the daily time scale for both the

z500 field and z500 anomalies for the period January 1979 to

October 2018, with similar patterns observed between the two

data inputs. The daily anomalies were selected as the results

achieved improved Euclidean distance scores and provided

clearer distinction between patterns. The sensitivity to pres-

sure level and spatial resolution were also tested by running the

SOMwith mean SLP and weighted input vectors, respectively.

The resulting mean SLP patterns were similar to the z500 re-

sults. However, the Euclidean distance scores and pattern

correlation scores between each winning node and daily time

step performed worse than the z500 results. The SOM output

of synoptic-scale features was not sensitive to the grid size or

weighting of the input vectors, with similar results observed

between the native ERA-Interim grid (regular latitude–

longitude grid) and weighted input vectors (square root of

the cosine of latitude). The results presented here use the na-

tive ERA-Interim grid as the input vector. The following grid

parameters were selected: rectangular topology, Gaussian

neighborhood function, and Euclidean distance measure-

ment. Training was carried out over 1000 iterations (im-

provement plateaued between 800 and 900 iterations),

with the learning rate decreasing linearly from 0.05 to 0.

Consistent with previous studies (Gibson et al. 2017; Jiang

et al. 2012, 2015), the SOM results were not overly sensitive

to grid parameters or changes in learning rate. Similar to

Gibson et al. (2017), the sensitivity to the end point of the

neighborhood radius parameter was tested using two sce-

narios; traditional SOM (radius decrease linearly from 4 to 1

over iterations) and hybrid of SOM–clustering (radius de-

crease linearly from 4 to 0 over iterations). In the ‘‘Kohonen’’

R-package, a radius value less than or equal to one corre-

sponds to the point where only the winning node is updated

by each iteration, making the SOM algorithm similar to

clustering techniques (e.g., k-means). The output patterns

were similar between the traditional SOM and hybrid SOM–

clustering runs. However, the hybrid SOM–clustering ap-

proach (75% SOM, 25% clustering) achieved improved

Euclidean distance and Pearson pattern correlation scores,

and so this approach was used for this study. Last, the size of

the SOM grid has a strong influence on the range of synoptic

patterns represented. The outputs of SOMs are generalized

when fewer nodes are selected, and more specific with a wider

range of patterns as the number of nodes increases. Multiple

combinations of SOM node grids were tested to determine

which best represented the synoptic situations of the region,

including 2 3 2 (4), 3 3 2 (6), 3 3 3 (9), and 3 3 4 (12). The

final size of the SOM grid (33 3 nodes) was selected based on

visual inspection, performance score of the SOMs, and dis-

cussions with meteorologists working in the study region.

Types representing deep low pressure systems near the

Antarctic coast, extensive high pressure systems over south-

ern Australia, and high pressure ridges extending to higher

latitudes in the Tasman Sea were expected, along with the

appropriate eastward progression of weather systems across

the study domain.

2) SOM EVALUATION

To evaluate how realistic the SOM output was compared to

actual daily synoptic patterns, we calculated the Pearson pat-

tern correlation between each winning node (composite map)

and the observed z500 at each daily time step [similar to

Gibson et al. (2017)]. The overall accuracy of the output

node patterns was quantified by analyzing the distribution of

all daily pattern correlations within each SOM node (Fig. 2).

Over 97% of the daily observations recorded a Pearson pattern

correlation. 0.8 with the assigned composite node pattern, with

the remaining 3% achieving a correlation . 0.7. This provided

confidence that each winning node was representative of actual

daily weather patterns in the study region.

d. Climate variability and blocking indices

Annual and seasonal correlations were calculated to inves-

tigate potential links between synoptic-type occurrence and

modes of climate variability known to influence the study re-

gion, specifically SAM, ENSO, and the IOD. The indices used

in this study were the monthly Marshall SAM index (Marshall

2003) [see review by Ho et al. (2012)], the monthly Southern

Oscillation index (SOI; Troup 1965), Niño-4 SSTA, and the

Oceanic Niño Index (ONI; 3-month running mean of SSTA in

the Niño-3.4 region) and the monthly Dipole Mode Index

(DMI) for IOD [refer toVerdon and Franks (2005) andAbram

et al. (2015, 2020) for discussion around the use of DMI]. A

combination of SLP (SOI) and SSTA (Niño-4 and ONI) based

indices were selected to represent the phase and strength of

ENSO events due to the western pole of the SOI (Darwin)

often being influenced by the state of the Indian Ocean

(Behera and Yamagata 2003). The Niño-4 SST region in the

western Pacific is also more dynamically linked to eastern

Australian rainfall (Wang and Hendon 2007).

Synoptic types were also compared to Australian region

monthly blocking indices calculated from NCEP–NCAR re-

analysis data (Kalnay et al. 1996) following the approach of

Pook and Gibson (1999) for the Tasman Sea (1508–1808E),
southern Australia (1208–1508E) and the SIO (908–1208E)
sectors. Blocking in these regions influences Australian rainfall

(Risbey et al. 2009) and East Antarctic precipitation (Massom

et al. 2004; Pook et al. 2006, 2012; Scarchilli et al. 2011;

Servettaz et al. 2020).

Correlation analysis was performed over the period from

June 1979 to May 2018 to achieve an even number of seasons

over the 39-yr record and to capture the IOD and ENSO event

peaks in a select year. Prior to correlation analysis, an annual

and seasonal SOM frequency time series was calculated for

each SOM node by counting each daily occurrence within a

year (June–May) or season. The monthly climate mode/

blocking indices were averaged over the same time periods.

The annual and seasonal SOM frequency, climate mode, and

blocking time series were then detrended and tested for au-

tocorrelation and normality (using the Shapiro–Wilkes test).

No significant autocorrelation (lag-1) was detected; however,

the time series were both normally distributed and positively

skewed so we used Pearson and Spearman methods for cor-

relation analysis. The correlation score and significance level
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(two-sided Student’s t test for p , 0.05) were generally consis-

tent between themethods, with a few exceptions. The Spearman

correlation results are presented here, and the Pearson corre-

lation results are included as supplemental material.

3. Results

Nine regional synoptic types were identified based on the

patterns and strength of weather systems in the study region

(Figs. 3 and 4 ). The SOM output describes realistic synoptic

conditions (Fig. 2) including distinct meridional patterns

with anticyclonic ridging, zonal patterns, and mixed zonal–

meridional patterns. The transition between these nodes is

represented by SOM5. Given the nature of the method, similar

types are nearer each other while opposite types are farther

apart. For example, the anomaly patterns between SOM1 and

SOM9 are opposite with the strong positive anomaly in the

center of the domain in SOM1 replaced by a strong negative

anomaly in SOM9.

Positive height anomalies are associated with ridges of high

pressure extending poleward and negative height anomalies

with low pressure systems and fronts. The structure of the

negative anomalies in the SOM nodes is consistent with the

Indian Ocean distribution of frontal systems (Rudeva and

Simmonds 2015) and z500 cyclones (Keable et al. 2002). The

patterns identified for this region are consistent with other

synoptic-typing studies that include regions of overlap on the

northern and eastern boundaries (Kidson 2000; Hope et al.

2006; Verdon-Kidd and Kiem 2009; Cohen et al. 2013; Jiang

et al. 2013, 2015).

a. Description of synoptic-type patterns and frequent

transitions

The key synoptic features (Fig. 3) and frequent transition

patterns (Fig. 5) for the nine SOMnodes are described below.

The synoptic types are grouped based on the key patterns,

into meridional nodes (SOM1, SOM2, SOM6, and SOM9),

mixed nodes (SOM4, SOM7, and SOM8), a zonal node

(SOM3), and a transitional node (SOM5). The ordering of

description within the meridional and mixed node groups is

based on the most frequent transitions between the SOM

nodes (Fig. 5). The transitions between nodes reflect the

expected eastward progression of synoptic weather systems

in the study region, consistent with Rossby wave propagation

within the high-latitude (eddy-driven) jet (McIntosh and

Hendon 2018).

1) MERIDIONAL NODES

(i) SOM1—Positive anomaly at 558S, 1158E

SOM1 is characterized by a strong positive height anomaly

at 558S, 1158E, extending from southwest Australia to the

Antarctic coastline near Casey Station in Wilkes Land. A

positive height anomaly ridge also extends over inland

Antarctica. Negative height anomalies, both extending from

the midlatitudes (;358S) to the East Antarctic coastline

(;668S), are located to the west (near Mawson Station) and

east (near Dumont d’Urville station) of the positive height

anomaly. SOM1 is persistent for at least two consecutive days

for 7% of the analysis period, and predominantly transitions to

SOM2. SOM7 is the most likely node to transition into SOM1.

FIG. 2. Histogram of Pearson pattern correlation (r) score between the winning SOM node

composite and each daily time step assigned to each of the nine SOM nodes. Note the bar

width varies for each histogram due to a fixed number of bars (15) used over the Pearson

correlation range from 0.7 to 1.0.

1 FEBRUARY 2021 UDY ET AL . 887

Brought to you by UNIVERSITY OF TASMANIA MORRIS | Unauthenticated | Downloaded 01/12/21 11:41 PM UTC



(ii) SOM2—Negative anomaly at 558S, 908E

SOM2 represents the eastward progression of SOM1, with

the positive height anomaly shifting eastward and the negative

height anomaly to the west strengthening. The key character-

istics are a strong negative and positive height anomaly from

west to east across the domain, with a strong pressure gradient

between 1008 and 1208E. The positive height anomaly in the

Southern Ocean across the Great Australian Bight region ex-

tends to the Antarctic coastline near Dumont d’Urville station

in Adélie land. The negative height anomaly, west of the high,

extends from;358S to the East Antarctic coastline near Davis

station. SOM2 is persistent for 5% of the analysis period, and

predominantly transitions to SOM6.

(iii) SOM6—Positive anomaly at ;558S, 1508E

SOM6 represents the eastward progression of SOM2 and is

characterized by a strong positive height anomaly in the

southern Tasman Sea region between 1358 and 1658E and a

strong negative anomaly to the west. The positive height

anomaly extends from southeast Australia (;408S) to the

Antarctic coastline (;668S) near Dumont d’Urville station,

with a ridge extending farther inland. SOM6 is persistent 6%of

the analysis period and predominantly transitions to SOM9.

(iv) SOM9—Positive anomaly at ;558S, 1658E

SOM9 represents a slight eastward shift from SOM6, with

the Tasman Sea positive height anomaly shifted toward

New Zealand (;1658E) and the negative height shifted

FIG. 3. Self-organizing map (SOM) output of 500-hPa geopotential height anomaly for each of the nine SOM nodes. Positive (negative)

height anomalies are shown in red (blue) with solid (dotted) contours. The total frequency of each SOMnode over the full analysis period

(January 1979–October 2018) is shown below the SOM node label (i.e., SOM1 occurs 11% of the time). The center of the positive

geopotential height anomalies represents regions of anticyclonic ridging into the middle and high latitudes, rather than reflecting the

center of the actual surface anticyclone. Refer to Fig. 4 for the climatological mean over the analysis period.

FIG. 4. 500-hPa geopotential height climatological mean in the study

region over the analysis period (January 1979–October 2018).
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south of Australia (;1208E). SOM9 is persistent for 5% of

the analysis period and predominantly transitions to SOM7.

2) MIXED AND ZONAL NODES

(i) SOM7—Zonal–meridional

SOM7 is a mix between zonal and meridional anomalies,

with a broad asymmetric region of negative height anomalies

over Antarctica and a positive height anomaly southwest of

Australia around 458S, 908E. Two troughs on either side of

the positive anomaly extend equatorward along 608 and 1358E
from the negative anomaly over East Antarctica. SOM7 is

persistent for 7% of the analysis period and predominantly

transitions to SOM4.

(ii) SOM4—Zonal–meridional

SOM4 is also characterized by a broad asymmetric region of

negative height anomalies over Antarctica that extend equa-

torward around the positive height anomaly, which is shifted

eastward compared to SOM7 (;1158E). SOM4 is persistent for

6% of the analysis period and generally transitions to SOM8

(1.8%) and SOM2 (1.5%).

(iii) SOM8—Zonal–meridional

SOM8 is characterized by a broad asymmetric region of

negative height anomalies over Antarctica, with a trough

extending equatorward around 1058E. Two regions of positive

height anomalies are located in the midlatitudes either side of

FIG. 5. Frequency of daily persistent patterns (day t 1 15 day t) and daily transition directions (.0.6% of days) between SOM nodes

over the analysis period (January 1979–October 2018). The percentage value in the middle of the SOM composite map represents daily

persistence of each node (e.g., SOM15 7%), with two consecutive days classified into the same node. Across all nine SOM nodes, daily

persistence accounts for 57%of the analysis period. The daily transition frequencies over the analysis period, ranging from 0.6% (87 days)

to 2.3% (334 days), are represented by arrows between the nodes, with higher daily frequency transitions represented by thick black

arrows and lower daily frequency transitions represented by thin gray arrows. Transitions between individual nodes less than 0.6% are not

shown in the figure due to complexity, but include 41 different combinations (e.g., SOM3 to SOM6) and account for a total of 11% of the

analysis period. Between the corner nodes, no transitions occur between the left bottom corner (SOM7, SOM8, or SOM4) to SOM3 and

vice versa, except for SOM3 to SOM4, which occurred once. Transition from SOM9 to SOM1 are more common (0.3%) compared to

transitions from SOM1 to SOM9 (0.16%).
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the trough. SOM8 is persistent for 7% of the analysis period and

generally transitions into SOM7 (2.1%) and SOM9 (1.6%).

(iv) SOM3—Zonal

SOM3 displays a zonal structure with negative height anoma-

lies in the midlatitudes and positive height anomalies in the high

latitudes over Antarctica. The height anomalies are slightly

asymmetric, with the strongest negative anomaly focused around

458S, 1058E and a ridge extending equatorward between 1358 and
1508E to approximately 558S. The seasonal frequency of SOM3,

which peaks in JJA and SON (Fig. S1 in the online supplemental

material) is consistent with the JJA equatorward shift of the

Antarctic circumpolar trough. SOM3 has the highest frequency of

daily persistence (10%), and as such has a relatively low frequency

of transitions to neighboring nodes compared to other SOM no-

des. SOM3 never transitions to SOM7 and vice versa.

3) TRANSITION NODE (SOM5)

SOM5 is characterized by weak anomalies with no clear

distinguishing features and often represents the transition be-

tween all other nodes. Analysis of the individual daily weather

patterns assigned to SOM5 suggests that the node represents a

diversity of low-frequency patterns that are not consistent with

the broader patterns represented by the surrounding nodes.

For example, cutoff lows over both southwest and southeast

Australia are frequently included in this SOM node.

b. Frequency of occurrence and interannual variability

The nine synoptic types identified each display similar fre-

quency, ranging between 10% and 13% (Fig. 3), over the full

analysis period (January 1979–October 2018). Seasonally,

SOM3 peaks in JJA (16%) and SON (14%) (Fig. S1). The

opposing node, SOM7, also peaks in JJA (14%). The seasonal

peak for the meridional nodes is generally MAM. While the

annual and seasonal frequency is similar between the SOM

nodes over the analysis period, the year-to-year frequency

distribution is highly variable (Figs. 6 and 7). On an annual time

scale, the frequency of each SOM node ranged from 3% to 24%.

SOM3 displayed the highest interannual variability, on both an

annual and seasonal time scale, and generally follows a similar

interannual pattern to the meridional nodes. Increased frequency

of the mixed nodes (SOM4, SOM7, and SOM8) correspond with

reduced frequency of SOM3 and the meridional nodes.

FIG. 6. (a) Annual (June–May) frequency of each SOM node.

Each color refers to the proportion (%) of the year classified as a

particular SOM node (1–9) ordered frommeridional at the bottom

to zonal–mixed nodes at the top. For example, between June 1979

andMay 1980, 19% of the period (70 days) was classified as SOM3.

(b) Annual (June–May) average index of SAM (southern annular

mode using the Marshall index), ONI (oceanic Niño index repre-

senting ENSO phase), and DMI (dipole mode index representing

Indian Ocean dipole phase). Year corresponds to the June–

December period of each 12-month period for both (a) and (b).

Gray rectangles provide a year guide every 5 years.

FIG. 7. Seasonal frequency for (a) austral autumn (MAM),

(b) winter (JJA), (c) spring (SON), and (d) summer (DJF) of each

SOM node and the corresponding seasonal average index of SAM

(southern annular mode using the Marshall index), ONI (oceanic

Niño index representing ENSO phase) and DMI (dipole mode

index representing Indian Ocean dipole phase). SOM nodes (1–9)

are represented by a unique color and ordered from meridional at

the bottom to zonal–mixed nodes at the top. Year corresponds to

the December year. For the MAM frequency plot, note that the

actual year of occurrence is equal to year 1 1 (e.g., MAM 2009 in

figure represents the period March–May 2010). Gray rectangles

provide a year guide every 5 years. Frequency plots represent the

proportion of the season classified to a particular SOM node [e.g.,

in 1979 DJF 19.8% of the period (18 days) was classified as SOM3].
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SAM is significantly correlated with six of the nine synoptic

types at interannual time scales (Table 1). Seasonally, SOM3 is

strongly correlated with SAM2 conditions, while SOM7 and

SOM8 are moderately to strongly correlated with SAM1
conditions (Table 2). The dominant SAM1 node (i.e., stron-

gest seasonal correlation) switches seasonally between SOM7

(JJA) and SOM8 (SON, DJF, MAM). In select seasons, sig-

nificant correlations were also found between SAM2 and

SOM1/SOM2, and SAM1 and SOM4/SOM6 (Table 2).

The association between ENSO and the occurrence of syn-

optic types is variable, depending on the index, time period,

and seasons selected. Significant correlations between SOM nodes

and both atmospheric (SOI) and oceanic (ONI or Niño-4) ENSO
indices were only found in SON/DJF over the analysis period for

SOM2 in SON (El Niño) and SOM7 in DJF (La Niña). With the

exception of SOM7; SOI inDJF (r5 0.42, p, 0.01, n5 39), the

remaining statistically significant correlations between synoptic-

type frequency and ENSO index were significant at the 95%

confidence level (Table 2). Additionally, some of these rela-

tionships were only statistically significant with the SOI, po-

tentially indicating that the Indian Ocean may be influencing

the western pole of the index (Behera and Yamagata 2003).

The IOD was significantly correlated with SOM3, SOM4,

and SOM5 at interannual time scales. However, as the IOD is

seasonally phase locked by the wind reversal associated with

the Northern Hemisphere monsoon over India and Asia (Cai

et al. 2013), we focused on the seasonal results between JJA

and DJF. An IOD event generally develops during MAM and

peaks betweenAugust–October before decayingwith the arrival

of the Australian monsoon around November (Saji et al. 1999).

Seasonally, only SOM1 and SOM9 were significantly correlated

in the IOD peak season (Table 2). The strength of these rela-

tionships was sensitive to the test used with higher r values for

the Pearson versus Spearman method (Table S2; Table 2).

Blocking in the three regions investigated (southeast Indian

Ocean, southern Australia, and Tasman Sea) was significantly

correlated with at least one node in each season (Table 2). The

strongest correlations were observed in SON, with SOM6

and SOM8 associated with blocking in southern Australia and

the Tasman Sea, and SOM7 associated with blocking in the

southeast Indian Ocean (Table 2). SOM3 is associated with a

lack of blocking across all three regions during SON.

4. Discussion

Our results first show that the regional synoptic represen-

tation of SAM1 conditions in the southern IndianOcean is not

zonally symmetric. This is consistent with literature empha-

sizing that the physical interpretation of an assumed annular

structure of SAM is complicated due to regional and seasonal

differences in the dynamics, shape, and impact of SAM

across the Southern Ocean region (e.g., Codron 2007;

Kidston et al. 2009; Barnes and Hartmann 2010; Ding et al.

2012; Spensberger et al. 2019). Our IndianOcean sector results

for SAM1 conditions are consistent with those of Ding et al.

(2012), who described the SAM signature in the Indian Ocean

as a zonally elongated meridional dipole. The positive height

anomaly in SOM7 and SOM8 aligns with the region of me-

ridional shift of the eddy-driven jet over the Indian Ocean

(Ding et al. 2012) and associated anticyclonic wave breaking

during JJA SAM1 conditions (Spensberger et al. 2019).

During JJA, all three mixed SOM nodes are significantly cor-

related with SAM1 (r$ 0.47, p, 0.01, n5 39; Table 2). None

of these nodes were individually characterized as being zonally

symmetric. Interestingly, the asymmetry in the negative height

anomaly of the strongly correlated SAM1 synoptic types

across all seasons (SOM7/SOM8) falls between themidlatitude

stations (Ile Amsterdam at 37.838S, 77.58E and Hobart at

42.888S, 147.38E) used to derive theMarshall SAM index in this

region. The combined region of negative height anomaly

asymmetry in SOM7 and SOM8 is also consistent with the

hemispheric clusters representing SAM1 undertaken by Pohl

and Fauchereau (2012).

In contrast to the mixed nodes, the zonal anomaly pattern

of SOM3 is more consistent with the hemispheric symmetric

SAM structure interpretation. The regional representation of

the negative phase of SAM associated with SOM3 is consis-

tent with the hemispheric cluster representing SAM2 in Pohl

and Fauchereau (2012). However, SOM2, which represents

meridional conditions, is also strongly correlated (r 520.43,

TABLE 1. Annual (June–May year) Spearman correlations and statistical significance (two-sided Student’s t test) over the period June

1979–May 2018 between annual occurrence of SOM nodes and annual average index representing climate variability modes; southern

annular mode (SAM; using the Marshall index), Indian Ocean dipole (IOD; using the dipole mode index), three ENSO indices—Niño-4,
ONI (oceanic Niño index), and SOI (Southern Oscillation index)—and blocking index over three sectors in the Australian region

(Southeast Indian Ocean: BI SEIO between 908 and 1208E; Southern Australia: BI SA between 1208 and 1508E; Tasman Sea: BI TS

between 1508 and 1808E). All time series were detrended prior to correlation and no autocorrelation was detected at lag-1. Correlation

significance $ 99% are in boldface, at 95% are shown in normal type, and ,95% are blank.

SOM node SAM IOD Niño-4 ONI SOI BI SEIO BI SA BI TS

1

2 20.59

3 20.69 20.36

4 0.57 0.34

5 20.39 20.36

6 20.34

7 0.77 0.34

8 0.58 20.35

9
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p , 0.01, n 5 39) with SAM2 in MAM, suggesting that re-

gional asymmetries are also important to consider during

SAM2 conditions.

a. Seasonal SOM frequency and connections to southeast
Australian climate

The surface weather conditions across southeast Australia

associated with synoptic types that are strongly seasonally

correlated with SAM (SOM3, SOM4, SOM7, and SOM8) are

likely to be consistent with the seasonal influence of SAM on

regional climate (e.g., Gillett et al. 2006; Hendon et al. 2007).

The precipitation associated with meridional nodes (SOM1,

SOM2, SOM6, and SOM9) across southern Australia is likely

to be variable depending on the location of the positive height

anomaly and associated surface-level high pressure system

(e.g., Risbey et al. 2009). For example, atmospheric blocking in

the Great Australian Bight region (e.g., SOM2) is associated

with increased rainfall in western Australia, while blocking

TABLE 2. Seasonal Spearman correlations and statistical significance (two-sided Student’s t test) over the period June 1979–May 2018

between seasonal occurrence of SOM nodes and seasonal average index representing climate variability modes; southern annular mode

(SAM; usingMarshall index), Indian Ocean dipole (IOD; using the dipole mode index), three ENSO indices [Niño-4, ONI (oceanic Niño
index), and SOI (SouthernOscillation index)], and blocking index over three sectors in the Australian region (southeast IndianOcean: BI

SEIO between 908 and 1208E; southern Australia: BI SA between 1208 and 1508E; Tasman Sea: BI TS between 1508 and 1808E). All time

series were detrended prior to correlation and no autocorrelation was detected at lag-1. Correlation significance$ 99% are in boldface, at

95% are shown in normal type, and ,95% are blank.

SOM node SAM IOD Niño-4 ONI SOI BI SEIO BI SA BI TS

JJA

1 20.33 0.47

2 20.33

3 20.78

4 0.47

5

6

7 0.74

8 0.53

9 0.40

SON

1 0.34

2 0.32 20.32

3 20.72 20.48 20.6 20.51

4 0.32 20.41

5

6 0.37 0.61 0.56

7 0.50 0.51

8 0.66 0.38 0.49
9 20.36 0.37

DJF

1 20.33

2 20.33 20.33 20.34

3 20.78 20.34 20.32

4 0.57

5 20.32 20.58 20.34

6

7 0.40 0.41 20.33 0.42 0.50 0.33

8 0.67 0.46

9 20.33

MAM

1 0.53 20.41

2 20.43 0.44
3 20.75 20.47

4

5 0.36

6 0.37

7 0.68 0.33 0.34

8 0.69 20.37

9
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farther east in the Tasman Sea region (e.g., SOM6) favors in-

creased rainfall across southeast Australia (Risbey et al. 2009).

The positive height anomalies of SOM4 and SOM8 (mixed

nodes) are also consistent with these Australian blocking re-

gions andmay similarly influenceAustralian precipitation. The

following section discusses the compound seasonal influence of

modes of climate variability investigated on the observed

synoptic-type frequency and provides potential physical in-

sights into precipitation responses over southeast Australia.

1) AUTUMN AND WINTER (MAM AND JJA)

During MAM/JJA, the interannual variability in SOM fre-

quency is associated with variations in SAMphase and strength

(Figs. 7a,b; Table 2). Consecutive SAM1 autumns between

1993–2000, 2003–06, and 2010–17 corresponded with increased

frequency of SOM4, SOM7, and SOM8 and decreased fre-

quency or no occurrence of SOM3. These periods align with

below average MAM precipitation over southeast Australia

(Cai andCowan 2008, 2013;Murphy and Timbal 2008; Verdon-

Kidd and Kiem 2009; Kiem and Verdon-Kidd 2010). Below

average MAM precipitation, leading to dry catchments and

less runoff, has been identified as a key driver of the dispro-

portionate annual streamflow reduction compared to the an-

nual rainfall reduction observed across Victoria during the

Millennium Drought (Kiem and Verdon-Kidd 2010; Cai and

Cowan 2013). This is consistent with reduced precipitation

associated with SAM1 events in southeast Australia during

late MAM/JJA (Hendon et al. 2007; Ho et al. 2012). Over

subtropical eastern Australia (southern Queensland/New

South Wales), the relationship between SAM phase and pre-

cipitation is reversed compared to that in southeast Australia

(Victoria/Tasmania). Due to anomalous easterly winds en-

hancing moisture advection from the ocean, SAM1 is associ-

ated with increased MAM/JJA precipitation along the east

coast of Australia (Gillett et al. 2006; Sen Gupta and England

2006; Hendon et al. 2007). This suggests that years with in-

creased frequency of SOM4, SOM7, and/or SOM8 during

MAM/JJA may be associated with above average seasonal

rainfall over the east coast of Australia and reduced seasonal

rainfall across southeast Australia (e.g., MAM 2013).

2) SPRING (SON)

The response of synoptic-type frequency to the modes of

climate variability in SON is dependent on the node (Fig. 7c,

Table 2). Increased frequency of the mixed nodes (SOM4,

SOM7, and SOM8) and SOM6 are associated with SAM1
conditions. Additionally, SOM6 and SOM8 are associated with

blocking conditions in the Tasman Sea, consistent with more

favorable blocking conditions during SAM1 (Jiang et al.

2013). The combined influence of Tasman Sea blocking and

SAM1 conditions during SON are important drivers of in-

creased precipitation across eastern Australia (Risbey et al.

2009). While both SOM6 and SOM8 are associated with

Tasman Sea blocking, the anomaly patterns represent different

‘‘flavors’’ of blocking in this region. As such they are likely to

be associated with different surface conditions in eastern

Australia and East Antarctica. The Tasman Sea blocking setup

represented by SOM8 is likely to be associated with increased

precipitation over eastern Australia (Risbey et al. 2009), while

SOM6 is more likely to influence precipitation in East

Antarctica near Law Dome (McMorrow et al. 2004; Scarchilli

et al. 2011).

Variability in the frequency of the remaining meridional

nodes (SOM1, SOM9, and SOM2) were associated with trop-

ical modes of climate variability rather than SAM. Increased

SOM1 frequency was statistically significantly related (r 5
0.34, p , 0.05, n 5 39) with IOD1 events, for example, ex-

treme positive IOD events in 1994 and 1997 (Fig. 7c). The

positive anomaly in SOM1 along 1158E is consistent with the

positive anomaly associated with the ‘‘observed’’ IndianOcean

atmospheric Rossby wave train (McIntosh and Hendon 2018).

The offshore wind anomalies along the coastline of western

Australia associated with the height anomalies in SOM1 sup-

port the tropical easterly wind anomalies observed in IOD1
(Saji et al. 1999). Increased SOM9 frequency was weakly as-

sociated with negative IOD (DMI: r520.36, p, 0.05, n5 39)

and La Niña (based on SOI: r 5 0.37, p, 0.05, n5 39), which

can co-occur during SON leading to increased precipitation

and flood risk in eastern Australia (Behera and Yamagata

2003; Risbey et al. 2009; Hendon et al. 2014). The negative

anomaly of SOM9 over southwest Australia aligns with circu-

lation anomalies associated with La Niña and negative IOD

events (Cai et al. 2011; McIntosh and Hendon 2018).

Increased frequency of SOM3 during SON is strongly as-

sociated with SAM2 (r 5 20.78, p , 0.001, n 5 39). Eastern

Australia generally experiences a reduction in precipitation

during SON and DJF periods characterized by SAM2 condi-

tions (Risbey et al. 2009), suggesting that SOM3 is likely to

be associated with dry conditions across eastern Australia.

Additionally, between late September to early January, the

strength of the stratospheric vortex also influences tropo-

spheric weather patterns over the Southern Ocean (Lim et al.

2018). The seesaw interannual variability (Fig. 7c) and annual

inverse correlation (not shown) between SOM3 and the mixed

nodes representing SAM1 is consistent with the stratosphere–

troposphere coupled mode developed by Lim et al. (2018) to

categorize strong and weak polar vortex years. Weak polar

vortex years (e.g., 1988, 2002), where the vortex breaks down in

early SON (Lim et al. 2018), are associated with an increased

frequency of SOM3. These years correspond with reduced

frequency of the mixed nodes (SOM4, SOM7, and SOM8) and

vice versa for strong vortex years (e.g., 1998, 1999). This is

consistent with the findings of Lim et al. (2018), who found that

anomalous SH weakening (early breakdown) or strengthening

(late breakdown) of the polar vortex during SONoften leads to

sustained occurrence of the negative or positive phase of SAM,

respectively.

3) SUMMER (DJF)

The overall response to SAMphase and strength duringDJF

appears enhanced (suppressed) due to ENSO and/or IOD

being in phase (out of phase) with circulation anomalies in the

region (Fig. 7d). This is consistent with findings from previous

studies that a significant proportion of austral warm season

SAM variation is influenced by ENSO (Karoly 1990;

L’Heureux and Thompson 2006; Lim et al. 2013). DJF periods
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when all modes are in phase supporting SAM1 (i.e., La Niña;
IOD2/neutral) circulation anomalies (e.g., 1999/2000, 2007/

08) show the highest seasonal frequency (.80%) of SOM4,

SOM7, and SOM8 along with the lowest frequencies of SOM3

and meridional nodes (Fig. 7d). SOM4 and SOM8 are strongly

correlated with SAM1 during DJF; however, SOM7 vari-

ability is potentially influenced by a combination of SAM1 and

La Niña (Table 2; Fig. 7d). It is also associated with more fa-

vorable conditions for Tasman Sea blocking (Table 2). This

combination of modes of climate variability (SAM1/La

Niña) and blocking align with the leading drivers of eastern

Australian precipitation in DJF, with LaNiña/SAM1 dominant

across subtropical eastern Australia and blocking/SAM1 across

southeast Australia (Risbey et al. 2009).

The in-phase SAM1 DJF periods are not always charac-

terized by increased frequency of SOM4, SOM7, and SOM8.

For example, an increase of meridional nodes (in particular

SOM9) occurred in 2010/11 when eastern Australia experi-

enced widespread flooding linked to very strong La Niña,
negative IOD, SAM1, and Tasman Sea blocking conditions

(Hendon et al. 2014; Cleverly et al. 2016). While SOM9 is not

significantly correlated to any of these modes of variability or

blocking indices in DJF, the frequency during DJF 2010/11 was

equal highest (24.4%) in the analysis period (withDJF 1981/82;

Fig. 7d). This suggests that the circulation anomalies over

eastern Australia associated with the eastward-shifted Tasman

Sea blocking in SOM9 may be an important driver for in-

creased precipitation and flood risk in eastern Australia during

unusual years such as 2010/11. Further exploration of this link

is beyond the scope of the current study, but is of interest for

future work.

DJF seasons characterized by in-phase SAM2 conditions

(e.g., 1979/80, 1991/92, and 2003/04) align with increased fre-

quency of SOM3 and select meridional nodes (SOM1, SOM2).

However, this does not explain all years with increased me-

ridional frequency—for example, DJF 1989/90, which was as-

sociated with neutral conditions for all three climate modes

investigated. Additionally, 1989 is well known for increased

Tasman Sea blocking (Pook 1994), which is reflected in the

increased occurrence of SOM6 in SON and DJF (Figs. 7c,d).

Over eastern Australia, Tasman Sea blocking highs are asso-

ciated with moist easterly flow into coastal regions, which

provide favorable conditions for increased chance of coastal

precipitation (Pepler et al. 2019b). The occurrence of strong

anticyclonic ridges over the mid- to high latitudes of the

Tasman Sea is also associated with decreased anticyclone ac-

tivity farther north and vice versa (Pepler et al. 2019b).

b. East Antarctica and ice core implications

Over East Antarctica, SAM1 is generally associated with

increased westerly wind strength near 608S, equatorward

moisture flux, and decreased snowfall (Marshall et al. 2017),

consistent with the anomaly patterns of SOM4, SOM7, and

SOM8. The combined geopotential height anomaly pattern of

SOM4 and SOM7 is also similar to low snowfall years at Law

Dome (van Ommen and Morgan 2010; Roberts et al. 2015).

The synoptic setup of SOM4 and SOM7 in the Law Dome

region is likely associated with increased westerly wind

strength and/or reversal of polar easterlies. Due to the east-

ward facing orientation of Law Dome, a reduction in the

strength of polar easterlies and/or increased westerly wind

strength is likely to be associated with decreased orographic

precipitation (McMorrow et al. 2004).

In contrast, the strong pressure gradient between positive

height anomalies over Antarctica and negative anomalies over

the Southern Ocean observed in SOM3 provides a likely

mechanism for enhanced polar easterly winds along the

Antarctic coastline and orographic precipitation on east facing

slopes (e.g., Law Dome). This is consistent with increased

precipitation during SAM2 conditions across East Antarctica

(Marshall et al. 2017). The cyclones associated with SOM3 are

consistent with the mean cyclone conditions of the region

(Simmonds et al. 2003). Precipitation associated with these

cyclones along the Antarctic coast is often orographically in-

duced and rarely penetrates inland over the Antarctic Plateau

(Bromwich 1988; Cullather et al. 1998).

The meridional nodes are more likely to be associated with

the transport of warm, moist air from the midlatitudes to the

Antarctic coastline and plateau regions (Irving and Simmonds

2015) along the western boundary of the positive height

anomaly (e.g., within the 758–908E meridian range in SOM1).

This synoptic situation often represents a blocking high pres-

sure system extending a ridge to the Antarctic coastline and an

‘‘upstream’’ extratropical cyclone that moves poleward and

intensifies rapidly in the strong baroclinic zone between the

cold low pressure system to the west and warm high pressure

ridge to the east (Scarchilli et al. 2011; Sinclair and Dacre

2019). When these features interact with the Antarctic coast-

line, they are often associated with increased precipitation and

temperature (Massom et al. 2004; Scarchilli et al. 2011;

Gorodetskaya et al. 2014; Schlosser et al. 2017; Wille et al.

2019). For example, back trajectory analysis (1980–2001) at-

tributed Tasman Sea atmospheric blocking with up to 40% of

the snowfall events at Law Dome (Scarchilli et al. 2011). The

high pressure ridge also provides a mechanism for extra-

tropical cyclones to penetrate inland over the East Antarctic

Ice Sheet, with Tasman Sea blocks attributed to 20% of the

snowfall events at DomeC (Scarchilli et al. 2011). The anomaly

patterns of SOM6 and SOM9 are consistent with a Tasman Sea

high pressure ridge extending to Antarctica. The key differ-

ence between these nodes is the longitudinal shift in the center

of the positive height anomaly, which would be expected to

shift the region of precipitation influence in Antarctica.

The synoptic features of themeridional nodes aremore likely to

result in episodic precipitation at ice core sites which is important

to consider for interpretation of paleoclimate proxies (Turner et al.

2019). Additionally, our findings show that the frequency of the

meridional nodes is not significantly related to the phase of SAM.

This finding, along with regional asymmetric representation of

SAM1 conditions, could potentially explain the lack of a signifi-

cant SAM signal in Law Dome snowfall accumulation rate (van

Ommen andMorgan 2010) and sea salt record (Vance et al. 2013)

in contrast to ice core records from West Antarctica and South

America (Abram et al. 2014; Hessl et al. 2017). The relationship

between synoptic types, modes of climate variability, and

favorable synoptic situations for increased or decreased
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precipitation over East Antarctica is important to consider for

interpretation of climate proxy records from ice cores. Future

work investigating the surface conditions associated with the

synoptic types and how they are preserved in ice core records

may assist with diagnosing the missing link between ice core

records, modes of climate variability, and teleconnections to

midlatitude climate.

5. Conclusions

This study has identified the diversity of synoptic-scale var-

iability of the SIO, and a lack of dominance of zonal patterns.

This diversity has implications for understandingAntarctic and

southern Australia climate variability, and will allow improved

interpretation of climate proxy records derived from East

Antarctic ice cores and other regional archives.

The nine synoptic types represented by the nodes defined in

this study included fourmeridional (SOM1, SOM2, SOM6, and

SOM9), three mixed (SOM4, SOM7, and SOM8), a zonal

(SOM3), and a transitional pattern (SOM5). The meridional

nodes represent anomaly patterns that are favorable for

transporting warm, moist air masses to the Antarctic region

and are likely associated with increased precipitation and

temperature along the Antarctic coastline. The frequency of

the meridional nodes shows limited association with SAM

phase, especially during SON. In contrast, the zonal and mixed

nodes were strongly correlated with SAM (negative and posi-

tive, respectively) in most seasons, however, the regional syn-

optic representation of SAM1 is not zonally symmetric, and is

represented by three separate nodes. Consideration of these

different ‘‘flavors’’ of SAM1 conditions may help explain the

varied precipitation response over southern and easternAustralia,

as well as East Antarctic ice core records to SAM variability. The

interannual variability of synoptic-type frequency over MAM/

JJA in the SIO is generally associated with the phase and strength

of SAM, rather than ENSO or IOD. In SON/DJF the SAM as-

sociation remains; however, the synoptic-type frequency response

to SAM tends to be enhanced (suppressed) if ENSO and/or IOD

phase favor (oppose) the circulation anomalies of the region.

Future work investigating the surface conditions associated

with the synoptic types and how/if they are preserved in coastal

East Antarctic ice core records may broaden the application of

these ice cores to provide a longer time perspective of synoptic

weather conditions in the southern Indian Ocean.
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