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ABSTRACT: This study investigates the spatiotemporal variability of turbulent mixing in the eastern south Indian Ocean

using a collection of data from electromagnetic autonomous profiling explorer (EM-APEX) profiling floats, shipboard

CTD, and microstructure profilers. The floats collected 1566 profiles of temperature, salinity, and horizontal velocity data

down to 1200m over a period of about four months. A finescale parameterization is applied to the float and CTD data to

estimate turbulent mixing. Elevated mixing is observed in the upper ocean, over bottom topography, and in mesoscale

eddies. Mixing is enhanced in the anticyclonic eddies due to trapped near-inertial waves within the eddy. We found that

cyclonic eddies contribute to turbulent mixing in the depth range of 500–1000m, which is associated with downward-

propagating internal waves. The mean diapycnal diffusivity over 250–500-m depth is O(1026) m2 s21, and it increases to

O(1025) m2 s21 in 500–1000m in cyclonic eddies. The turbulent mixing in this region has implications for water-mass trans-

formation and large-scale circulation. Higher diffusivity [O(1025) m2 s21] is observed in the Antarctic Intermediate Water

(AAIW) layer in cyclonic eddies, whereas weak diffusivity is observed in the Subantarctic Mode Water (SAMW) layer

[O(1026) m2 s21]. Counterintuitively, then, the SAMWwater-mass properties are strongly affected in cyclonic eddies, whereas

the AAIW layer is less affected. Comparatively high diffusivity at the location of the South Indian Countercurrent (SICC) jets

suggests there are wave–mean flow interactions in addition to the wave–eddy interactions that warrant further investigation.
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1. Introduction

Turbulentmixing plays an important role in large-scale oceanic

processes such as water-mass transformation, global overturning

circulation, and stratification. It also distributes heat, salt, chem-

icals, and organisms throughout the world oceans. By distributing

the energy input fromwinds and tides, turbulentmixing closes the

oceanic energy budget (Bryan 1987; Wunsch and Ferrari 2004).

Turbulence is the final stage of the energy cascade in the ocean

where kinetic energy from winds and tides is transformed into

molecular heat by viscosity (St. Laurent et al. 2012).

In the interior of the ocean,most of themixing is attributed to

the breaking of internal waves, which act as a bridge between

the large-scale forcing and the molecular-scale dissipation

(St. Laurent et al. 2012). Internal waves are generated mainly

by fluctuating wind stress (D’Asaro 1985), tidal flow over steep

topography (Egbert and Ray 2000), and geostrophic flow over

rough topography (Nikurashin and Ferrari 2010). Near the

ocean surface, the wind energy generates internal waves with

near-inertial frequency that dominate the internal wave energy

spectrum (Wunsch and Ferrari 2004). Froma global study using

Argo floats between 308 and 458N, Whalen et al. (2018) found

that the amplitude of turbulent mixing increases with increas-

ing wind energy at the surface. They also found that the internal

wave-drivenmixing is strong in regions of anticyclonic vorticity

compared to cyclonic vorticity regions. This is in agreement

with the modification of wind-generated internal waves by

anticyclonic eddies (Kunze 1985; Lee and Niiler 1998). The

sensitivity of ocean models to the spatial and temporal vari-

ability of mixing has implications on ocean heat uptake in cli-

mate models (e.g., Harrison and Hallberg 2008) and ocean

circulation in regional models (e.g., Benthuysen et al. 2014).

The intermittent and patchy nature of turbulence makes it

difficult to measure from limited ship-based observations. By

using a range of inversemodels and finescale parameterization,

Huussen et al. (2012) found that too little internal wave dissi-

pation is available in the deep Indian Ocean to sustain the

meridional overturning circulation since most of the internal

wave energy is dissipated in the upper 1000m. Waterhouse

et al. (2014) combined a range of measurements from different
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instruments and calculated a global average diapycnal diffusivity

ofO(1025)m2 s21 above 1000-m depth andO(1024)m2 s21 below

1000-m depth with higher values in the abyssal ocean. They re-

ported relatively low depth-averaged diffusivity [O(1026) m2 s21]

in the upper 1000m of the eastern Indian Ocean. Using a strain-

only parameterization, Whalen et al. (2012) reported an average

diapycnal diffusivity of O(1025) m2 s21 over 250–500m of the

upper eastern south Indian Ocean. They observed elevated dis-

sipation rates in regions of high eddy kinetic energy.

The surface circulation in the subtropical south Indian

Ocean is characterized by the eastward flowing near surface

geostrophic South Indian Countercurrent (SICC) (Siedler

et al. 2006; Palastanga et al. 2007; Divakaran and Brassington

2011; Menezes et al. 2014). The SICC splits into different

branches (Fig. 1) that become stronger and deeper as they ap-

proach the west coast of Australia (Divakaran and Brassington

2011). These branches act as a source of water for the poleward-

flowing Leeuwin Current (LC) (Divakaran and Brassington

2011; Domingues et al. 2007; Menezes et al. 2013, 2014; Furue

et al. 2017). The LC is accompanied by the subsurface Leeuwin

Undercurrent (LUC), which flows equatorward underneath and

just offshore of the LC (Thompson 1987; Furue et al. 2017).

Unlike other eastern basins, the eastern south Indian Ocean

(SIO) is found to be a region of high seasonal and interannual

mesoscale variability (Birol and Morrow 2001). It possesses one

of the highest eddy kinetic energy (EKE) bands in the World

Ocean between 158 and 308S (Jia et al. 2011). The mesoscale

eddies generated from instabilities of the LC (Feng et al. 2005)

and LUC (Rennie et al. 2007), as well as semiannual Rossby

waves emanating from the eastern boundary (Morrow and Birol

1998), contribute to the observed variability over this region.

These waves and eddies travel westward (Morrow et al. 2004)

and interact with the SICC (Siedler et al. 2006). The subtropical

south IndianOcean is also a region of strong surface heat loss. In

the seasonal cycle, the mixed layer heat storage in this region is

primarily influenced by surface net heat flux and secondarily by

turbulent entrainment (Cyriac et al. 2019).

Due to lack of enough observations, the turbulent mixing and

the factors that influence it in the southeast Indian Ocean are not

well described. In this study, we usemicrostructuremeasurements

to validate the estimates of turbulentmixing fromelectromagnetic

autonomous profiling explorer (EM-APEX) floats and shipboard

CTD. We then investigate the variability of turbulent mixing in

the southeast Indian Ocean, a region dominated by mesoscale

eddies. We analyze the spatial and temporal variability of turbu-

lentmixing and investigate its sources and implications for the first

time in this climatically important region.

The paper is organized as follows: Section 2 describes the dif-

ferent datasets used in this study. The method of finescale pa-

rameterization used to estimate turbulent mixing from floats and

shipboard data is explained in section 3. Section 4 describes the

regional ocean characteristics observed from the floats and the

shipboard data. The spatial and temporal variability of turbulent

mixing in the upper 1000m is analyzed in section 5. Section 6

investigates the factors influencing the observed mixing distribu-

tion. In section 7, we compare the different datasets and discuss

the implications of mixing on water masses and large-scale cir-

culation. Section 8 provides a summary of the present study.

2. Data

a. Shipboard data

Observations used in this study were collected from two

voyages of the Marine National Facility (MNF) R/V Southern

FIG. 1. (a) The tracks of EM-6662 (blue line), EM-6663 (cyan line), andEM-6664 (green line) are plotted over the

eastward component of the mean geostrophic current (shading) during 2004–15 from AVISO. Arrows show the

mean magnitude and direction of the flow. The different branches of the SICC and the Leeuwin Current are

marked. Yellow stars represent the location of each float deployment. (b) Voyage track in 2012 and (c) voyage track

in 2013. The light green stars in (b) and (c) are the microstructure profiler deployment locations. Background is the

mean sea level anomaly during the microstructure measurements with bathymetry contours overlaid (200, 1000,

2000, 4000, 5000m). Closed sea surface height contours of 20.1 (blue) and 0.3 m (red) show cyclonic and anti-

cyclonic eddies, respectively.
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Surveyor. The Voyage IN2012_V04 in 2012 consisted of 30

sampling stations at whichCTD and loweredADCP (LADCP)

measurements were made (Fig. 1b). A Sea-Bird SBE911 CTD

fitted in a rosette with 19 Niskin bottles, measured ocean

temperature, salinity, dissolved oxygen, and pressure down to a

depth of about 2000m. Due to engine failure, research time

was substantially reduced and CTD profiles were limited to the

upper 2000m.

The voyage SS2013_V04 in 2013 consisted of 58 sampling

stations (Fig. 1c). The Sea-Bird SBE911 CTD fitted in a 19

bottle rosette frame, measured full-depth profiles of ocean

temperature, salinity, dissolved oxygen, and pressure. During

the 2013 voyage, five EM-APEX floats were deployed at var-

ious stations along 1058E (Fig. 1c, Table 1). In this study we use

measurements fromCTDdata along the 1058E transect in 2012

and 2013 as well as three EM-APEX floats that profiled down

to 1200m.

In both years, CTD processing provided vertical profiles of

temperature, salinity, and pressure at every 2 dbar. Due to

LADCP instrument problems on both voyages, only a few of

the velocity profiles were useful. We also used the shipboard

measured wind data, corrected to 10-m winds to estimate

friction velocity. (The data processing report for the shipboard

underway, hydrographic, and velocity data is available at

https://www.cmar.csiro.au/data/trawler.)

b. EM-APEX floats

The primary data used for this study are collected from three

EM-APEX floats deployed in the southeast Indian Ocean in

July 2013 along 1058E. They profiled until October 2013 be-

tween 238 and 328S. EM-APEX floats are enhancedArgo floats

that provide inexpensive high-resolution measurements of

horizontal velocity in addition to the standard temperature,

salinity, and pressure measurements. These floats use motional

induction to measure the ocean velocity relative to a depth-

independent reference velocity by measuring the electric cur-

rent generated due to the movement of ocean water across the

magnetic field of Earth (Sanford et al. 2005). The depth-

independent reference velocity is determined from the sur-

face GPS positions, following Phillips and Bindoff (2014). Two

independent sets of electrodes measured the electric fields in-

duced by the movement of the float (Sanford et al. 1978),

providing two independent measurements of horizontal ve-

locity. Vertical spacing of velocity samples is 3–4 dbar. The

temperature, salinity, and pressure measurements at every 2–3

dbar are obtained from a Sea-Bird Electronics SBE-41 CTD.

The temperature, salinity, and velocity were interpolated into a

uniform pressure grid of 3 dbar before analysis. More details of

the float data processing are provided in the appendix.

c. Microstructure

In this study, we use upper-ocean microstructure measure-

ments of the turbulent dissipation of kinetic energy to provide

confidence in the shear-strain parameterization used with the

EM-APEX float data. The instrument used is a Rockland

Scientific Vertical Microstructure Profiler (VMP) 200, an in-

ternally recording tethered profiler. The VMP measurements

were taken during R/V Southern Surveyor voyages in 2012 (12

stations) and 2013 (18 stations) (Figs. 1b,c). At each CTD

station along 1058E, in both 2012 and 2013, we measured tur-

bulent dissipation to 300m depth with a fall rate of 70 cm s21.

The velocity shear probes collect the signals in frequency of

1250Hz, which means the vertical scale of signal interval reach

O(1) mm. Here we calculate the dissipation rate at every 8 s

and with 4-s overlap. The buoyancy frequency is calculated

in the same depth interval in which the dissipation rate is

calculated.

Each time theVMPwas deployed, we positioned it at the sea

surface and then allowed it to free fall to the limit of the 400-m

neutrally buoyant line, which was run through a free-running

block on the stern A-frame of the ship. We allowed a few

minutes for the instrument to complete its descent once the

rope was fully extended and then hauled the VMP back to the

surface. Three such profiles were completed at each station

that were then averaged to get the final profile for each station.

During the cast, the ship wasmoving slowly ahead at 0.5–1 knot

(kt; 1 kt ’ 0.51m s21) to keep the VMP away from the pro-

pellers. Thus, the depth range of the instrument was limited to

approximately 300m. The VMP200 sensors included one

temperature and two shear probes. The data were processed

using the ocean data assimilation system (ODAS) Matlab

toolbox.

d. Auxiliary data

For the eastern SIO, the TropFlux wind product performed

best in a recent comparison with moored flux measurements

(Cyriac et al. 2019). However, since TropFlux is limited to

north of 308S and some of the float profiles are south of 308S, we
used the National Centers for Environmental Prediction

(NCEP) wind product to have a full record. The hourly wind

stress data are obtained from the NCEP Climate Forecast

System, version 2 (Kanamitsu et al. 2002). It is a fully coupled

model in which the interaction between atmosphere, ocean,

land, and sea ice is incorporated. These hourly data have a

TABLE 1. Deployment information of all the floats deployed in 2013 along 1058E.

Float 6664 6663 6218 6662 6217

Deployment date 10 Jul 2013 11 Jul 2013 12 Jul 2013 12 Jul 2013 13 Jul 2013

Date of last profile 25 Oct 2013 23 Oct 2013 2 Oct 2013 12 Oct 2013 5 Oct 2013

Latitude range 28.48–30.18S 23.38–29.08S 28.08–31.78S 26.98–29.78S 23.48–28.48S
Longitude range 104.28–107.58E 103.58–105.68E 103.78–105.28E 104.38–107.68E 104.98–108.58E
Depth (dbar) 1200 1200 300 1200 300

No. of profiles 520 518 1058 528 1102
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spatial resolution of 0.58 3 0.58. We use the ETOPO1 (Amante

and Eakins 2009) bathymetry data with a 1-arc-min (0.018 3
0.018) spatial resolution. The daily sea level anomaly (SLA)

and absolute surface geostrophic velocities were obtained from

Copernicus Marine Environment Monitoring Service (CMEMS)

on a 0.258 3 0.258 spatial grid (https://cds.climate.copernicus.eu).

The float tracks are analyzed using the SLA and relative vor-

ticity maps to identify float profiles associated with mesoscale

eddies. A TOPEX/Poseidon 7.2 (TPXO7.2) global tidal model

that uses the Laplace tidal equations and along-track altimeter

data from TOPEX/Poseidon satellites is used to estimate the

depth-averaged barotropic currents from the eight primary

(M2, S2, N2, K2, K1, O1, P1, Q1) harmonic tidal constituents.

3. Methods

a. Dissipation rate of turbulent kinetic energy

1) SHEAR-STRAIN PARAMETERIZATION

In a stationary and homogeneous internal wave field, the

rate of energy transfer from large scales to small scales is as-

sumed to be equal to the turbulent dissipation rate («) due to

internal wave breaking (Gregg et al. 2003; Polzin et al. 2014).

Finescale parameterization, which operates on a vertical wave-

length range that transfers energy between these scales, connects

the turbulent dissipation at smaller scales to nonlinearity in the

internal wave field (Polzin et al. 2014). Thismethod parameterizes

the turbulent dissipation rate from shear (velocity) and strain

(density) variances of the internal waves using internal wave–

wave interaction theories (McComas and Muller 1981; Henyey

et al. 1986). It parameterizes the net effects of shear and strain in

transporting energy associated with high-frequency waves to

dissipation scales (Polzin et al. 2014). There are two major

assumptions for this parameterization: 1) most of the mixing in

the ocean interior is due to internal wave breaking, and 2) the

energy cascade due to nonlinear interactions of internal waves

results in energy dissipation (Waterman et al. 2013; Whalen

et al. 2015). Since it is easier to obtain velocity and density

measurements in the finescale than microstructure observa-

tions, finescale parameterization is frequently used to estimate

the turbulent dissipation rate (Polzin et al. 2014).

With these assumptions, the dissipation rate of turbulent

kinetic energy can be written as (Gregg 1989; Polzin et al. 2002;

Garabato et al. 2004; Meyer et al. 2015)

«5 «
0

 
N2

N2
0

!
hV2

z i2

hV2
z-GMi2

�
f

f
0

�
cosh21(N/f )

cosh21(N
0
/f
0
)

3(R
v
1 1)

2R
v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2(R

v
2 1)2

p ,

(1)

where «0 5 8 3 10210Wkg21, N0 5 3 cph, f0 5 7.836 3
1025 s21, N is the local buoyancy frequency, and f is the local

inertial frequency. Here hV2
z i is the vertical shear variance

normalized by N and hV2
z-GMi is the corresponding shear vari-

ance predicted by Garrett and Munk (GM76; Cairns and

Williams 1976) model. The angle brackets denote the wave-

number range over which the shear and strain variances are

integrated. The range of integration varies from minimum

wavenumber to a cutoff value above which the nonlinear

effects lead to wave breaking (Polzin et al. 2014). The spectrum

is integrated from a vertical wavenumber of 0.0026 cpm21

(383m) to the high wavenumber limit (cutoff wavenumbermc)

where integrated shear variance reaches 2pN2/10 (Polzin et al.

2014; Figs. 2a,b). When the estimated cutoff wavenumber ex-

ceeds the limit of the spectrum, we set it to 25m, a reasonable

limit up towhich the nonlinear effects are less important (Fig. 2).

The shear-strain ratio Rv is the ratio of horizontal kinetic

energy to potential energy for a single wave frequency aver-

aged over a single internal wave’s phase (Polzin et al. 2002,

2014). It can be written as

R
v
5
hV2

z i
hj2zi

, (2)

where hV2
z i is the vertical shear variance normalized by N.

Here jz is the strain, derived as jz 5 (N2 2 hN2
refi)/hN2

refi where
hN2

refi is the mean squared buoyancy frequency. The local

buoyancy frequency, N2 5 2(g/r0)(›ru/›z), is estimated using

the adiabatic levelling method (Bray and Fofonoff 1981). Here

ru is the potential density relative to the sea surface calculated

from the EM-APEX salinity, temperature, and pressure pro-

files. The density gradient is estimated from a linear regression

between density and pressure over a vertical pressure window

of 6 dbar. The mean squared buoyancy frequency hN2
refi is

calculated as a moving average of 40 consecutive profiles of

buoyancy frequency estimated over a longer pressure window

of 24mwhere h i represents the horizontal averaging. Ideally, it
should be a time mean of many profiles measured at each lo-

cation (Polzin et al. 2014). But since the floats are not sta-

tionary, the mean profile is calculated this way.

Low Rv values at high vertical wavenumber indicate the

presence of high-frequency internal waves, whereas a decreasing

ratio with wavenumber indicates the dominance of near-inertial

waves (Polzin et al. 2002). In the ocean interior, Rv generally

varies from 5 to 20 (Polzin et al. 1995; Chinn et al. 2016). Under

the single wave approximation, the intrinsic frequency of the

wave can be written as v5 f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(Rv 1 1)/(Rv 2 1)

p
where f is the

inertial frequency (e.g., Polzin et al. 1995).

To determine the direction of propagation of the internal

waves, we have used the ratio of counterclockwise (CCW) to

clockwise (CW) shear variance (polarization ratio) (Leaman

and Sanford 1975). A dominance of the CCW polarized shear

indicates downward energy propagation with upward phase

propagation, whereas a dominance of CW polarized shear in-

dicates upward energy propagation with downward phase

propagation in the Southern Hemisphere.

In this study, we use theMixing (MX)Oceanographic Toolbox

for EM-APEXdata (Meyer et al. 2014), which combines finescale

parameterization of turbulent dissipation rate from both shear

and strain methods using hydrographic and velocity data. The

dissipation rate and diffusivity from EM-APEX floats and ship-

board data are estimated using the toolbox. In the toolbox, the

transfer function was corrected to be quadratic in the shear vari-

ance calculation so that the spectrawill roll-off with a slope ofm21

at higher wavenumbers where m is the vertical wavenumber

(Fig. 2a). We also changed the input pressure window for the

calculation of potential density gradient from 6 to 3 dbar in the
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calculation of N2, based on the temperature and salinity gra-

dient vertical wavenumber spectra for the float data. Moreover,

we set the cutoff wavenumber for strain spectrum to be equal

to the limit identified in the corresponding shear spectrum of

each profile to avoid integrating into the instrument noise of

the strain spectrum (K. Polzin 2020, personal communication).

We also changed the default cutoff wavenumber for shear and

strain spectra in the toolbox from 12 to 25m. This is because,

when we used 12m, we found that in about 276 profiles out of

1566 profiles (17%), the strain spectrumwas integrated into the

instrument roll-off region that is an artifact of themeasurement

technique rather than due to internal waves (Fig. 2). Further, we

tested the sensitivity of the mixing estimates to the choice of in-

tegration limits by setting a constant high wavenumber limit

corresponding to a wavelength of 50m. Even though the magni-

tude of the mixing estimates changed, the spatial patterns along

the float tracks remained the same and the conclusions are robust

to the choice of high wavenumber limit.

2) FINESCALE STRAIN PARAMETERIZATION

Strain-based parameterization has been used to estimate

mixing in regional (e.g., Sloyan 2005) and global studies (e.g.,

Whalen et al. 2012, 2015, 2018), where strain-based estimates

have been found to agree with microstructure measurements

within a factor of 2–3 in the open ocean. This method is very

effective when only the strain (density) information is avail-

able. Here we apply the strain parameterization to CTD data

collected from the ship.

The dissipation rate for the strain-only parameterization can

be written as

«5 «
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hj2z-GMi
2
h(R

v
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where j2z-GM is the GM76 strain variance, h(Rv) describes the

dependence on shear–strain ratio and L(f, N) is a latitudinal

correction (Polzin et al. 1995; Gregg et al. 2003). Rv is set to 6

based on the Rv estimates from the EM-APEX profiles that are

close in space and time (within 10–30 km and about one day) to

the CTD measurements. Following Whalen et al. (2012, 2015),

we removed buoyancy frequency values larger than 53 1024 s22

to avoid large buoyancy jumps at the base of the mixed layer,

setting these to missing values. We also removed N2 less than

1029 s22. Following the float data, the strain spectrum is inte-

grated from a vertical wavenumber of 0.0026 cpm21 (383m) to

the high wavenumber limit where integrated strain variance

reaches 2pN2/10 (Fig. 2c) or 12m, using whichever is larger.

3) MICROSTRUCTURE MEASUREMENTS

The dissipation rate of turbulent kinetic energy « can be es-

timated from the VMP measurements of vertical shear ›u/›z as

�5
15
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›u

›z

�2
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15

2
n

ðkmax

0

c(k) dk , (4)

where n is the kinematic viscosity calculated from temperature,

salinity, and density measurements, the overline indicates a spatial

average, u is either one of the two horizontal components of ve-

locity, z is the vertical coordinate,c(k) is the spectrumof the vertical

shear, and k is the vertical wavenumber (Osborn 1980). The upper

limit of integration kmax is variable. Following Shang et al. (2017),

FIG. 2. Mean (a) buoyancy scaled shear spectra and (b) strain spectra for a typical profile from EM-6662 (red), EM-6663 (green), and

EM-6664 (blue). The vertical colored dashed lines are the corresponding cutoff wavenumbers mc, calculated from each spectrum

[section 3a(1)]. The dashed colored slanted lines on the shear spectra represent themc/m roll-off for each spectrum. (c) Themean strain

spectrum of a typical shipboard CTD profile. In all the panels, the solid gray lines are the corresponding Garrett and Munk (GM)

spectra. In (c), the vertical black dashed lines represent the range of vertical wavenumbers of integration. In all cases, 383 m is the

wavelength of the minimum wavenumber limit of integration and 25 (12) m (vertical gray dashed line) is the wavelength of the

maximum vertical wavenumber permitted for the integration for the float (shipboard CTD) data to avoid including higher wave-

number noise.
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the smallest number among the following is chosen as kmax in this

study: (i) the lowest frequency that shows corruption of the shear

signal by vibrations, (ii) wavenumber of 150 cpm due to the spatial

resolution of the shear probe, (iii) the cutoff frequency of the anti-

aliasing filter, (iv) an estimate of the wavenumber that resolves

90% of the shear variance according to the Nasmyth spectrum as

in Lueck (2013), and (v) the location of the spectral minimum

determined with a low-order fit to the spectrum in log–log space.

b. Diffusivity

The diapycnal turbulent eddy diffusivity (Kr), and here-

inafter referred to as diffusivity, can be estimated from the

turbulent kinetic energy dissipation rate « using the Osborn

(1980) relation

K
r
5G

«

N2
, (5)

where G is the mixing efficiency, taken as a constant of 0.2

(Gregg et al. 2018).

c. Mixed layer depth, relative vorticity, potential vorticity,

and geostrophic velocity

Here we define the mixed layer depth (MLD), as the depth

at which the potential density changes by 0.03 kgm23 from the

value at 15m (de Boyer Montegut et al. 2004). The vertical

component of the relative vorticity (z) can be written as

z5
›y

›x
2
›u

›y
, (6)

FIG. 3. The meridional variation of (a) SLA (blue), relative vorticity (green) and DHT (100/1500 dbar, pink),

(b) Conservative Temperature, (c) Absolute Salinity, (d) geostrophic speed, (e) buoyancy frequency, and

(f) potential vorticity (z term is ignored; see section 3c) for shipboard observations in 2012. The light gray lines are

potential density relative to the sea surface with an interval of 0.7 kgm23. (g)–(l) As in (a)–(f), but for 2013. Station

numbers are marked at the top of Conservative Temperature (b) and (h). The heavy gray contours in all panels

show the potential density range of AAIW (27.1–27.3 kgm23), and heavy black lines show SAMW (26.7–

26.9 kgm23). The STUW is the high salinity near-surface water. In 2012, there were two anticyclonic eddies (sAE1

and sAE2) and a cyclonic eddy (sCE1) in 2013.Mixed layer depth along the ship tracks is marked over temperature

and salinity (magenta line). The horizontal extent of each cyclonic (anticyclonic) eddy is marked with cyan (red)

horizontal lines at the top of (a) and (g) and projected through all panels.
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where u (y) is the daily surface geostrophic eastward (northward)

velocity component obtained from satellite altimetry. The z values

are then subsampled at the time and location of each float profile to

construct the along-trajectory variations. Similarly, the relative vor-

ticity along the ship tracks were also estimated from satellite altim-

etry. Relative vorticity helps us to identify themesoscale eddies in

the float tracks where SouthernHemisphere anticyclonic (cyclonic)

eddies have positive (negative) z values within their perimeter.

The potential vorticity (PV) can be written as Q 5 [(f 1
z)/r](›r/›z), where f is the planetary vorticity and z is the relative

vorticity. In regions of weak currents, z is small relative to the

planetary vorticity and thus the PV can be written as Q 5 fN2/g,

following Talley (2011), where g is the acceleration due to gravity

(9.8ms22). Since the LADCP velocities had large errors, we have

calculated geostrophic velocities from the shipboard CTD data

with a level of no motion of 1500m. This level lies beneath the

slow northward movement of the Antarctic Intermediate Water

(not shown) and has previously been used as a reference level in

the region (Stramma and Lutjeharms 1997; Menezes et al. 2014).

4. Observed water-mass structure and circulation

The surface layer in the southeast Indian Ocean south of

218S along theWestern Australian coast is dominated by warm

FIG. 4. As in Fig. 3, but along the float tracks. EM-6662 profiled two cyclonic eddies (CE1 and CE2). EM-6663 profiled two anticyclonic

eddies (AE1 andAE2). EM-6664 profiled another anticyclone (AE3) and the same cyclonic eddy in EM-6662 (CE2). The evolution of the

mixed layer depth along the float tracks is marked over temperature and salinity (magenta line). The x axis is cumulative profile number,

which represents the evolution in time within each float’s record.
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(.228C), low salinity (,35.1 psu) tropical water with the

temperature–salinity characteristics of LC water (Woo and

Pattiaratchi 2008). Beneath the surface layer is the subtropical

underwater (STUW) (Toole and Warren 1993) and South

Indian Central Water (SICW) (Warren 1981), which are as-

sociated with subduction in the subtropics. The STUW can

be identified as the shallow salinity maximum layer at around

a potential density, su of 26.0 kgm23, whereas the SICW

is the main part of the pycnocline just below STUW. The

Subantarctic Mode Water (SAMW), which has a potential

vorticity minimum, is found at the bottom of the SICW. The

SAMW in the eastern Indian Ocean is stronger and thicker

than that in the west and is called the Southeast Indian

Subantarctic Mode Water (SEISAMW), with a character-

istic temperature of 88–98C, salinity of 34.55 psu, and su of

26.8–26.9 kg m23 (Thompson and Edwards 1981; Hanawa

and Talley 2001). The salinity minimum at the base of the

Central Water is the Antarctic Intermediate Water (AAIW),

typically found at a depth of about 1000m in the su range of

27.0–27.3 kgm23 (Talley 2011).

a. Shipboard observations

The mesoscale eddies along the ship tracks can be identified

from daily maps of SLA and relative vorticity. In 2012, the ship

sampled two anticyclonic eddies along 1058EwithVMPandCTD

measurements (Figs. 3a–d). The anticyclonic eddy with center at

station 26 (sAE1) is smaller than that at station 21 (sAE2). The

dynamic height (DHT, 50/1500 dbar) along the track shows the

location of each station with respect to the eddy center with sAE2

having higher values compared to sAE1. The sAE1 eddy also has

weak signature in the SLA (0.2m) compared to sAE2 (0.45m).

However, both have similar relative vorticity signatures (1 3
1025 s21). The SLA plots show that sAE1 was a small eddy de-

taching from sAE2 during the sampling (not shown). Both eddies

carried warm and fresh LCwater in their center (Figs. 3b,c) above

the salinity maximum of STUW. Higher geostrophic speed

(.1m s21) is observed at the edges of the eddies up to a depth of

about 600m (Fig. 3d). The isopycnals are affected up to a depth

of about 2000m especially for sAE2. The eddy sAE2 has a

deeper mixed layer (160m) than sAE1 (70m). The different

water masses along the track can be identified from the tem-

perature and salinity data. The AAIW is observed between 800

and 1000m as a salinity minimum between 27.1 and 27.3 kgm23

(Fig. 3c). The anticyclones push down the AAIW to a slightly

deeper depth. The SAMW can be identified as a potential

vorticity minimum (,1 3 10210m21 s21), above the AAIW

between 26.7 and 26.9 kgm23, in a depth range of 300–700m

(Fig. 3f). The thickness of the AAIW layer does not change

much in the anticyclonic eddies, whereas the SAMW layer

shrinks considerably at the center of the cyclonic eddy. The

buoyancy frequency is high at the base of the mixed layer and

also below the lower layer of SAMW (Fig. 3e).

In 2013,VMPandCTDmeasurementswere repeated along the

transect (Figs. 3g–l) andEM-APEXfloatswere deployed (Fig. 1c).

The ship sampled a cyclonic eddy that had a significant signature in

SLA and relative vorticity (Fig. 3g). DHT also decreases toward

FIG. 5. Dissipation rate along 1058E ship tracks during 2012 from (a) VMP and (b) strain-only parameterization.

(c),(d) As in (a) and (b), but from 2013. The gray contours are potential density at every 0.7 kgm23. The magenta

lines in (a) and (c) are MLD during both years. The water masses and eddies are the same as in Fig. 3.
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the center of the eddy from the edges. The isopycnals were af-

fected below 400m with little impact near the surface. At the

center, the cyclonic eddy carriedwarm surfacewater of about 208C
and slightly less salinewater than STUW.From stations 52–55, the

surface waters were warmer and fresher compared to the center of

the cyclonic eddy. The sea level anomaly plots show the presence

of an anticyclonic eddy at this location thatwas not fully developed

(Fig. 1c). It had no signature in relative vorticity (Fig. 3g) and no

deepening of isopycnals associated with the warm and freshwater

at the surface (Figs. 3h,i). The AAIW was observed at the same

depth as in 2012 except within the cyclonic eddy, where SAMW

was uplifted to a depth of about 400m and AAIW to a depth of

about 600m. The thickness of the SAMW layer was significantly

reduced at the center of the cyclonic eddy.

b. EM-APEX floats

The floats were strongly influenced by the eddy field at dif-

ferent times along their track. In Fig. 4, the float profiles are

presented as time series with a vertical line separating each

float. The horizontal axis is cumulative profile number, which

represents both distance along the trajectory and time, but

allows a uniform spacing between profiles. The SLA and rel-

ative vorticity along the float tracks identify the eddies com-

paratively well irrespective of their coarse resolution. They

mostly follow the pattern of DHT especially in regions of

eddies. EM-6662 was deployed in the cyclonic eddy centered at

station 47 (Fig. 1c). This float looped around the eddy and

moved south with the eddy. After a while, EM-6662 came out

of that cyclonic eddy (CE1) and started to profile around an-

other cyclonic eddy (CE2) until its battery died. The isopycnals

in CE2 were more strongly uplifted at depths below 300m

suggesting that it is a subsurface-intensified eddy. The SAMW

and AAIWwere uplifted to shallow depths as in the shipboard

data. CE2 had stronger rotational velocities, compared to CE1,

which extended to the depth of AAIW (Fig. 4d).

The other two deep floats (EM-6663 and EM-6664) were

deployed south of the eddy CE1 (Fig. 1c). EM-6663 con-

tinuously profiled toward the north through the western

flank of CE1 and the southern edge of two warm core

eddies (AE1 and AE2). It then profiled around the western

edge of another cyclonic eddy, CE3. The presence of AE1

and AE2 is more evident from DHT, SLA, and relative

vorticity with little signature on the depth of isopycnals. In

contrast, CE1 and CE3 have less surface signature in DHT,

SLA, and relative vorticity with shoaling of isopycnals at

depths below 400 m.

EM-6664 profiled north for a while without interacting with

any eddy and this is evident from the SLA and relative vorticity

along its track. The DHT also varied very little along this part

of the track. It then profiled the southern edge of a big anti-

cyclonic eddy (AE3) with a strong signature in DHT and SLA

andweak signature in relative vorticity; it was then caught up in

the same cyclonic eddy (CE2) that trapped EM-6662. The eddy

carries fresh andwarmLCwater in its center with a deepmixed

layer. Deepening of isopycnals was evident to below 1200m in

the anticyclonic eddy.

TABLE 2. Mean and one standard deviation of dissipation rate (m2 s23) and diffusivity (m2 s21) at different depth ranges from VMP for

2012 and 2013 in both cyclonic (CE) and anticyclonic (AE) eddies.

Depth

Dissipation rate Diffusivity

2012 2013 2012 2013

ML (2.25 6 2.2) 3 1028 (4.4 6 9) 3 1028 (8.9 6 7.7) 3 1024 (1.6 6 3) 3 1023

ML AE (2.84 6 2.5) 3 1028 — 1.0 3 1023 6 8.8 3 1024 —

ML CE — (1.54 6 1.4) 3 1028 — (2.6 6 5.1) 3 1023

0–300-m AE (5.91 6 0.17) 3 1029 — 1.82 3 1024 6 0.0018 —

0–300-m CE — (4.5 6 0.34) 3 1029 — 5.62 3 1024 6 0.012

0–300-m total (4.9 6 0.16) 3 1029 (1.14 6 0.22) 3 1028 1.54 3 1024 6 0.0015 4.03 3 1024 6 0.0065

TABLE 3. Mean and one standard deviation of dissipation rate (m2 s23) and diffusivity (m2 s21) at different depth ranges from strain-only

parameterization in both cyclonic (CE) and anticyclonic (AE) eddies.

Depth

Dissipation rate Diffusivity

2012 2013 2012 2013

400–1000 AE (8.1 6 3) 3 10210 — (1.2 6 0.4) 3 1025 —

400–1000 CE — (9.9 6 3.1) 3 10210 — (1.7 6 0.5) 3 1025

400–1000 all (8.3 6 3) 3 10210 (9 6 2.6) 3 10210 (1.3 6 0.4) 3 1025 (1.5 6 0.36) 3 1025

1000–bottom CE — (4.2 6 1.6) 3 10210 — (4.7 6 1.3) 3 1025

1000–bottom all — (3.2 6 1.3) 3 10210 — (3.5 6 9.8) 3 1025

SAMW AE (6.3 6 1.7) 3 10210 — (1.0 6 0.3) 3 1025 —

SAMW CE — (1.2 6 0.34) 3 1029 — (9.8 6 1.4) 3 1026

SAMW all (5.8 6 1.6) 3 10210 (8.2 6 2.6) 3 10210 (1.1 6 0.3) 3 1025 (9.7 6 1.4) 3 1026

AAIW AE (9.6 6 3.5) 3 10210 — (1.3 6 0.41) 3 1025 —

AAIW CE — (1.4 6 0.21) 3 1029 — (2.2 6 0.33) 3 1025

AAIW all (1.1 6 0.3) 3 1029 (1.2 6 0.18) 3 1029 (1.5 6 0.36) 3 1025 (1.9 6 0.27) 3 1025
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The floats provide a finer picture of the different water

masses in this region than the ship based CTD data. Warm,

salty STUW lies at the surface in profiles south of around 268S.
North of 258S, the STUW is found beneath the warmer fresher

waters of the Indonesian–Australian basin, which is supplied

by the Indonesian Throughflow (Figs. 4b,c, EM-6663). In anti-

cyclonic eddies, the STUW is capped by a warm fresh layer that

is possibly LC water that was trapped during the formation of

the eddy close to the Australian coast (Morrow et al. 2003; Mao

et al. 2018). The thickness of the SAMW layer varies consider-

ably along the tracks of EM-6662 and EM-6664, becoming very

thin when they encountered cyclonic eddies (Figs. 4e,f). The

AAIW layer also was uplifted to shallower depths by the cy-

clonic eddies. The impact of eddies on the depths of different

water masses is clearly visible from the track of EM-6664, which

recorded conditions in the presence of a cyclonic eddy, an an-

ticyclonic eddy, and no eddies (Fig. 4f).

5. Mixing variability in the upper 1000m

a. Microstructure

The microstructure measurements from 2012 and 2013 show

that dissipation rate is highly variable in the upper 300m

(Figs. 5a,c). In both 2012 and 2013, we observe elevated dissi-

pation rate within the mixed layer as expected. Below the

mixed layer, the dissipation rate falls to background levels

with a change of about three–four orders of magnitude with

depth. The mean and standard deviation of dissipation rate

and diffusivity at different depth ranges and in different

eddies is given in Table 2. The surface diffusivity in sAE1 is

slightly higher (9.8 3 1024 m2 s21) than that in sAE2 (3.8 3
1024 m2 s21). The elevated dissipation rate at the center of

sAE1 extends to the base of the mixed layer, whereas in

sAE2, the elevated dissipation rate does not extend that deep

(Fig. 5a). The mean dissipation rate in the cyclonic eddy in

FIG. 6. The evolution of (a) dissipation rate, (b) diffusivity, and (c) shear–strain variance ratio along the float tracks. The eddies are as

described in Fig. 4. The vertical extent of SAMW (26.7–26.9 kgm23) and AAIW (27.1–27.3 kgm23) is marked in (b). The gray contours

are potential density as labeled in (c). The black patches in (a) mark the regions with Ri , 0.25.
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2013 is slightly weaker than that of the anticyclonic eddies of

2012 (Table 2).

b. Strain-only parameterization

The estimates of dissipation rate from the shipboard CTD

data between 400 and 1000m also show spatial variability over

the transects and with depth (Figs. 5b,d). The diffusivity esti-

mates have a similar pattern. In 2012, the mean dissipation rate

from the strain-only method is 8.3 3 10210m2 s23 with a

standard deviation of 3 3 10210m2 s23. The diffusivity is ele-

vated in the anticyclonic eddies, sAE1 and sAE2 (10 3
1025m2 s21) and is slightly higher than the mean in 2012. The

mean dissipation rate in 2013 is 9 3 10210m2 s23 with a stan-

dard deviation of 3 3 10210m2 s23. The dissipation rate and

diffusivity are elevated in the cyclonic eddy in 2013 above

1000m (Table 3). In the cyclonic eddy, the diffusivity in AAIW

layer is 2 times larger than that in the SAMW layer. Although,

the pattern of dissipation rate between VMP and strain-only

method at the intersecting depth range is quite different, there

are some profiles that have qualitative similarity between VMP

measurements and strain-only estimates. For instance, several

profiles at the southern end of the transect in 2013 (Figs. 5c,d)

show lower dissipation rate between 200 and 600m. A more

detailed discussion on this is provided in section 7a.

c. Shear–strain parameterization

The dissipation rate and diffusivity estimates from the float

data using the shear–strain parameterization also show strong

variability between 200 and 1000m (Fig. 6). Regions of en-

hanced dissipation rate are often associated with Ri , 0.25

(Fig. 6a), where Ri is the Richardson number [Ri5 N2/(›u/›z)2,

and ›u/›z is the vertical shear of the horizontal speed. Here,

both the velocity and density gradients with 3m resolution

in the vertical are smoothed over 24 m to avoid the spectral

roll-off region identified in the shear and strain spectra],

indicating that in these regions the shear can overcome

stratification and overturning can occur. The mean dissipa-

tion rate from the floats is (1.1 6 1.2) 3 1029 m2 s23, which is

slightly larger than the background levels observed in mid-

and low latitudes of the global ocean (St. Laurent et al. 2012).

The floats have a mean diffusivity of 1.7 3 1025 m2 s21 with a

standard deviation of 2.9 3 1025 m2 s21. Mesoscale eddies

play an important role in the spatial distribution of diffusivity.

Comparatively high diffusivity is observed in cyclonic eddies

below the surface (CE1 and CE2) and in anticyclonic eddies

near the surface (AE1, AE2, and AE3) (Fig. 6b, Table 3). For

example, EM-6662, which was caught up in two cyclonic

eddies, recorded elevated diffusivity below 250m (5.4 3
1025m2 s21 for profiles from 85 to 120). For EM-6663, which

encountered virtually no eddies, diffusivity is mostly on back-

ground levels [O(1026) m2 s21]. EM-6664 had weak diffusiv-

ities during the earlier, eddy-free part of its track (11 3
1026m2 s21), followed by elevated diffusivity in the anticy-

clonic eddy in the upper 350m and in the cyclonic eddy below

250m (Table 3). This is in agreement with the elevated diffu-

sivity observed in both cyclonic and anticyclonic eddies from

FIG. 7. Mean dissipation rate (red line) in the mixed layer and estimates of cube of wind stress friction velocity

(u*) from wind measured from the ship (blue line) during (a) 2012 and (b) 2013 along the transects. (c) Scatterplot

of cube of u* and mean dissipation rate from VMP in 2012 (cyan triangle) and 2013 (blue triangle). The red line in

(c) is the best fit line estimated from all data from both years, with correlation coefficient R.
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the VMP and shipboard data. Although the distribution of Rv

along the float tracks is rather noisy, some patterns are dis-

tinguishable. For instance, the elevated mixing in regions of

anticyclonic eddies near the surface (; 200m) is often asso-

ciated with higher values ofRv suggesting the presence of near-

inertial waves (e.g., AE3 in float EM-6664 of Fig. 6c).

6. Mixing distribution and influencing factors

Here we investigate the factors that influence the observed

mixing variability from floats, shipboard CTD and VMP. The

potential candidates are wind stress at the surface, mesoscale

eddies, and bottom topography, with internal wave propaga-

tion upward or downward depending on the source, and re-

flections from the boundaries. There are examples of enhanced

dissipation throughout the water column, as shown in Fig. 5,

some near the sea surface, most likely to be generated by wind

forcing, and some at depth.

a. Wind stress

The wind blowing over the ocean surface generates near-

inertial motions in the mixed layer. These motions further

excite internal waves at the base of the mixed layer that

propagate downward into the ocean interior (e.g., Alford

2003). These waves are expected to provide a major portion of

the energy needed to support the global overturning circula-

tion (Munk and Wunsch 1998). From the float data, we have

identified many vertically propagating near-inertial waves. In

this section, we investigate the impact of wind forcing on tur-

bulent mixing estimates.

The ocean mixed layer is primarily forced by solar heating,

turbulent fluxes, and wind stress. The impact of shear insta-

bilities at the base of the mixed layer due to internal wave

breaking contributes less to the mixed layer turbulence where

air–sea interaction and convective instabilities dominate

(Greenan et al. 2001; Garrett 2003). Some studies have shown

that the dissipation of turbulent kinetic energy [«(z)] scales

with depth z as u3

*/kz where u* is the wind stress friction

velocity and k is the von Kármán constant (e.g., Dillon and

Caldwell 1980; Dillon et al. 1981; Oakey and Elliott 1982;

Greenan et al. 2001). Here, u*5
ffiffiffiffiffiffiffiffiffiffi
(t/r)

p
where t is the wind

stress calculated from shipboardmeasurements of wind speed

with an air density of 1.22 kgm23 and coefficient of friction,

Cd 5 1.3 3 103. In these studies, a significant difference in

dissipation rate was found in high and low wind conditions.

We thus looked at u3

* and dissipation rate from VMP in the

mixed layer in 2012 and 2013. VMP measurements show el-

evated dissipation rate in themixed layer that varies along the

track (Figs. 7a,b). In 2013, the u3

* peaks around 298S and drops
rapidly toward the north with a similar pattern in dissipation

FIG. 8. (a) Mean dissipation rate (magenta line) in the depth range 250–350m along the float tracks and NCEP wind stress (blue) at the

time and location of the floats. The black thin dashed line separates the floats. The region in the thick black box represents the profiles that

are examined in the right panels. (b)Mean spatial map of wind speed (color shading) over the region during the profiling of float EM-6663.

The gray arrows show the mean direction of wind and the pink line shows the track of float EM-6663. (c) Mean spatial map of wind energy

flux into near-inertial motions from May to October 2013 with the float track in pink. (d) Energy flux averaged over 15–20 days prior to

each float mixing estimate. Depth-averaged (e) dissipation rate, (f) diffusivity, and (g) polarization ratio in the upper 400m over a period

of 15 days along the track of the float EM-6663, within the black box in (a). The red stars in (d)–(g) are values above the mean, highlighted

with yellow shaded boxes.
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rate (Fig. 7b). In 2012, the pattern is less evident (Fig. 7a).

Nevertheless, there is a strong correlation (0.71) between u3

* and

dissipation rate in themixed layerwhendata fromboth years are

combined (Fig. 7c). This suggests that wind forcing could be a

strong contributor to mixed layer turbulence in this region. A

detailed investigation of the dominant mechanisms of mixed

layer turbulence in this region will be the focus of a future study.

Here, we concentrate on mixing below the mixed layer.

The floats provide mixing estimates only below the mixed

layer. Thus, we examine the distribution of dissipation rate in

the upper 250–350m and the wind stress at each float location

to look for evidence of wind-driven mixing (Fig. 8a). The wind

in this region has an equatorward component throughout the

year (Godfrey and Ridgway 1985; Fig. 8b) that is stronger

during austral summer (McCreary et al. 1986). During the four-

month lifetime of the floats, they encountered both weak and a

few strong (.0.5Nm2) wind events. More than 250 float pro-

files were collected from locations of strong wind events where

the wind stress is larger than two standard deviations from the

mean along each float track. Elevated dissipation rate and

diffusivity is often observed below the mixed layer following

strong wind events in regions of noneddy activity (e.g., profiles

between 590 and 650), as well as in anticyclonic eddies (e.g.,

profiles between 1450 and 1460) and cyclonic eddies (e.g.,

profiles between 380 and 400) as in Fig. 8a.

To explore the relationship between mixing and wind-

generated near-inertial waves, a slab model developed by

Pollard and Millard (1970) without mesoscale currents is ap-

plied to the reanalysis wind time series to estimate the near-

inertial mixed layer velocity components. The wind energy flux

into near-inertial motions is then estimated asP5 tUin, where

t is the wind stress and Uin is the near-inertial velocity (e.g.,

Silverthorne and Toole 2009). A detailed derivation and dis-

cussion of the model can be found in the works of D’Asaro

(1985), Silverthorne and Toole (2009), Alford (2003), and

Alford et al. (2012). We run the model with a constant mixed

layer depth of 70m, which is the mean value obtained from the

float data and a Rayleigh damping parameter of 1/(2 days)

(Whalen et al. 2018). Following Whalen et al. (2018), we then

averaged the energy flux 15–20 days before each mixing profile

from the floats by considering the time span for a near-inertial

wave of vertical velocity ;20m day21 to reach 400m. The

energy flux is comparatively low in the southeast Indian Ocean

(Fig. 8c) with higher values toward the south.

In Figs. 8d–g, we further zoom into the float record in a

noneddy activity region of float EM-6663, from profiles

572–650. We observe elevated energy flux from winds corre-

sponding to higher than mean values of dissipation rate and

diffusivity estimates in the float track during this 15-day period

(Figs. 8d,e, yellow shading). The energy flux is the average of

15–20 days prior to each mixing estimate. Higher polarization

ratio is also observed indicating downward propagation of

near-inertial waves (Fig. 8g), and there are strong near-inertial

wave beams with amplitudes larger than 20 cm s21 observed at

FIG. 9. Mean (a) dissipation rate and (b) diffusivity below themixed layer between 250 and 350m as a function of wind

energy flux into near-inertial motions and polarization ratio. (c),(d) The corresponding one standard deviations.
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the same (Cyriac et al. 2021, manuscript submitted to J. Phys.

Oceanogr.). This suggests that the higher values of polarization

ratio are characterized by downward-propagating near-inertial

waves, consistent with wind forcing being the dominant source

of enhanced dissipation rate in the upper water column.

To further explore the relationship between mixing and

wind-generated near-inertial waves, we looked at the distribution

of mixing estimates with near-inertial energy flux and polarization

ratio in the upper 250–350m (Fig. 9). Wind stress fluctuations

add energy into the mixed layer near the inertial frequency,

and generate internal waves that dissipate as they propagate

down into the ocean interior (Alford et al. 2012). The higher

values of dissipation rate and diffusivity are associated with in-

creased wind energy flux and dominant CCW propagation

(Figs. 9a,b). This is in agreement with the process of wind-

generated downward-propagating internal waves, reinforcing

the idea of surface wave generation.

b. Mesoscale eddies

The propagation of near-inertial waves generated at the

ocean surface can be influenced by mesoscale eddies. Here we

investigate the diffusivity estimates associated with both cy-

clonic and anticyclonic eddies in the float data. The floats

returned a total of 1566 profiles among which 231 profiles are

associated with anticyclonic eddies and 721 profiles with

cyclonic eddies.

In the upper 400m, higher dissipation rate is observedwithin

anticyclonic eddies (Fig. 10a, Table 3). The dissipation rate in

cyclonic eddies at this depth range is lower than for anticy-

clonic eddies and is close to the mean value. For instance, the

mean dissipation rate in the upper layer of anticyclonic eddy

(AE3) in float EM-6664 is 2.5 3 1029m2 s23, which is 2 times

larger than that in the cyclonic eddy CE2 (1.2 3 1029m2 s23)

and ;3 times larger than the overall mean dissipation rate in

the upper layer of float EM-6664 (83 10210m2 s23). It is also 2

times larger than the overall mean dissipation rate from all

three floats (1.1 3 1029m2 s23). We see a similar distribution

for the diffusivity in the upper 400m (Fig. 10b). The polari-

zation ratio in the anticyclonic eddies in the upper 400m

(Fig. 10c) shows that downward-propagating waves dominate

at this depth range, suggesting that the elevated dissipation

rate in the upper 400m of the anticyclonic eddies is associated

with downward-propagating waves. The shear-to-strain var-

iance ratio is also enhanced in the upper 400m of the warm

core eddy (Fig. 10d) suggesting that the elevated mixing in

the anticyclonic eddies near the surface is associated with

near-inertial waves.

Both observational (e.g., Sheen et al. 2015; Whalen et al.

2018) and modeling (e.g., Balmforth and Young 1999) studies

show elevatedmixing in regions of anticyclonic vorticity near the

surface. In theory, anticyclonic vorticity can reduce the propa-

gating frequency of the near-inertial internal waves and thereby

trap them, leading to wave breaking and enhanced dissipation

rate (Kunze 1985). The elevated mixing observed in the anti-

cyclonic eddies in this study is consistent with the coherent

features in velocity profiles in AE3 with an upward phase

propagation corresponding to a downward energy propagation

near the surface (Figs. 11a–c). This reinforces the idea of wave

trapping by the relative vorticity of the anticyclonic eddy. We

observe elevated diffusivity in anticyclonic eddies [O(1024)

m2 s21] in the upper 300m from VMP measurements as well

(Table 1).

In a cyclonic eddy, the waves generated at the surface can

freely propagate out of the eddy, but they cannot penetrate

FIG. 10. Vertical distribution of (a) dissipation rate, (b) diffusivity, (c) polarization ratio, and (d) shear–strain variance ratio in regions of

cyclonic (blue) and anticyclonic (red) eddies along with the mean (black) of all profiles. The shading in all panels is one standard

deviation.
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into the core of a cyclonic eddy from outside (Kunze 1985).

One exception though is outside the high velocity region of a

cyclonic eddy where the change in sign of vorticity can result in

wave trapping (Sanford 1984; Kunze 1985). From the float

data, dissipation rate in cyclonic eddies is highest below 500m

compared to the upper water column (Fig. 10a). It is higher

than that observed in anticyclonic eddies (2.5 3 1029m2 s23)

and also higher than the mean from all profiles at this depth

range. There is a similar distribution for diffusivity (Fig. 10b).

The polarization ratio is higher below 500m in the cyclonic

eddies compared to the upper water column (Fig. 10c).

Coherent features in velocity profiles with upward phase

propagation (downward energy propagation) are also ob-

served in the location of elevated dissipation rate in the

cyclonic eddies (Figs. 11d,f). This suggests that the higher

dissipation rate in the cyclonic eddies below 500m is associated

with downward-propagating waves. This result is in contrast

to Richardson et al. (1979) where they observed upward-

propagating internal waves in a cyclonic eddy. The corre-

sponding shear-to-strain variance ratio is low below 500m in

FIG. 11. (a) Zonal (blue) and meridional (red) components of velocity profiles of EM-6664 from cumulative profiles 1440–1448 in the

anticyclonic eddy AE3. (b) Corresponding smoothed velocities from a vertical moving average window of 500m. (c) Velocity anomaly

obtained by subtracting smoothed velocity profiles from the measured velocity profiles. The gray shading identifies the coherent feature

approximately between surface and 400m. (d)–(f) As in (a)–(c), but for the cyclonic eddy CE1 in EM-6662. The gray shading between 500

and 900m identifies another coherent feature.
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the cyclonic eddies (Fig. 10d). This suggests that the ele-

vated dissipation rate in the cyclonic eddies below 500 m

could be due to waves with frequencies outside the near-

inertial band.

Since the eddy has cyclonic vorticity, we rule out the theory

of wave trapping driven by anticyclonic relative vorticity

(Kunze 1985). Another possibility is the concept of wave

capturing where the horizontal strain [(Ux 2 Vy)
2 1 (Ux 1

Vy)
2] of the mesoscale field locally dominates relative vorticity

(Bühler and McIntyre 2005; Polzin 2008). In the case of wave

capture, strain exceeds relative vorticity, and therefore the

vertical and horizontal wavenumbers of the internal waves will

grow in magnitude and dissipate eventually (Bühler and

McIntyre 2005; Polzin 2008). Captured waves tend to have a

frequency higher than Coriolis and higher vertical wave-

number (Polzin 2008). Using altimetry data, we estimated the

relative vorticity and horizontal strain along the float tracks

and found mean values of 0.10f and 0.12f, respectively, corre-

sponding to the feature in Fig. 11f. These estimates suggest

that the effect of eddy strain field in capturing waves and po-

tentially facilitating a mesoscale-to-wave energy transfer may

have a larger effect on the enhanced turbulence rates here than

the wave trapping and dissipating mechanisms. The effect of

wave–mean interactions on the internal wave properties will be

explored further in a future coherent feature analysis of the

same dataset.

c. Topography

Elevated mixing is often observed near the sea floor when

strong geostrophic flow or tides interact with rough topography

(e.g., Waterman et al. 2013). Here we examine the distribution

of dissipation rate and diffusivity near bathymetry using full-

depth shipboard CTD profiles from 2013. We use a strain-only

parameterization since the LADCP data were not reliable. The

average depth in our study region is 5000m (Fig. 12a) with

variations due mainly to small sea mounts (supplemental ma-

terial 1). Elevated diffusivity is observed near the sea floor

especially in the region of the cyclonic eddy (Figs. 12b,c).

Although we have only a few full-depth profiles in the cyclonic

eddy, the elevated diffusivity is observed almost throughout

the water column below 500m, in agreement with the shear-

strain parameterization estimates from the float data.

The mean diffusivity is fairly low throughout the water col-

umn [O(1025) m2 s21] except in the bottommost 500mwhere it

is elevated [O(1023) m2 s21] (Fig. 12b). The overall mean

diffusivity of the transect is 3.1 3 1025m2 s21 with a standard

deviation of 8.9 3 1025m2 s21. The mean diffusivity in the

cyclonic eddy is 4.03 1025m2 s21 with 1.73 1024m2 s21 in the

FIG. 12. (a) Estimates of diffusivity along the 1058E transect in 2013 using strain-only method. The x axis is the distance along the

transect from the southernmost station (318S). The gray lines are the isopycnals at every 0.4 kgm 23. The cyclonic eddy is alsomarked. The

vertical profile of mean (b) diffusivity and (c) dissipation rate for the transect with one standard deviation shading in the eddy (blue) and

noneddy (black) regions. The inset plot shows the mean strain spectrum for the profile (black) having high bottom diffusivity at 450 km

and the strain spectrum for the bottommost 500m (red) where the mixing is high. The gray line is the GM spectrum, and the vertical

dashed colored lines show the corresponding high wavenumber limit for each spectrum as indicated by the red/black color.
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bottom 1000m. The turbulent dissipation rate is also elevated

near the bottom and in the upper 1000m (Fig. 12c). The mean

dissipation rate for the region, 5.23 10210m2 s23 is quite weak

with a standard deviation of 7.6 3 10211m2 s23. The cyclonic

eddy has a mean dissipation rate of 1.6 3 10210m2 s23 with a

standard deviation of 1.33 10210m2 s23 in the bottom 1000m.

A more detailed breakdown is given in Table 4. The average

diffusivity at different depths is discussed in section 7a.

The southeast Indian Ocean does not require large dissipation

of turbulent kinetic energy to maintain the abyssal mixing since

this basin is weakly stratified (Sloyan 2006;Nikurashin andFerrari

2011). Sloyan (2006) found high mixing rates near topographic

features in the basin with weak values over plains. Interaction of

geostrophic flow and tides with topography can result in elevated

diffusivity near the bottom. The former will generate internal lee

waves and the latter results in the generation of internal tides with

tidal frequency. Among the various tidal components, the baro-

tropic M2 tidal component contributes around two-thirds of the

total global dissipation (Cartwright and Ray 1991). However, the

southeast Indian Ocean is a region of weak tides with a mean M2

amplitude of 20.2 cm (Shriver et al. 2014) and weak tidal energy

dissipation compared to the western Indian Ocean (Egbert and

Ray 2000). Moreover, the energy conversion of theM2 component

into internal tides in the southeast Indian Ocean is weak to mod-

erate over rough topography (Nycander 2005; Nikurashin and

Ferrari 2013). Although it is a region of high eddy kinetic energy,

the energy flux going into lee waves is quite weak compared to

regions like the Antarctic Circumpolar Current (Nikurashin

and Ferrari 2011, 2013). The smaller topographic roughness of

the region and the absence of strong geostrophic flow (Nikurashin

and Ferrari 2011) could be the reason behind this.

We further pulled out an energy flux (E) of 3.23 1024Wm22

into internal tides and 1.63 1025Wm22 into lee waves for the

southeast Indian Ocean from the global maps of Melet et al.

(2014). We simply take these estimates as amount of energy

available for mixing in the deep ocean from tides and lee waves

and estimate a dissipation rate, « 5 E/(r 3 depth), where r 5
1027.8 kgm23 (Alford et al. 2012). If these fluxes evenly dissipate

over the bottom 1000m, it would give a very moderate dissipa-

tion rate of 3.1 3 10210m2 s23 from internal tides and 1.5 3
10211m2 s23 from lee waves. The tidal derived dissipation rate

has the same order of magnitude as that of the strain-only pa-

rameterization estimate from this study for the bottom 1000m

(1.53 10210m2 s23). We also compared the few good profiles of

LADCP velocity with barotropic tidal velocities predicted

from a TPXO7.2 global tidal model. The tidal velocity is close in

magnitude to that of the LADCP velocity near the sea floor

except in the strong velocity region of cyclonic eddy in the upper

1500m (Fig. 2 in the online supplemental material). This sug-

gests that the contribution from internal tides could be more

important than that from lee waves in providing the required

energy to maintain the deep ocean mixing in this region.

7. Discussion

a. Comparison between different datasets

To validate the finescale parameterization of dissipation, we

compare the float estimates with direct measurements from the
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VMP taken on the same voyage. The parameterization oper-

ates at larger length and time scales with the assumption of

internal wave–driven mixing, whereas the VMP directly mea-

sures the centimeter-scale turbulence. The VMPmeasurement

is a snapshot of turbulence at an instant, which may be only

partly caused by internal wave breaking. The finescale pa-

rameterization provides the average dissipation rate over

several wave periods (Whalen et al. 2015). Nevertheless, it is

useful to compare the finescale parameterization estimates

with VMP measurements at the depths where they overlap.

We collected 1566 profiles from the EM-APEX floats during

July–October 2013 and only 18 VMP profiles between 10 and

14 July 2013 (Fig. 1c). The depth-averaged float estimates in

the upper 300m show large spatial and temporal variability

(Fig. 13, top). The floats covered about 78 of latitude in four

months. During this time, the float estimates vary by about

two orders of magnitude. The VMP measurements only ex-

tend to 300m, whereas the parameterization from the floats

begins at 240m. There are only 10 VMP profiles that cover

this depth range (Fig. 5c). The depth-averaged values of float

estimates and VMP measurements at this depth range that

are less than five days apart in time are within an order of

magnitude (Fig. 13, bottom). Figure 13 gives a comparison

between the finescale parameterization and VMP dissipation

rate measurements profile by profile. Despite all the spatial

and temporal variability as well as the sampling differences

and uncertainties from the parameterization due to assump-

tions in these estimates, overall, the float estimates are in

decent agreement with the VMPmeasurements that are close

in space and time. For instance, we have fairly good agree-

ment at latitudes of 278S, whereas an order of magnitude

difference at 308S. This gives us some confidence that the float

estimates are robust. The mean vertical profile of the pa-

rameterization estimates from the floats overestimates the

mean vertical profile of VMP measurements in the depth

range where they overlap between 200 and 300m (Fig. 13).

FIG. 13. (top) Depth-averaged dissipation rate estimates between 240 and 300m from floats as a function of

latitude and time. (bottom) Depth-averaged dissipation rate from floats (circles) and VMP (stars) for the same

depth range during the five days of VMPmeasurements in 2013. The color represents time in both panels. Note the

difference in the color axis for both panels.

TABLE 5.Mean diffusivity (m2 s21) and one standard deviation at different depth ranges from floats (shear–strain), shipboard data (strain-

only), and VMP in the southeast Indian Ocean in 2012 and 2013.

Depth Shear–strain Strain-only VMP

Surface–300m — — 1.5 3 1024 6 0.002 (2012)

4.0 3 1024 6 0.007 (2013)

240–300m (11 6 2.3) 3 1026 (2013) — (2.4 6 1.6) 3 1027 (2013)

250–500m (8.5 6 1.3) 3 1026 (2013) (9.3 6 1.4) 3 1026 (2012) —

(10 6 3) 3 1026 (2013) —

500–1000m (2.1 6 2.8) 3 1025 (2013) (14 6 4) 3 1026 (2012) —

(15 6 7) 3 1026 (2013) —

1000 m–bottom — (3.5 6 9.7) 3 1025 (2013) —
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The large temporal and spatial variability of the float data

could be one of the reasons behind the overestimation.

Finescale predictions of dissipation from the shear–strain

method (e.g., Gregg 1989; Polzin et al. 1995; Sheen et al. 2013;

Waterman et al. 2013) and strain-only method (e.g., Wijesekera

et al. 1993; Whalen et al. 2012) typically agree within a factor of

2–3 with the microstructure measurements. However, the fine-

scale estimates can overpredict themicrostructure values up to a

factor of 8 in the bottommost 500–1000m (e.g., Sheen et al. 2013;

Waterman et al. 2013) in regions of rough topography and strong

bottom flow. Here we compare the depth-averaged diffusivities

from all datasets at different depth ranges (Table 5). Overall, the

estimated diffusivity is weak [O(1026) m2 s21] at depths from

250 to 1000m in agreement with Waterhouse et al. (2014) ex-

cept in regions of cyclonic eddies. Below 1000-m depth, the

dissipation rate decreases rapidly with depth and the diffusivity

is nearly constant with depth. This suggests that less internal

wave dissipation is available below 1000m, in agreement with

Huussen et al. (2012). Near the boundaries, elevated dissipation

rate and diffusivity is observed in both direct and parameterized

estimates. The finescale parameterization has a mean diffusivity

of 11 3 1026m2 s21 in the upper 240–300m, whereas the VMP

FIG. 14. (a) Mean depth profile of dissipation rate in the upper 1100m estimated from all float profiles using shear–strain method

(black), shipboard data using strain-only method (red) and VMP measurements (blue). (b) The histogram of Rv from the floats with the

values used for the strain-only estimations (bottom panels) are marked with colored vertical dashed lines. Mean vertical profiles of

dissipation rate from shear-strain parameterization (black) and (c) strain-only parameterization with Rv 5 3 (green; Whalen et al. 2012),

(d) strain-only parameterization with Rv 5 6.5 (pink, float mean), and (e) strain-only parameterization with Rv 5 7 (blue; Kunze et al.

2006). The shading represents one standard deviation.
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has a mean of 1.93 1024m2 s21 in the upper 300m. The strain

parameterization has diffusivities that are of similar magnitude

within the depth ranges of 250–500 and 500–1000m.

The parameterization estimates are sensitive to the magni-

tude of Rv with higher dissipation observed for smaller values

of Rv (Polzin et al. 1995). Strain-only parameterization has

been widely used since strain (density) measurements are

comparatively easy to obtain (Whalen et al. 2012, 2015, 2018;

Sloyan 2005). However, this requires the assumption of a

constant value for Rv. In this study, the Rv value for the strain-

only parameterization (Rv5 6) is chosen from the observedRv

values from float profiles closer in space and time to the ship-

board CTD measurements (Fig. 13). This resulted in shear-

strain estimates from the floats and the strain-only estimates

from the shipboard data that are in good agreement (Fig. 14a),

both qualitatively and quantitatively. Whalen et al. (2012)

used a constant Rv of 3 and estimated the distribution of dif-

fusivity globally. They found diffusivity one order higher than

our estimates for the southeast Indian Ocean. Our estimates

are of the same order of magnitude as that ofWaterhouse et al.

(2014) where they estimated diffusivity from microstructure

profilers and shear–strain parameterization.

We further investigated the sensitivity of dissipation rate

estimates to the choice of Rv using the float data (Figs. 14c–e).

For the float data, Rv varies between 1 and 25 with a mean

value of 6.5 (Fig. 14b). We estimated the dissipation rates from

strain-only parameterization with Rv 5 3 (Whalen et al. 2012),

Rv 5 7 (Kunze et al. 2006) and the float mean of 6.5 and

compared it with the dissipation rate from shear-strain pa-

rameterization. The estimates using Rv 5 6.5 and 7 differs by a

factor of 2 above 500m with that from the shear–strain esti-

mates. Below 500m, the two strain-only profiles are very sim-

ilar to the shear–strain parameterization profile (Figs. 14d,e).

The choice of Rv 5 3 results in a significantly smaller dissipa-

tion rates than the shear-strain parameterization dissipation

rate estimates, particularly below 500-m depth. This difference

is sensitive to the high wavenumber integration limits for the

shear-strain spectra and can differ by an order of magnitude

for a limit of 12 and 25m. Thus, we suggest that Rv 5 7 is a

much better choice than Rv 5 3 for strain-only estimations in

this region. In addition, the vertical distribution of dissipation

rate and diffusivity from our strain parameterization using

shipboard CTD data (Fig. 12) matches with the average Indian

Ocean profiles in Kunze et al. (2006) using a Rv value of 7

FIG. 15. Mean profiles of (a) dissipation rate and (b) diffusivity from the floats in anticyclonic eddies (red line),

cyclonic eddies (blue line) and for the full float data (black line) plotted on a vertical axis of potential density

relative to the sea surface. The density range for SAMWandAAIW are marked. The color shading is one standard

deviation.
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with a strain-only parameterization. Their strain-only diffu-

sivity estimates agreed with shear-strain parameterized esti-

mates to within a factor of 2. From this we conclude that

diffusivity estimates are greatly improved by velocity obser-

vations that allow the use of shear–strain parameterization

and no assumption of Rv.

b. Impact on water masses and large-scale circulation

The main middepth water masses in the subtropical Indian

Ocean are the SAMW and AAIW. SAMW in the Indian

Ocean, forms between the subtropical front (STF) and the

Subantarctic Front (SAF) south of Australia and is advected

westward to enter, and ventilate, the subtropical gyre (Sallée
et al. 2006). TheAAIW that enters the IndianOcean originates

from the southwestern Atlantic and is substantially modified

(higher salinity and PV) by the time it enters the Indian Ocean

(Talley 2011). Both AAIW and SAMW are an integral part of

the global overturning circulation as well as global heat,

freshwater, and carbon budgets (Sloyan et al. 2010).

Turbulent mixing due to internal wave breaking plays an

important role in the deep ocean water-mass transformation

and thereby controls the global overturning circulation

(Nikurashin and Ferrari 2013). From the float data in the upper

200–1000m, we observe higher dissipation and mixing at

depths corresponding to AAIW in the potential density

range of 27.1–27.3 kgm23 (Fig. 15). The dissipation rate and

diffusivity in cyclonic eddies peak at potential density

27.3 kgm23. In anticyclonic eddies, higher dissipation and

diffusivity is observed near the surface with weak mixing in the

layers of SAMW and AAIW. Minimum dissipation rate and

diffusivity is observed within the SAMW layer at potential

density 26.8 kgm23. The SAMW layer has a weaker dissipation

rate of 7.4 3 10210m3 s22 and diffusivity of 7.8 3 1026m2 s21.

The AAIW layer has a mean dissipation rate of 1.3 3
1029m2 s23 and diffusivity of 2.33 1025m2 s21. We found that

the cyclonic eddies elevate the diffusivity in both AAIW and

SAMW layers, whereas the weakest mixing values in SAMW

and AAIW are found within anticyclonic eddies (Fig. 15).

Thus, most of the mixing in our study region takes place within

the AAIW layer, with much lower mixing rates in the SAMW.

We have demonstrated that both cyclonic and anticyclonic

eddies play an important role in modifying turbulent mixing.

Thus, the water-mass transformation in the southeast Indian

Ocean, will be strongly affected by the mesoscale eddies in this

highly energetic region. Whalen et al. (2018) found regions of

anticyclonic vorticity was associated with elevated internal

wave–driven mixing in the upper 250–500m. This was not the

case for cyclonic vorticity regions. In our study, elevated mix-

ing was found below 500m in cyclonic eddies that are subsur-

face intensified. This study suggests that the interactions

between internal waves and cyclonic eddies may impact the

water-mass transformation below 500m in this region.

Water-mass transformation within the SAMW and AAIW

layers was further explored by plotting the mean properties of

each layer along the float trajectories (Fig. 16). The tempera-

ture and salinity of SAMW is elevated within cyclonic eddies

FIG. 16. Mean of (a) Conservative Temperature, (b) Absolute Salinity, (c) thickness, and (d) diffusivity in the SAMW layer along the

float tracks. (e)–(h) As in (a)–(d), but for the AAIW layer. The black circles represent profiles in noneddy regions, and red (blue) circles

represent profiles in anticyclonic (cyclonic) eddies.
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(EM-6662, Figs. 16a,b) where the SAMW layer has reduced

thickness (Fig. 16c, Figs. 3 and 4). Water properties are less

influenced by the anticyclonic eddies where the SAMW layer

lies well below 300m (EM-6663 and EM-6664). The mean

diffusivity within the SAMW layer is of the O(1026) m2 s21

(Fig. 16d). We find no linear relationship between diffusivity

and SAMW layer thickness, however, diffusivity in regions of

cyclonic vorticity in EM-6662 is higher compared to the non-

eddy regions of EM-6663 and EM-6664 (Fig. 16d). This sug-

gests that in regions of cyclonic eddies where the thickness of

SAMW layer is very low, the warm and salty STUW lying

above might be mixing with the SAMW at the interface and

modifying its properties.

In contrast to the SAMW layer, the properties of the AAIW

layer are less affected by the cyclonic eddies CE1 and CE2 in

EM-6662 and EM-6664 (Figs. 16e,f). This is counterintuitive

since turbulent mixing is higher in regions of AAIW, and

higher still inside cold core eddies, while weaker mixing is

found in the SAMW layer where water-mass modification is

strong. (Tables 3 and 4). EM-6663, which followed a roughly

meridional path northward (Fig. 1e), experienced a gradual

increase in AAIW temperature and salinity consistent with

the large-scale circulation and erosion of property extrema

with increasing distance from the source (Talley 2011). A

temperature–salinity plot of this float shows a progression to

warmer and saltier properties in the AAIW density layer as

the float moves northward, recording the transition from

AAIW to the warmer, saltier Indonesian Intermediate Water

that occupies the same density range (not shown). Unlike the

SAMW layer, the thickness of the AAIW layer is almost

constant (;200m) irrespective of the presence of eddies

(Fig. 16g). The mean diffusivity of the layer is high within

cyclonic eddies as we have seen earlier (Fig. 16h).

Internal wave breaking can feed back on the large-scale

circulation and thereby climate (Garrett 2003). Enhanced

mixing in the upper water column is often attributed to the

breaking of near-inertial internal waves generated due to wind

forcing and also by the trapping of these waves in anticyclonic

eddies. We have seen that the internal waves and eddies in-

teract and now turn briefly to consider potential interaction

between the SICC and mixing due to breaking internal waves.

From the high-resolution (1/88) CSIROAtlas of Regional Seas

(CARS09) hydrographic climatology of geostrophic velocities,

the southern branch of the SICC (sSICC) is represented as a

broad jet between 258 and 298S at 1058E (Fig. 17b, black line).

The average surface zonal geostrophic velocity from AVISO

altimetry during the float profiling shows three jets near 28.58S,
268–278S, and 238–248S (Fig. 17b, red line). Figure 17 examines

the relationship between mean surface zonal velocities and

depth-averaged diffusivity. There is no direct relationship,

however, profiles in anticyclonic eddies show elevated diffu-

sivity in regions of the sSICC near 278S. Diffusivity is also

elevated in noneddy regions where the zonal velocity mag-

nitudes correspond to that of the SICC jet (Fig. 17b). This

suggests that the internal-wave-driven mixing in the upper

ocean may be contributed by instabilities of the SICC

branches and the mixing may in turn impact the evolution of

the SICC branches.

FIG. 17. (a) Depth-averaged diapycnal diffusivity in the upper 300m along the track of float EM-6663, which covered the widest

latitudinal band. The estimates in cyclonic (blue) and anticyclonic (red) eddies are marked. (b) The annual mean zonal geostrophic

velocity from the CARS climatology between 1008 and 1058E in the upper 200m (black line) and the mean surface geostrophic velocity

from AVISO (red line) between 1008 and 1058E during the time of float profiling. Scatterplot of depth-averaged diffusivity in the upper

300m plotted against (c) surface geostrophic velocity and (d) annual mean eastward velocity from CARS in the upper 200m. Data points

in (c) and (d) are colored by latitude. Open circles correspond to profiles in noneddy region and filled circles (triangles) correspond to

profiles in cyclonic (anticyclonic) eddies.
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8. Conclusions

We analyzed the spatial and temporal variability of turbulent

mixing in the southeast IndianOcean for the first time using data

collected from EM-APEX profiling floats, shipboard CTD, and

microstructure profilers. Elevated diffusivity is observed near

the surface in agreement with wind generation and downward

propagation of near-inertial internal waves. Most of the ob-

served mixing variability below the mixed layer is associated

with mesoscale eddies and/or bottom topography. We observe

elevated mixing in anticyclonic eddies near the surface con-

sistent with near-inertial wave trapping. Enhanced dissipation

is observed in cyclonic eddies below 500m associated with

downward-propagating internal waves. The mean diffusivity in

the 250–500m is of the O(1026) m2 s21, and it increases to

O(1025) m2 s21 in the 500–1000m due to elevated diffusivity in

cyclonic eddies. Turbulent mixing is weak in the SAMW layer

and high in the AAIW layer of cyclonic eddies. However, the

properties of SAMWare highly modified in the cyclonic eddies

and less affected in theAAIW layer. These results indicate that

the deep reaching structure of the cyclonic eddies and the as-

sociated current play an important role in internal wave–driven

mixing at the intermediate layer and possibly the deep ocean. In

addition to these wave–eddy interactions, we found that insta-

bilities of the SICC jet affect diffusivity, highlighting the im-

portance of wave–eddy–mean flow interactions. Our knowledge

of mixing variability and its impact on ocean stratification and,

therefore, climate variability is extremely limited and requires

increased observations of mixing and development of parame-

terizations for these finescale processes in climate models.
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APPENDIX

EM-APEX Float Data Processing

a. Mission

The profiling mission of the floats is a compromise between

obtaining the largest possible depth range with a profiling

frequency that resolves the inertial cycle, requiring pairs of

down-profiles separated by half an inertial period, and simi-

larly for up-profile pairs. The inertial period at 278S is 26.4 h.

This gave eight profiles (four down–up pairs) to 1200-m depth

in each inertial period with an average fall/rise rate of

11 cm s21, allowing the near-inertial and subinertial frequen-

cies in the data to be separated accurately. Although the five

floats were deployed across a 78 latitude range, we chose to set

identical missions for each float, anticipating that they would

migrate substantially during their lifetime.

b. Data return

The five EM-APEX returned a total of 3726 profiles of

temperature, salinity, and velocity. After the deployment, two

of the floats, EM-6217 and EM-6218, exhibited spikes in the ve-

locity data known to be symptomatic of a high-pressure leak in

the float hull (J. Dunlap 2013, personal communication) The

maximum pressure was reduced until the spiking disappeared.

These two floats continued to profile successfully to 300-m depth

for the same period as the three deeper floats, with the added

advantage of completing twice the number of profiles per inertial

period. The suspected reason for this fault is deterioration in the

agar gel protecting the electrodes, as there was about a 12-month

period between production and deployment of these two floats.

EM-6217 returned 1102 profiles and EM-6218 returned 1058.

Toward the end of the deployment voyage, the profiling

mission for the deeper floats was changed to add a drift at 1000-

m depth for about 18 h. The drift was added to extend the life of

the float but still allow a rapid burst of profiling over an inertial

period between drifts. During the drift, the floats measured

temperature, salinity, and pressure. Velocity measurements

are only possible when a float is moving vertically and rotating

around its vertical axis.

c. Quality control and calibration

Occasionally the GPS position of the profile was wrong

considering the position of the float at earlier and later pro-

files. These wrong positions were removed, and the missing

locations were linearly interpolated from the profile positions

before and after the one in question.

The pressure sensor on the floats may develop a pressure

drift with time. The surface pressure for a given profile was

subtracted from all pressure values in that profile, effectively

resetting the surface pressure to zero. The first pressure in each

float record was higher. These values were replaced by the

offset value of the adjacent profile.

The EM-APEX temperature, salinity, and pressure mea-

surements are obtained from a Sea Bird Electronics SBE-41

CTD, mounted above the electrodes on the upper end cap.

Vertical sample spacingwas 2–3m.The temperature and salinity

profiles were compared with the CARS09 (www.cmar.csiro.au/

cars) climatology to identify erroneous data and spikes. The

climatology was interpolated at each profile location and plotted

along with the float measurements and each profile was in-

spected visually. Occasional spikes were detected and removed.

Much of the salinity data from EM-6217 were dominated by ex-

tensive spiking and were not used for this study. The cause of the

failure may have been related to the high pressure leak described

earlier. For all other floats, temperature and salinity measure-

ments are in good agreement with the climatology below 200-m

depth where the seasonal and diurnal variability is less. We also

checked for drift in the conductivity sensor.Nodrift was evident in
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the data based on examination of salinity on potential tempera-

ture surfaces at the deepest common level of each float.

For the calibration of relative velocity measured by the floats

and estimation of absolute velocity, we followed the procedure in

Phillips and Bindoff (2014). The steps involved are as follows:

d Calibrate the angle between the electrode axes and the

compass orientation.
d Remove all the velocity spikes using a depth-dependent cut

off based on a statistical analysis of the RMS error velocity.

For velocities above 100m, we excluded values greater

than 2 cm s21.
d Estimate the absolute velocity from the float-measured rel-

ative velocities by adding a depth-independent offset, which

is equivalent to the depth-averaged absolute velocity from

the sea surface to the sea floor (Sanford 1971). The offset is

calculated as the difference between the displacement due to

the measured relative velocities along a path from the sur-

face to the bottom of a down profile and back to the surface,

and the actual displacement of the float measured by GPS.

We then interpolated the temperature, salinity, and velocity

measurements onto a uniform pressure grid of 3 dbar before

the analysis.
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