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Abstract
An increasing involvement of theAsianmarket in the global context plays a fundamen-
tal role in spreading shocks across the financial system. This paper examines the extent
of vulnerability across Asian equity markets and the United States (US) equity market
by distinguishing between spillovers and contagion. Spillovers are detected using a
generalised historical decomposition method, while contagion is identified using a
portfolio mimicking factor framework using moment conditions. The transmission of
spillovers is assessed to capture the direction, strength and signs of the spillovers. The
findings show evidence of changing vulnerability in Asia and the US. This is as a result
of increased spillovers during crisis events and the presence of contagion. Stronger
connections during crisis periods are evident as well as a general deepening of the
global network. These connections may result in reduced opportunities for emerging
markets. The findings suggest that caution is needed when developing regulations or
methods to create a stable financial system.
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1 Introduction

The unexpected occurrence of crisis events such as the Asian financial crisis of 1997–
1998 and the global financial crisis of 2007–2009 pose great threat to the stability of
the economy. A common threat throughout these events is the transmission of shocks
fromonemarket to another.As global financialmarkets are increasingly globalised and
integrated, the shocks from onemarket is very likely to be transmitted to other markets
through various mechanism that include trade, credit and balance sheet channels. The
magnitude of these transmissions may increase during crisis periods causing financial
instability.

The main objective of this paper is to investigate the impact of shock transmissions
in financial markets with specific emphasis on the Asian markets. This is achieved
by distinguishing the roles of spillovers and contagion in destabilising the economy.
The distinctions between spillovers , contagion, decoupling and interdependence are
important for designing policies for financial stability. Allen andWood (2006) discuss
how to determine the appropriate speed of adjustment in markets. An asymmetric pol-
icy response may be needed to capture only the shocks that are going to have negative
effects on the recipient economy. In different circumstances, spillover, contagion, or
decoupling could either be undesirable or have useful outcomes. The problem is sim-
ilar to that of research and development spillovers where there are offsetting effects
from having rivals in product markets and technology spillovers (Lucking et al. 2018).
Lucking et al. (2018) conclude that the positive aspects of research and development
spillovers overwhelm the negative in welfare analysis.

Motivated by the increasing role of the Asian markets, this paper investigates the
changing vulnerability over time to detect evidence for contagion and the time evolu-
tion of spillovers from the global market affecting the Asian markets and compare this
evidence with regionally sourced influences. We differ from the existing literature that
detects either contagion and spillover independently, by focusing on detecting conta-
gion and spillover simultaneously and considering the influence of Chinese and US
markets. Using both approaches to detect vulnerability in the global financial network
providesmore insights on the transmission channels of crisis events. This guides policy
makers and regulators on developing appropriate policies which promotes financial
stability. The US markets have been used as a proxy for global conditions in existing
studies, such as Chiang et al. (2007) and Kim et al. (2015). Dungey et al. (2015) com-
pared the influences of China and the US. Kim et al. (2015) argued vigorously against
including China as a source of spillovers and contagion in financial market integra-
tion studies because of a perceived lack of market freedom in determining observed
outcomes. Arslanalp et al. (2016) examined the growing role of spillovers from China
to other Asian financial markets. Yilmaz (2010) tested whether the inclusion of India
and China is important for calculating a spillover index for the region; they found
that the impact was evident only after 2002. We estimated shocks transmissions by
implementing the recently developed spillover and contagion methods to detect and
measure spillovers and contagion. The spillover method builds on the index developed
by Diebold and Yilmaz (2009, 2014), which provides a summary measure of financial
spillovers in a network of markets based on a forecast error variance decomposition
of a vector autoregression (VAR) of returns data. The Diebold–Yilmaz (DY) connect-
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edness index has attracted a great deal of attention in the literature as a means of
determining building pressure in spillovers between markets. The index was applied
in Diebold and Yilmaz (2009, 2012, 2014, 2015), Demirer et al. (2018) and Yilmaz
(2010) among others. Dungey et al. (2018b) showed that by rearranging information
in the same VAR structure, it is possible to obtain information on the source of the
spillovers affecting each market and the extent to which spillovers from one market
affect others, and to distinguish these effects with signs. This makes it possible to
distinguish whether the spillover is associated with either positive or negative shocks.

Identifying positive and negative spillover effects is important because it allows
assessment of whether transmissions via spillovers amplify or dampen shocks origi-
nating in onemarket and affectingothers. In general, links that amplify the transmission
of bad shocks to other markets are undesirable during crises periods. We argue that
these are the shocks policy makers should be most concerned about. To do this, it is
important to be able to distinguish between amplifying shocks and dampening shocks.
This means that when a shock from one market is dampened in its transmission, it
contributes to the usually desirable outcome of reducing volatility in the recipient
market. Dampening shocks lead to undesirable outcomes if paths that provide counter-
balancing measures are inadvertently shut down. These counter-balancing measures
aim to stop harmful transmission paths of shocks in the financial system. For this
reason, we introduced a time-varying measure of both the size and direction of con-
tributions of spillovers to the transmission of shocks between markets.

This paper uses the Dungey and Renault (2018) contagion tests and compares the
outcomes with the traditional Forbes and Rigobon (2002) uncorrected and corrected
tests.We also identifywhether the tests are consistent with contagion, interdependence
or decoupling, moving beyond the one-sided contagion test common in the correlation
test literature. We consider three aspects of recent developments in the literature on
modelling transmissions between markets during periods when turmoil appears and
disappears in other markets. We contribute to the literature by investigating how vul-
nerability changes over time and highlighting the role of Asian markets. We focus on
the impact of shock transmission on Asian markets and specifically incorporate the
following:

i. modelling the time-varying contribution of spillovers for Asian markets during
and after the GFC,

ii. distinguishing between amplifying and dampening transmissions in spillover link-
ages, and between contagion, interdependence and decoupling.

We investigate the changing nature of shock transmission in the financial system by
subdividing our sample into four phases namely the pre-GFC representing the lead-up
to the global financial crisis, the GFC representing the global financial period, the
EDC representing the European debt crisis and the most recent period. Our results
show that financial markets are exposed to large shocks during crisis periods. The US
continues to transmit large shocks to the Asian markets. Results shows the emerging
role of China in transmitting shocks to other financial markets. Our results also show
evidence of strong contagion from the US to the Asian markets during the global
financial crisis. Caution need to be taken in monitoring the financial markets in order
to ensure stability in the financial system. Overall, we find strong evidence of the
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changing vulnerability in the global market during the different subperiods. Large
shocks are transmitted and absorbed from one market to another during crisis periods.
These results are important in providing guidance in designing appropriate policies to
monitor these financial markets.

The remainder of this paper is organised as follows. Section 2 provides a brief
review of the related literature of spillovers and contagion. Section 3 describes our data
sample. Section 4 discusses the methodology on detecting contagion and spillovers.
Section 5 presents the empirical analysis and discusses the results. Section 6 discusses
implications of the results, while Sect. 7 concludes.

2 Literature review

Our paper is closely related to the literature on detecting the changing nature of trans-
missions of shocks. A popular approach is to use correlation-based tests to detect
unexpected changes in transmission from Asian markets to international markets,
where Asian markets are used as the source of contagious shocks. This is particu-
larly true during the Asian financial crisis. The literature on this includes Forbes and
Rigobon (2002), who used Hong Kong and China as the source of shocks to other mar-
kets in a bivariate correlation framework; Sander and Kleimeier (2003) searched for
contagion within Asia and fromAsia to other emerging markets using Granger causal-
ity tests. Baur and Schulze (2005) considered quantile regressions in a co-exceedance
framework to detect shocks from Thailand and Hong Kong to other Asian and interna-
tional markets. Finally, Baur and Fry (2009) used both cross-section and time-series
identification to estimate the spread of contagion within Asian markets. Much of the
literature onmeasuring contagion from theAsian financial crisis is reviewed inDungey
et al. (2005). Since then, newmethods have emerged and have been tested on the dataset
for the Asian financial crisis. These methods include the generalised autoregressive
conditional heteroskedasticity (GARCH) process (Dungey et al. 2015), dynamic con-
ditional correlation (DCC) (Chiang et al. 2007), smooth transition, indices and other
time-varying models (Kim et al. 2015) and copulas (Busetti and Harvey 2010).

A smaller body of literature concentrates on how the Asian markets were affected
by shocks originating elsewhere. Examples include Hwang et al. (2013) and Kim et al.
(2015) who considered the impact of the US financial crisis on emergingmarkets. Kim
et al. (2015) also drew attention to the importance of examining this issue for inter-
ventions to protect Asian economies from crises emanating elsewhere. ADB (2017)
investigated whether crises from other economies affect Asian economies. Beirne
et al. (2010) considered local, regional and global effects for 41 emerging markets and
concluded that significant spillovers from global effects cannot be ignored in Asian
markets. Mobarek et al. (2016) used all possible pairings between 10 emerging and
10 developed markets, including seven Asian markets, in a DCCmixed-data sampling
framework. They conclude that there are many different and time-varying relation-
ships between them that will affect the efficacy of policy making. These multivariate
approaches are typically based on equity market data and either consider particular
subgroups of countries or bundle Asian markets together.
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The increasing importance of Asian financial markets in the global context espe-
ciallyChinahas led to agrowth in the literature focusingon spillovers betweenfinancial
markets in Asia and other markets, both regional and international. Spillovers are the
normal flow of information and adjustment of portfolios between markets, although
this does not imply that spillovers are static. Yilmaz (2010) provided a time-varying
spillover index for East Asian markets. Spillovers do not capture the abrupt changes
associated with stress caused by contagion. Rather, they evolve relatively slowly with
increasing financial integration, trade relationships, and the normal course of business
and expansion. The literature comparing these types of channels includes Van Rijck-
eghem and Weder (2001) and Dungey et al. (2018). Given the growth in the size and
relative importance of Asian markets, we believe that the relationships between Asian
and global financial markets have changed since the start of the twenty-first century
in response to changing cross-regional relationships and periods of financial stress
experienced during crises.

2.1 Brief overview of contagion

Contagion effects were considered to have negative impacts in the early literatures,
such as Forbes and Rigobon (2002). The contagion effect introduced by Forbes and
Rigobon (2002), as a one-sided test in asset returns among financial markets, is asso-
ciated with statistically significant increases in correlation beyond what would be
expected during normal conditions, even after controlling for increasedmarket volatil-
ity. This increased volatility is regarded as undesirable because it can lead to flight to
quality, leverage effects and a flight to home or a flight to familiarity. A flight to home
and a flight to familiarity can be attributed to increased risk and uncertainty in both
markets experiencing crisis and those associated with them (Giannetti and Laeven
2015). Arguably, the most important empirical debate in the literature has been to
distinguish periods of contagion from interdependence due to changes in volatility in
periods of stress in the financial system.

An appealing way of testing for contagion is via changes in correlation between
assets or markets. A correlation coefficient is a simple transformation of the links
between two markets, scaled by their relative volatility (i.e. in the regression of
yt = βxt + εt , where y and x are stochastic variables representing different stock
market returns, and β is the ordinary least square (OLS) estimate and εt residuals. The
correlation coefficient is given by ρ = βσ xσ−y where σ x is the variance of x and
σ y the variance of y). A simple test of change in transmission between two sample
periods is to test whether ρ1 = ρ2, which is essentially a proxy for the underlying test
of β1 = β2 (where ρ1 and ρ2 are the correlation coefficients in the two periods, and β1
and β2 are the OLS estimates in the two periods.). Forbes and Rigobon (2002) asserted
that there is a mechanical relationship between increased volatility and increases cor-
relation coefficient between periods. They suggest a scaled version of the correlation
coefficient to correct the test. Empirically, this vastly reduces the incidence of con-
tagion identified between the uncorrected and corrected correlation tests. Hence, the
Forbes and Rigobon (2002) correction has been shown to be overzealous and results
in the under-detection of contagion. This is partly due to the need to accommodate the
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bounded nature of correlation coefficients in applying t-tests to the difference between
them via a Fisher correction. Dungey and Zhumabekova (2001) examined the prop-
erties, and Dungey et al. (2005) examined a correction. However, even this relies on
unconditional variance estimates for distinct periods.

Two developments have provided some improvement for contagion detection. The
first is the implementation of two-sided tests, in which contagion is associated with
statistically significant increases in transmission links (correlation) between assets.
Here, when there are no statistically significant changes, it is labelled interdepen-
dence; evidence of a statistically significant reduction in the transmission of shocks
between assets (correlation) is labelled decoupling. Decoupling stems from the lit-
erature, including Caporin et al. (2018), who showed that Portugal’s and Greece’s
debt markets during the European debt crisis were less associated with movements
in source markets than they were during normal times. Evidence of these effects is
becoming more pronounced, particularly as studies of financial markets under stress
consider a greater variety of potential links with the use of multivariate models and
increased processing capacity for higher-order models.

The second development is the use of conditional variance to identify contagion
effects, and thereby control for changes in the relative volatility of the assets under
consideration. Contagion tests in the correlation form implicitly rely on the assumption
that the relative contribution of idiosyncratic and market shocks remains the same
for each asset during periods of stress and calm. Using a decomposition that takes
advantage of the conditional variance of the assets, Dungey andRenault (2018) showed
how the underlying test of changes in transmission (contagion) between markets can
accommodate the potential for change in the idiosyncratic volatility for individual
assets. This changes the results in a priori unpredictable direction compared with the
unconditional test results.

3 Dataset and stylised facts

The dataset includes 12 Asian daily equity market indices (in local currencies) and
the equity market index of Australia and the US for January 2003–December 2017
(see Table 1). These are daily (closing) equity market indices. We focused on Asian
markets because of their growing importance in global financialmarkets.1 Specifically,
we investigated the changing vulnerability among Asian markets and the rest of the
world.

Figure 1 plots the equity market indices for each market scaled such that the first
observation is 100 in each series. Unit root tests revealed the usual characteristics of
stationary returns in each series. The analysis was conducted using demeaned returns
because themean is usually extremely close to 0 and sincewe focus on decompositions,
this assumption is innocuous. We used the data with their recorded closing time date.

Table 2 presents the descriptive statistic of the daily returns for each market. The
mean returns are positive for all economies with standard deviation ranging from
0.0071 to 0.0156. The kurtosis results suggest that the daily return would be ‘peaked’

1 Asia’s growing importance is discussed in Chowdhury et al. (2019).
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Fig. 1 Equity market indices. The sample period is January 2003–December 2017. The source of the data
is Thomson Reuters Datastream

and have ‘fat-tailed’ distribution. Unit root tests revealed the usual characteristics of
stationary returns in each series.

The US data are non-overlapping with Asian market timing so that events in the
US on a given date cannot provoke a reaction in an Asian market until the following
day.

In the contagion analysis, we lagged US returns by one day (with sensitivity tests
against contemporaneous returns).

4 Detecting contagion and spillovers

Webegin by examining the time-varying nature of the contributions of shocks from the
different sources over the sample period using an unconditional analysis to identify
spillovers. We then consider the conditional relationships between markets during
different periods in the sample. We use this to identify the extent of change in the
propagation of shocks from sourcemarkets to targetmarkets in different periods. These
two approaches have several advantages over those in the literature. First, the effects of
onemarket on another are signed. Through this approach, we are not only able to detect
whether there is a significant transmission path of unusual shocks between markets,
but we can also determine whether that transmission amplifies or dampens the effects
on the recipient market. This aspect is not addressed in most studies that analyse
shock transmissions (e.g. Diebold and Yilmaz 2009, 2014; Billio et al. 2012) and
contagion (Forbes and Rigobon 2002). The extant literature primarily seeks evidence
of significant links (and perhaps their direction) rather than the sign of those links. For
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policy and investment management purposes, however, the significance, direction and
sign of the links are all relevant. Policy makers and investors want to know whether
an event in a source market is likely to affect another market (via significance and
direction) and whether that is likely to amplify or dampen volatility or returns (via
sign) in the target market. We now introduce the two methodologies that enable us
to assess these effects: generalised historical decomposition (GHD) methodology and
contagion methodology.2

4.1 Spillovers using the generalised historical decompositionmethodology

Consider n-dimensional random vectors of returns from different markets, rt , which
we consider are related to each other in the normal course of internationally linked
financial markets. We applied standard VAR to the random vector which is expressed
as:

rt = �0 +
p∑

j=1

� j rt− j + εt (1)

where p is the number of lags,3 � j and �0 are parameters of the model and εt
represents reduced form errors. There are many potential problems with modelling
daily returns in this manner, including the issue of GARCH and non-normality.
For example, Dungey et al. (2015) for discussion on the inclusion of GARCH into
VAR representations. The problem is one of tractability—accounting for multivari-
ate GARCH—greatly reduces the tractability of the model and increases its numerical
complexity for estimation. In keeping with the approach of Diebold and Yilmaz (2009,
2014), we push these issues aside for the purposes of computing the spillover and
directional spillover indices proposed here.4

Spillovers aremeasured by the combined effects of shocks originating in onemarket
and spreading to other markets. That is, they represent how effects flow from one
market to another. In the DY approach, the spillover measure is achieved using the
forecast error variance decomposition matrix from the VAR at a specified forecast
horizon. They obtain a time-varying measure by using VARs estimated from rolling
windows of data across the sample. Thus, the DY spillover index involves two ex-ante
modelling choices: the forecast horizon and the size of the rolling window.

The GHD takes the estimated VAR in a slightly different organisational direction.
Rather than focusing on the forecast error variance decomposition, it uses the moving
average representation of the reduced form VAR(p) to recognise that at any point in
time (t). The reduced form VAR(p) can be rewritten in terms of disturbances condi-

2 Dungey et al. (2018b) provides further technical details on GHD, and see Dungey and Renault (2018) for
more information on contagion methodology.
3 The choice of p in the empirical section is based on Akaike information criteria (AIC). We used p = 2.
4 Billio et al. (2012) took the alternative route of pre-filtering their data for GARCH properties before
examining links between them. We did not follow this approach because we wanted to exploit how the
relationships between the series move through periods of changing volatility.
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tional on the initial values as:

rt = Kt + θ(p)εt = Kt +
∞∑

j=0

θ jεt− j (2)

where θ(p) is a matrix of polynomials in the lag operator p and Kt is a function of
those initial values. Any individual element ri,t can be represented by contributions
of all variables as:

ri,t = Kt +
t−1∑

j=0

θ
(i)
j ε

(i)
t− j (3)

which represents the historical decomposition of variable i at time t . Ignoring the
initial conditions,5 Eq. (3) can be rewritten in a matrix form as6:

HDt+i =
∞∑

j=0

I RFj ◦ ϒt+i− j =
i−1∑

j=0

I RFj ◦ ϒt+i− j +
∞∑

j=i

I RFj ◦ ϒt+i− j (4)

where I RFj are orthogonalised impulse responses matrices obtained using Cholesky
factorisation, ◦ is a Hadamard product, ϒt+i− j = [εt+i− j , ..., εt+i− j ] is the n × n
matrix containing residuals and HDt is a historical decomposition matrix at time t .
We note that the historical decomposition HDt in Eq. (4) is a function of impulse
responses weighted by residuals εt . The historical decomposition is used as a standard
tool for decomposing an observed variable at any given time into the model projection
and the deviation from the projection due to shocks. The decomposition of Eq. (4) has
two termswhere the first term on the right-hand side represents the ‘base projection’ of
HDt+i given the information available at time t and the second term on the right-hand
side represents the difference between the actual series and the base projection due to
the structural innovations in the return variables subsequent to period t . Particularly,
it depicts that the gap between the actual series and the base projection is the sum of
the weighted contributions of the innovation to particular series under consideration
(Dungey et al. 2019).

The elements of HDt,i j show the dynamic properties of the network and represent
the connectedness measure for i to j denoted by ct,i→ j . Thus, it is possible to analyse
the connectedness matrix Ct = [HDt,i j ] with off-diagonal elements representing
the pairwise directed connectedness. Letting ct, j→i and ct,i→ j be in-degree and out-
degree, respectively (with ct, j→i �= ct,i→ j not restricted to be identical), we can define
the net-pairwise directed connectedness of i as ct,i = ct, j→i − ct,i→ j , which is not
restricted to be positive.

5 With the consequence the first part of the data do not provide empirically analytical decompositions
(Hualde and Robinson 2010).
6 See Dungey and Fry-Mckibbin (2019) and Fackler and McMillin (1998) for more details.
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Total directional connectedness from and to others is given by:

ct,i←others =
n∑

i=1, j �=i

H Dt,i j

ct,others←i =
n∑

i=1, j �=i

H Dt,i j (5)

Pairwise directional connectedness for sample n is defined as:

ci j = 1

n

n∑

i, j=1, j �=i

H Dt,i j ∀i �= j (6)

For the purposes of our spillover indices, this gives us the ability to propose the
same form of the DY spillover index. However, it has the advantage of parameters
θi not being restricted to being strictly positive, as is the case for the weights from
the forecast error variance decomposition as given in Eq. (3). Consequently, we can
trace a spillover or vulnerability index over time using historical decomposition, and
observe not only the contributions shocks from different markets to the system but also
whether these shocks amplified or dampened the transmission from the source market.
The disadvantage is that our decomposition is sourced from an unconditional estimate
of the system over the sample period. Thus, it does not directly capture problems
that may be associated with changing underlying variance regimes in the data. This
is a particularly a problem when comparing non-crisis and crisis periods. To manage
this, we constructed subsample VARs for the same subsamples used in the contagion
estimation. This is outlined in the following discussion on the contagion methodology
so that the results are directly comparable across the two methods.

4.2 Contagionmethodology

In a latent factor model representation of the relationship between markets we might
postulate that each return is exposed to both a common factor ( fω,t ) and an idiosyn-
cratic factor ( fi,t ) (or that it is in capital asset pricing model (CAPM) framework with
a non-diversifiable and diversifiable risk). We are able to write that any individual
return at time t , denoted ri,t ∈ rt

ri,t = βi fω,t + fi,t (7)

where in matrix form, the system is represented by:

rt = B fω,t + Ft (8)

and Ft is a diagonal matrix that represents the variances. In a CAPM framework, we
invoked a market indicator or ‘mimicking factor’ to represent fω,t . This is usually in
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the form of market return (often an index or an equally weighted index of constituent
assets). That is, the usual formulation of Eq. (7) will be:

ri,t = βi ro,t + μi,t , E[μi,t ] = 0, cov[ro,t , μi,t ] = 0 (9)

where ro is the asset return of possible source of contagion, ri is the asset return of
possible target of contagion, βi is identified by the correlation between ri and ro, and
the idiosyncratic factors are represented by the residuals in Eq. (9).

The problem of identifying contagion arises when during different sample periods,
we observed changes in the relationships between the variables, specifically changes
in βi and wanted to identify the source of those changes. Consider two periods defined
as period of low and high volatility—for convenience we label them L (low volatility)
and H (high volatility). In the simplest case, we can observe that:

ri,L = βi,Lro,L + μi,L , E[μi,L ] = 0, cov[ro,L , μi,L ] = 0 (10)

ri,H = βi,Hro,H + μi,H , E[μi,H ] = 0, cov[ro,H , μi,H ] = 0 (11)

where βi,L �= βi,H and is identified by the correlation in low and high periods,
respectively. The debate is then aboutwhy these parameters (or correspondingmatrices
for a vector of returns) have changed. Initial arguments focused on changes in volatility
contributing to changes in correlation and resulting in increased non-diversifiable risk
during crises due to βH > βL . Forbes and Rigobon (2002), however, demonstrated the
mechanical relationship between higher volatility and higher correlation parameters.
They concluded that in most cases, the increase in βH in a period of high volatility
was mainly due to the interdependence of markets, rather than contagion.

Consider for example the correlation between ri and ro in the low and high periods.
We know that in the simple form, we are using the correlation coefficient ρi,L (low
period) and ρi,H (high period) that can be expressed as:

ρi,L = βi,L
σo,L

σi,L
, ρi,H = βi,H

σo,H

σi,H
(12)

where σi,L , σo,L , σi,H , σo,H are the volatility of returns in both the target and source
markets (for both low and high periods), with a corresponding form for ρi,L and ρi,H .
Rearranging this so that parameters βi,L βi,H can be directly compared, we produced
the Forbes and Rigobon (2002) result—if the increase in volatility in the sourcemarket
from σo,L to σo,H is not exactly offset by the same rise in the volatility of the target
market from σi,L to σi,H , then the observed correlation must increase. That is, if an
increase in volatility in the source market exceeds the change in volatility in the target
market, we will necessarily observe ρi,H > ρi,L in a way that is not consistent with
contagion as an increase in the transmission of shocks in βi between the two periods.
This led Forbes and Rigobon to propose a scaling adjustment to test contagion based
on correlation. They concluded that most contagion identified in this manner was
because of changes in underlying volatility.

The Forbes–Rigobon (FR) adjustment has been shown to under-reject the null
hypothesis of no contagion (Dungey et al. 2004). This is because the change in observed

123



M. Kangogo et al.

volatility in the target market has two potential sources. The first is the transmission of
increased volatility from the sourcemarket—that is, the increase in σi . The other is due
to potential changes in volatility in the idiosyncratic component (the diversifiable risk)
which is associatedwith the asset, whichwe denoteωi = var(μi ). Dungey andRenault
(2018) provided the proof that the FR adjustment only works when idiosyncratic
volatility in target markets is also unchanged between sample periods—that is, when
ωi,L = ωi,H . Otherwise, the test on correlations will tend to over-accept the null of
no contagion.

The clearest lesson from the literature on detecting contagion via changes in cor-
relation coefficients is that although it is intuitively appealing, it is also fraught with
hazard because of the number of implicit assumptions invoked. The clearest approach
is to directly examine the changes in βi between periods and, at the same time, be
aware that these changes have several sources of volatility influence that must be
distinguished.

Consider that Eqs. (10) and (11) are our approximation ofEq. (9),wherewe approxi-
mate the common factorwith ourmimicking return, ro,t and that this can be represented
as:

fω,t = bro,t + υo,t (13)

where var(υo,t+1) = ω2
o and the correlation between the idiosyncratic component of

fw,t and of ri,t is denoted as:

cov(μi,t+1, μo,t+1) = ωi,o (14)

Assuming the shocks to fω,t is independent, we find the unconditional variance of
fω,t which is not identified. The return variance of fω,t can be extended by incorpo-
rating a constant component. This constant component represents the proportion of
the factor variance explained by the mimicking return, that is:

α = var( fω)

var(ro,t+1)
= σ 2

ω

σ 2
o

, α ∈] 0, 1[ (15)

which means that it must be large enough to capture at least part of the variation in the
factor. This is done by setting a minimum value on α so that it must allow at least some
of the variation to be captured by the common factor in all periods by setting α = ᾱ at
the lower bound that respects this condition. We achieved this by setting ᾱ as 1, minus
the proportion of the unconditional variance of the mimicking asset explained by the
minimum conditional variance of that asset over the sample period, that is:

ᾱ = min1	t	T [vart (roi,t+1)]
var(roi,t+1)

(16)

With these definitions in mind, we can return to the form of Eq. (9) and note that:

cov( fi,t , fω,t ) = cov(ri,t+1, ro,t+1) = bσ 2
ω + ωi,o (17)
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To obtain our expression for the components of βi (identified by the correlation
between ri and ro), we recognise the following:

βi = cov(ri,t+1, ro,t+1)

var(ro,t+1)
(18)

var(ro,t+1) = σ 2
ω

α
(19)

var(ro,t+1) = ω2
o

1 − α
(20)

where Eq. (18) comes from the definition of correlation, Eq. (19) comes from Eq. (15)
and (20) from the definition of the variance structure of the common factor taking
into account the scaling parameter αi . So, to obtain an expression for βi , we scale
cov(ri,t+1, ro,t+1) by var(ro,t+1), the second term by the equivalent value of Eq. (18),
and the third term by the value Eq. (19), leaving the final expression for βi as:

βi = αi bi + (1 − αi )
ωio

ω2
o

(21)

This expression shows that the parameter of interest in transmitting the shocks from
the source asset to the target asset can be decomposed into two components. The first
is the common transmission effect, and the second is the effect of changing conditional
variances between the idiosyncratic shocks in the common and idiosyncratic factors. A
test for a change in βi that does not acknowledge this may mistake changes in relative
volatility for structural changes in the transmission of shocks.

We are interested in tests to detect changes in bi between periods.We omit, however,
the source proposed by Sewraj et al. (2018), which adds a trend term specified in
Eq. (10).7 This captures the changing integration of the target market with the source
market because of increased global integration over time. We use relatively short
sample periods. The evidence in Sewraj et al. (2018) suggests that the effects, while
statistically significant, are economically very small (even over more than two decades
of weekly data) and not evident in the crisis period.

Although we have illustrated this problem for a single asset related to a common
mimicking factor, the model is easily extended to a vector of assets in relation to a
single mimicking factor, and with some degree of greater complexity to the possibility
of more than one mimicking factor, analogous to a multi-factor CAPM (Dungey and
Renault 2018). Dungey and Renault (2018) established a method for identifying these
contagion effects using conditional variance. The method is simple to use and offers
insights into the source of changes in the transmission matrix over subsamples.

4.2.1 Estimation strategy

Testing for statistical changes in the parameter bi for assets can be achieved using
generalised method of moments (GMM) and conditional second moment conditions.

7 For example, trend given by βi = γi,o + γi,1t .
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We know that the instrumented unconditional covariance between one asset ri and
another r j (with the same mimicking portfolio asset in place for both, ro) will be
constant in our framework (Dungey andRenault (2018).However, the intuition follows
from Eq. (1). This can be expressed as:

E[ ztr j,t+1(ri,t+1 − biro,t+1)] = ci j ∀ j = 0, 1, ..., n ∀i ∈ In (22)

where zt is a vector of instruments used to capture conditional heteroskedasticity. It
is (n + 2)-dimensional vector containing a constant and squared returns r2j,t , In =
0, 1, ..., n. This implies that Eq. (22) will have unconditional moment restrictions.
The moment restriction can be represented in a linear regression model as:

(rt+1 ⊗ zt )rt+1 = bi (rt+1 ⊗ zt )ro,t+1 + [ In+1 ⊗ zt ] ci• + εi,t+1 (23)

where rt+1 = (r j,t+1)0≤ j≤n, In+1 is the identity matrix of dimension (n + 1), ci• =
(ci j )0≤ j≤n , ⊗ is a Kronecker product and εi,t+1 is a (n + 1)(n + 2)-dimensional
martingale difference sequence.

We also know that the unconditional covariance between ri and ro is constant
defined by:

E[ ro,t+1(ri,t+1 − αi bi ro,t+1)] = ωi j (24)

where αi is to be chosen such that it is constrained by the fact that volatility must be
sufficiently large to capture at least part of the variation in the factor. This assumes that a
one- or two-factormodel or its characterisation throughmoment conditions inEqs. (22)
and (24) are well-specified. Estimation of these parameters can be implemented using
a GMM.8

These two sets of moment conditions across multiple assets are demonstrated with
a single mimicking portfolio that provides sufficient identification to estimate the
parameters of interest, specifically bi for different sample periods. We can then test
the null hypothesis of bi,L = bi,H as a more clearly specified test for the presence
of contagion than of either βi,L = βi,H . This may be contaminated by changing
idiosyncratic variances, or ρi,L = ρi,H , which may be contaminated by changes in
both idiosyncratic variances and the relative variance of the assets over time.

5 Empirical analysis and discussion of results

Our choice to study returns rather than volatility was guided by the literature that indi-
cates returns have less volatile spillover effects (Yilmaz 2010). Additionally, average
returns have been found to transmit most information in the Asian markets (Beirne
et al. 2010).

Table 3 shows the four subsample periods in our empirical analysis. The first is
the pre-GFC period, from January 2003 until the bankruptcy of Lehman Brothers

8 See Dungey and Renault (2018) for more details.
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Table 3 Phases in the sample

Phases Period Representing Observations

Pre-GFC 1 January 2003–14 September 2008 Lead-up to the global financial crisis 1488

GFC 15 September 2008–31 March 2010 Global financial crisis 403

EDC 1 April 2010–30 December 2013 European debt crisis 979

Recent 1 January 2014–29 December 2017 Most recent period 1043

in mid-September 2008. The second is the GFC from then until the end of March
2010. This may be regarded as overly long compared with other analyses, and the
literature is indeed mixed on whether it divides the US recovery from mid-2009 into
a separate period. Dungey et al. (2015) discussed dating the crisis. The third period is
the European debt crisis (EDC), which we designated as starting from the beginning
of the International Monetary Fund’s program in Greece in April 2010 until the end
of December 2013, at which point only Ireland and Portugal still had to finalise their
recovery from the support packages implemented during the crisis. They both achieved
this in 2014.9 The fourth period covers the most recent data from January 2014 to the
end of the sample on 29December 2017. The total number of observations in thewhole
sample is 3,913. Just over 30%of observations are found in the lead-up to theGFC, and
approximately one quarter in each of the EDC and the post-crisis periods. The GFC
period is the shortest, covering six months from the collapse of Lehman Brothers; this
period contains just under 10% (403) of the total observations. Thus, each subsample
has a reasonable number of observations for tractable estimation and is in line with
existing demarcations of the sample periods. Table 4 shows the descriptive statistics
for each equity market return for each country across the different subsamples. It is
worth noting that our estimation is based on rolling window, and phases do not affect
results.

5.1 Evidence for spillovers

Table 5 shows the average spillovers obtained from historical decomposition of shocks
to the observed returns of each country in the sample for the whole period. The rows
represent the recipient markets for shocks spreading from source countries which are
shown in each column. The shocks have different magnitude and are distinguished
by sign. Negative numbers represent a reduction in returns as a result of the shock;
positive shocks represent an increase in returns.

The US receives more shocks than it transmits. This is common because each
market is exposed to shocks from many markets and distributes its own shocks to
many markets. The US receives positive shocks from Asian countries, on average
increasing its return, while it also transmits shocks, though with less magnitude, to
Asian countries. These outcomes are generally consistent with the US being the safe
haven market when international stress occurs. The US markets benefit from flight

9 The financial crisis in Cyprus was also resolved in 2014 and was relatively minor compared with the
conditions experienced earlier in the European debt crisis period.
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to safety and familiarity, and benefit from the hypothesis of Kaminsky and Reinhart
(2003) that the US operates as a central market redistributing shocks received from
peripheral markets to other markets. This implies that the are other channels through
which vulnerability spread from the US during the GFC to other markets apart from
the stock market. Credit default swap is the dominant channel through which shocks
spread from the US to small Asian economies. Other channels include trade linkages
through the fluctuating exchange rates and interest rates.

Unlike the US, which receives positive shocks, China receives negative shocks
from most other markets, although the magnitude of these shocks is low. Indonesia
and Japan receive the largest positive shocks from other Asian markets, but transmit
smaller shocks to other Asian markets.

Further, we considered how the transmission of shocks changes over time by exam-
ining the four periods. The results in Tables 6, 7, 8 and 9 clearly show that the
transmission of shocks from different markets changes in each phase. During the pre-
GFC period, the US became the recipient of larger positive shocks fromAsianmarkets
compared to the GFC period. The US also transmitted more shocks to Asian markets
than it absorbed in the GFC period. The magnitude of shocks it received dropped in
the GFC period compared with the pre-GFC period. This suggests that Asian markets
were less involved in spreading shocks to the US during the GFC period.

Figure 2a shows the estimated absorption of shocks by a market, while Figure 2b
shows the transmission of shocks from a market. The spillover effect for each market
during each phase is given in separate columns. Figure 2b clearly shows that in the
pre-GFC period, the average spillover effect transmitted by the market to others in the
system was roughly similar, mainly in the range of 0.1–0.2 with the exceptions of an
almost neutral transmission from Sri Lanka and the US. The average effect (−0.0063)
was negative and very small in the US.

Compared with the European debt crisis (EDC) and the current periods, the extent
of the shocks during the pre-GFC period was small (see Tables 6, 7, 8 and 9).

Australia and Indiawere among the countries to receive, on average, negative effects
on their returns as spillovers from the rest of the markets. Indonesia, Hong Kong and
Thailand received return-enhancing spillovers. The other markets fell between these
two alternatives, although the range is not high.

During the GFC period, the transmission of shocks from the Asian markets gener-
ally declined compared to the pre-GFC period. While there is some evidence that the
transmission of these shocks increased returns in other markets via spillovers, there
is even less evidence that they reduced returns, except for spillovers from Thailand.
Table 7 shows this is mainly through spillovers with China, Malaysia and Singapore.
Spillover effects from shocks received during the GFC period vastly decreased from
the pre-GFC period. Most sample markets continued to receive, on average, the same
sign effect of shocks in both periods, although Malaysia and China received opposite
average effects. For Japan, thesewere spillovers that increased returns,which is consis-
tent with the flight to quality, safety, and familiarity in the region. The spillover effects
for China were strongly negative, reflecting the expected decline in the country’s eco-
nomic expansion in response to a weaker global economy. Malaysia and Singapore,
also open and export-dependent economies, experienced negative spillovers in the
GFC period. The US gets some positive spillovers because of the flight to safety and
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Fig. 2 Average shocks received and transmitted by period and market. The sample period is January 2003–
December 2017. The source of the data is Thomson Reuters Datastream

leverage effects. South Korea experienced relatively little change, with the average
effect of spillovers that remaining neutral in both periods.

The EDC period contrasts strongly to the pre-GFC and GFC periods, with the scale
of spillovers into and out of markets being similar; almost all markets experienced
positive spillovers (see Table 8). That is, spillovers resulted in higher returns in these
markets, and spillovers from Asian markets resulted in higher returns elsewhere. This
may reflect that the crisis originated in Europe and the debt markets of Asia were
perceived as more robust, thereby providing an alternative investment opportunity
during the EDC period.10 In contrast, spillovers to and from the US were negative. In
other words, spillovers from the USA reduced returns in Asia, reflecting uncertainty
in world markets, and spillovers from Asia reduced returns in the US.

The most recent period shows a return to conditions more similar to the pre-GFC
period in terms of transmission effects. These were, if anything, slightly smaller than
in the other periods, but produced positive returns in Asian markets. The exception
again was the US, where the out-coming spillovers tended to reduce returns in other
markets with a larger effect than in the pre-GFC period of -0.0275.

Table 9 shows that transmissions to Indonesia and China were important com-
ponents of this overall result. In contrast, the external spillovers that other markets
received in recent times generally had little effect on returns. The scale of shocks to
the US was considerably larger than for other markets, and these effects were pos-

10 See, for example, the analysis of CDS data in Dungey et al. (2019c).
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itive, implying that spillovers from other markets, on average, increase US returns.
Most markets received negligible spillovers from others. The exceptions were Indone-
sia, China and the US. Indonesia and China seemed to be intertwined in a form of
feedback in which spillovers between them (see Table 9) mutually reinforce lower
returns.11 The spillover effects on the US were substantially larger than in the other
periods, and primarily reflected combinations of Indonesian and Chinese spillovers,
although offsets from Malaysia also played a role.

The different roles that China and the US played in the transmission mechanism to
and from Asian markets are evident in this analysis, and because of this, we examined
more closely the spillovers originating from these markets. Table 10 shows the total
contributions of spillovers to and fromChina and theUS on othermarkets over the four
periods. This allowed for a preliminary analysis of the extent of change between the
transmissions between these markets before formal tests for contagion are conducted
(see Sect. 5.2).

The results of Table 10 are plotted in Fig. 3. The scales in Fig. 33a, b for the trans-
mission of spillovers are substantially smaller than those for receiving spillovers, as
explained previously. The transmissions in Fig. 33a, b show that spillovers fromChina
and theUSwere larger in theGFCperiod than in other periods. In both cases, the largest
spillovers during the GFC period from both these sources were to Japan, indicating
its importance in the region. During the EDC period, spillovers were calmer, although
there is evidence that some began to, on average, change direction. Thus, Malaysia,
Hong Kong and Japan, for example, demonstrated the opposite total spillover effect
in this period comparing the GFC period.

The analysis of spillovers from other markets to China and US in Fig. 33c, d
shows stark differences in scale and direction. The spillovers to China from other
markets were predominantly negative, particularly during the GFC, but were smaller
in magnitude comparing to the US. The spillovers received by the US were positive
for each of the four periods (this was an average effect for the period) and were
greatest during the European debt crisis period. The spillovers to the US reduced
but remained positive during the GFC, compared with the pre-GFC period for many
markets implying reduced attractiveness of the US markets during this crisis. During
the EDC,when theUS assets becamemuchmore attractive than those of Europe (hit by
European debt crisis), spillovers to the US fromAsianmarkets increased substantially.
In themost recent period, the extent of average spillovers reduced, but remained higher
than in the pre-GFC period.

The clearest result from the analysis of Table 10 and Fig. 3 is that spillovers from
China to the US were negative but shrinking across the four periods, while spillovers
from the US to China were positive and arguably growing. This is consistent with
the narrative that the US and China are becoming more internationally intertwined,
and that improvements in both economies can be expected to flow through to each
other. In the most recent period, there is less evidence of fear of China’s spillovers
having negative implications for theUS economy, pointing to amore developedmarket
relationship. Arslanalp et al. (2016) showed that the effect of shocks from China on
the US is increasing.

11 See for example the literature on diabolical loops.
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Fig. 3 Spillovers to and from the USA and China

We next estimate the time varying spillover index based on both the DY and GHD
index. Figure 4a shows the DY spillover index for the network of returns produced
using a 200-day moving window. As the corresponding generalised historical decom-
position (GHD) figure for returns is uninformative, we instead provide the GHD for
the volatility network in Fig. 4b.

The results show that the spillover index for the entire network ranged from 30 to
50% over the 2003–2017 sample period, beginning and ending near the minimum of
the range. The DY spillover index shows a substantial increase in spillovers between
markets from 2005. This peaked in the second half of 2008, and is consistent with
the timing of the collapse of Lehman Brothers and the associated turmoil. The index
calmed somewhat after the GFC period, with an increase in spillovers associated with
the EDC. In the most recent period, however, the index fell in 2014, rose over 2015,
and dropped rapidly in 2017. A prominent feature of the index is the role of the choice
of window length. Here, sensitivity to the choice is readily apparent in Fig. 4a, as
critical observations drop in and out of the rolling sample.

The GHD spillover index in Fig. 4b shows distinct periods in which transmissions
contributed to higher or lower volatility in the entire financial system. Observations
below the zero line indicate cases in which transmissions in the network dampened
volatility, that is, the network was robust in the sense that shocks were dampened by
its structure. Positive observations indicate instances in which the network’s structure
amplified the effects of the shocks. Figure 4b shows that from mid-2004 to mid-2007,
the network primarily dampened the shocks, that is, it displayed a robust structure.
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Fig. 4 Spillovers index based on Diebold–Yilmaz and generalised historical decomposition

There was a slight period of amplification in late 2006, but this is dwarfed by subse-
quent high-amplification effects in the network from mid-2007 to mid-2009. These
are the largest absolute values in Fig. 4b and indicate that shocks during this period
caused a substantial amplification in the network’s volatility transmission. The net-
work became fragile in line with Acemoglu et al. (2015) and Haldane (2009). The
results concur with the analysis of Dungey et al. (2019c), in which the fragility of a
network of global sovereign and financial institution CDS increased to the stage that
almost the entire network can be expected to default in response to a tail shock. The
GHD spillover index shows that the amplification effect calmed somewhat in 2009,
before flaring again during the Greek debt crisis in 2010 and the European debt crisis
in 2011–2012.

From late 2012 to 2015, the network returned to a more robust structure, in which
its effects dampened the impact of shocks. Some abrupt interruptions to the GHD
spillover index during 2015–2016 indicate short, sharp periods of amplification in the
network. These are linked to China; for example, August 2016 witnessed changes
to the exchange rate regime and 8% was wiped from the value of the country’s stock
market on BlackMonday. Arslanalp et al. (2016) documented the extrememovements
in the Chinese equity market and examined the strong co-movement of Asian markets
with China on 11 August 2015 and 4 January 2016. Global markets were rocked again
by the unexpected outcome of a June 2016 vote in the UK to leave the European
Union and the subsequent political turmoil across global markets. Although political

123



Changing vulnerability in Asia: contagion and spillovers

uncertainty continued to affect major markets for the rest of 2016, it did not trigger the
same level of network fragility. The network was robust again by 2017, when shocks
were no longer amplified by the network structure.

5.2 Evidence for contagion

Given the dominant role of transmissions from China and the USA in our analysis
of spillovers, we now explore the more abrupt changes in transmission by examining
the evidence for contagion across these markets and subsamples. For completeness,
we provide the results of the uncorrected and Forbes and Rigobon (2002) corrected
contagion tests for each period preceding the subsequent period—that is, whether
there is contagion (a statistically significant rise in correlation), interdependence (no
significant change) or decoupling (a statistically significant fall in correlation) from
one period to the next.12 Table 11 shows the results for transmissions from China and
US as sourcemarkets for each period. The usual Forbes–Rigobon (FR) style results are
evident; without the correction for changing variance, the correlation tests reject the
null of no contagion almost always. After the correction, the prevailing evidence is for
interdependence or decoupling. The original FR approach did not test for decoupling;
instead, only a one-sided test was done to detect a rise in correlation as contagion.
Later research extended this to two-sided tests and, more recently, Caporin et al.
(2018) labelled the reduced correlation outcome as decoupling. Table 11 shows the
difficulty of reconciling the evidence from different contagion-based tests. Tests must
be conductedwith a thoroughunderstanding of the compromisesmade in the procedure
to achieve identification and empirical tractability. The arguments presented in this
paper’ (see Sect. 4.2) examined the reasons for preferring the approach in Dungey and
Renault (2018) to use conditional correlations rather than those based on unconditional
correlations from Forbes and Rigobon (2002), both with and without corrections.

Table 12 presents the evidence for contagion from the conditional correlation tests
of Dungey and Renault (2018) using the US market as the mimicking factor during
each period. We conducted a Ghysels-Hall test for structural change between the
adjacent periods and a Hall test for the stability of parameters between the periods.
The individual results are not reported because, in each case, the null of no change
was rejected at standard significance levels.

Figure 5 provides the estimated bi parameter by market and sample period. It is
clear from Fig. 5a, b that the loading on the mimicking factor in the pre-crisis period
is generally greater than at any other part of the sample period. For most markets,
the part of the relationship that is stable and not dependent on the relative volatilities
of the individual and mimicking markets is higher in the pre-GFC period, and lower
in other periods. In fact, for nine of the 12 markets, the value of the bi parameter
dropped markedly from the pre-GFC to the GFC period and increased again (though
only slightly) in the EDC before falling in the most recent period. Consequently, we

12 Contagion and decoupling refer to the distinct and abrupt positive and negative changes in the transmis-
sion of shocks between markets after controlling for what would be expected from normal spillover effects.
That is, they are transmissions that would not have been expected ex-ante based on existing historical
relationships.
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Table 12 Estimates of bi for
each subperiod with mimicking
factor given by the US market

Market Pre-GFC GFC EDC Recent

AU 2.066 1.402 1.483 0.173

CN 0.485 1.209 0.786 3.053

IN 3.817 0.866 1.055 0.759

ID 4.416 1.133 1.618 0.102

JP 3.664 1.195 1.072 2.06

HK 2.965 1.759 1.944 1.095

MY 4.094 0.650 1.323 0.250

PH 4.068 1.674 1.759 0.578

SG 3.750 0.609 1.488 0.258

KR 5.129 0.927 2.620 0.372

LK −0.500 0.747 0.275 0.609

TH 3.044 0.130 1.795 0.497

TW 3.964 0.961 1.601 0.145

In each case, estimates are statistically significant at a 1% level and are
statistically different for each market between periods

observed a decoupling of these markets from the US market over the four periods.
From theGFCperiod to the EDC, there is some evidence of recoupling (after theGFC),
but this is limited and short-lived in size compared with the extent of the decoupling.
This is consistent with Kim et al. (2015), who found that the contagion effect of the
US financial crisis on Asian economies was detectable but short-lived.

A few other countries—Japan, China, Sri Lanka and Thailand—displayed different
patterns in their relationship with the US mimicking factor. Sri Lanka was the only
market to showanegative relationshipwith themimicking factor in the pre-GFCperiod
and in the sample as a whole. This could relate to the Sri Lankan civil war occurring at
that time effectively outweighing external financial events. The occurrence of the GFC
period resulted in a substantial increase in the estimated bi parameter for Sri Lanka
indicates substantial contagion. From the GFC, however, the relationship between the
Sri Lankan market and the US mimicking factor returned to the steady decoupling
pattern observed with most of the other markets. Thailand differed from the other
markets in that it experienced a substantial decoupling from the pre-GFC to the GFC
period. After recoupling during the European debt crisis period, Thailand decoupled
but remained more connected to the US mimicking factor than it was during the GFC
period. This is unusual relative to the other markets.

In the Japanese case, the market decoupled from the US mimicking factor during
theGFC and the European debt crisis periods, which is consistent with the resilience of
Japanese markets during these periods of stress.13 In the most recent period, however,
Japan recoupled with the US market. This relationship is not as strong as it was in the
pre-GFC period, but is more pronounced than in the intervening periods and it has
the second highest parameter value for the most recent period. China had the largest
relationship with the US mimicking factor in the most recent period. Unlike the other

13 See Botman et al. (2013) for evidence on Japanese markets acting as a safe haven.
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Fig. 5 Structural transmission parameters to and from the US and China

markets, the relationship between China and the US markets increased over the entire
sample period, albeit with a slight disruption during the EDC. That is, a formal test for
contagion identified an increased correlation between the pre-GFC and GFC periods,
and the EDC and most recent periods, both of which are consistent with contagion.
China became more sensitive to shocks emanating from the US mimicking factor in
the most recent period.

The analysis so far is consistent with the emerging importance of China as a major
financial market for Asia. Due to the increasing influence of China, we now consider
the test results when using the country as the mimicking factor of world conditions. In
other words, what evidence is there of contagion frommarket conditions to other Asian
countries when China represents the behaviour of the global factor? The resulting bi
parameter estimates are shown in Table 13 and Fig. 5c, d. The results show that using
China as themimicking factor does not result in loadings that are as large aswhen using
the US as the mimicking factor. This is not surprising given the role of the US in the
world, and it indicates that the country is a better indicator of the common conditions
faced by these markets. This is consistent with much of the literature. However, it
also indicates that the nature of the relationship with the mimicking factor defined by
China market has altered over time (Yilmaz 2010).

The relationship of most of the 12 countries with the China mimicking factor was
highest during the EDC; this is consistent with evidence of contagion represented by
a significant change in the bi parameter from the GFC period to this period emanating
from China market. The interesting aspect of this is that the increase in correlation
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Table 13 Estimates of bi for
each subperiod with the
mimicking factor of the Chinese
market

Market Pre-GFC GFC EDC Recent

AU 0.583 0.712 1.624 −0.093

IN 0.105 0.314 1.208 0.107

ID 1.108 0.979 1.860 0.047

JP 1.148 0.584 1.409 0.711

HK 1.140 0.815 2.383 0.413

MY 0.900 0.564 1.116 0.045

PH 0.124 0.936 1.795 0.126

SG 0.547 0.115 1.227 0.091

KR 0.532 0.163 2.498 0.060

LK −0.140 0.430 0.271 0.266

TH 0.057 0.220 1.340 0.069

TW 0.309 0.711 2.200 −0.307

US −0.061 −0.595 0.177 0.203

In each case, estimates are statistically significant at a 1% level and are
statistically different for each market between periods

was not necessarily a ‘bad’ outcome for many markets. This provided an avenue of
alternative financial leadership and investment opportunities during a period of turmoil
in developed markets. As far as we are aware, this feature has not been noted before.
Here, we have an instance in which the propagation of shocks from one market source
(with China as the mimicking factor) to individual markets increased in a statistically
significant way. This is consistent with the definition of contagion but would not be
viewed as necessarily harmful in this application.

We now explore the possibility that the Chinese market does not mimic the crisis-
originating part of the market but should instead be considered a diversification
opportunity. Here, there are two potentially offsetting effects: a turmoil factor for
developed markets represented by the US market and an opportunistic alternative for
investment funds in the Asian region. This may represent a market that is better under-
stood as having two countering forces. A similar argument has been mounted for the
role of Greece and Germany in the European debt crisis, where Greece represents the
problemof the crisis countries andGermany the countries that experienced demand via
flight to quality (Caporin et al. 2018; Dungey and Renault 2018). A similar situation
occurred when Mexico joined the North American Free Trade Agreement. Rigobon
(2002) noted that Mexico’s market changed from being clearly aligned with Latin
American markets to behaving more in line with North American markets.

To examine this hypothesis more closely, we specified the conditional correlation
model to consider the possibility of two distinct sources of market information, with
China and the US markets providing the mimicking factors. This represents a general-
isation of the model given for contagion in the discussion on detecting contagion and
vulnerability in Eq. (7), where:

rit = βi,1 fω1,t + βi,2 fω2,t + fωi,t (25)
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The two common factors and the associated propagation parameters can be
expressed as:

βi1 = α1bi,1 + (1 − α1)
ωi,o1

ω2
o,1

(26)

βi2 = α2bi,2 + (1 − α2)
ωi,o2

ω2
o,2

(27)

The tests of interest are the stability of the parameters bi1 and bi2 over the different
subsamples, in which both are estimated in a joint specification.14 This specification
has the distinct advantage of dealing with multiple sources of contagion simultane-
ously, which is not typically accessible in the standard FR correlation tests, though
it can be encompassed in other approaches. When using this model, we found the
parameterisation was not supported by the data. The independence of the two factors
is compromised in the specification because China’s returns are themselves subject
to large effects from the US. Therefore, we conclude that the two-factor specification
based on China and the US as the twomimicking factors is not sufficiently empirically
supported in the data.

5.3 Comparison of spillovers during the GFC and COVID-19 pandemic

The global COVID-19 pandemic has severely disrupted financial markets and the
real economy across the world. Due to these disruptions in the global markets, we
compare the shock transmissions between the GFC and the COVID-19 pandemic
periods. We investigate whether the transmission channels are the same. Table 14
shows the transmission of shocks during the pandemic. Unlike Table 7, where the
Asian economies were less involved in spreading shocks to the US, the COVID-19
pandemic results show the Asian markets becoming more involved in the transmission
of shocks to the US. The results suggest that the transmissions of shocks during the
GFC and the COVID-19 pandemic were different.

6 Implications of results

Several proposals have been made to identify the driving forces of changing financial
market networks. Themost common are trade andfinancial linkages, primarily through
international banking, private and public debt ownership and related areas. There is
evidence that growing international trade is associated with increasing financial inte-
gration. Elekdag et al. (2012) and Aizenman et al. (2015), for example, both used a
CAPM framework to show how the estimated beta of Asian markets is increasing, and
that the increase is positively associated with growing trade. Arslanalp et al. (2016)
reported that increasing spillovers from China to other Asian markets are related to
trade linkages. However, Avdjiev et al. (2019) showed that trade effects can be offset
by the impact of financial flows in their study on the impact of dollar’s appreciation on

14 See Dungey and Renault (2018) for further details on a multivariate implementation.
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emerging market capital flows. An appreciating dollar results in lower cross-border
bank flows for emerging economies that despite improved export prospects, the port-
folio channel of transmission can dominate to the extent that it worsens economic
growth prospects. Thus, the foundations of the trade channel of transmission are more
complex than they first appear, and it is not clear that equity market spillovers can be
expected to mirror trade spillovers.

Recent research has investigated the effects of cooperation versus self-directed
policy outcomes. These coordination effects have been found to be small in the mon-
etary policy literature. Agénor et al. (2017), however, applied a similar approach to
macro-prudential policies. They constructed a stylised dynamic stochastic general
equilibrium model to examine how spillovers in financial markets can affect countries
experiencing financial frictions. The model was calibrated to consider the problem of
the benefits of coordination between emerging and advanced economies when viewed
through a core-periphery lens. They found that substantial gains can come from coor-
dinating macro-prudential policy responses across countries; however, these gains are
correlated with both the size of the economies and the degree of financial friction.

We considered the simple correlation of our spillover results with trademeasured as
the average annual trade volume in dollars (from United Nation Comtrade statistics)
and to the size of an economy, using gross domestic product (GDP) per capita. We
identified the correlation between incoming spillovers and GDP per capita as posi-
tive at 0.1335. However, GDP per capita and outward spillovers were correlated at
−0.0170. That is, as an economy increases in size, the spillovers it transmits have
a progressively more dampening effect on other markets. This aligns with the centre
and periphery style of analyses, in which larger core developed markets receive more
shocks than do perpetrators (Kaminsky and Reinhart (2002)), although we emphasise
that these results areweak.We also consider the relationship ofGDPper capita to abso-
lute spillovers (|absorption| + |Transmissions|) and identified a correlation of 0.1728.
Thus, our evidence only slightly supports the hypothesis in Agénor et al. (2017)—that
spillovers and the size of an economy are positively related. The correlation of the
different spillover measures with trade measured as either imports, exports, the sum
of imports and exports, and net trade show that receiving spillovers is correlated with
imports. Here, the correlation coefficient is 0.4021, which is more than the correla-
tion of exports with outward spillovers at −0.1880. The sum of absolute spillovers
transmitted and received was also positively related to the sum of exports and imports
(or the openness of an economy) at 0.3960 in our sample. These results attest to the
difficulties in directly relating spillovers to trade, particularly for exports.

Agénor et al. (2017) showed that the distribution of gains from macro-prudential
coordination is distorted towards larger emerging market economies and away from
core economies. This is likely to cause political tensions in trying to coordinate with
smaller emergingmarkets that end up benefiting less than larger emergingmarkets, and
where most of the transfer will come from advanced economies. Further, obtaining
redistributions from emerging markets, even when they can be demonstrated to be
welfare-improving at the global level, may be politically contentious. It is worth noting
that the Agénor et al. (2017) model has limitations and simplifications, including
restricting nations to balanced budgets. Thus, there is a pressing need to assess these
potential trade-offs further in more realistic modelling frameworks.
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7 Conclusion

In this paper, we distinctively examined the evidence of spillovers, contagion, and
decoupling for 12 Asian markets, Australia, and the USA using equity market indices.
We found strong evidence of changes in spillovers between thesemarkets,with increas-
ing evidence of growing effects over the four periods (i.e. the pre-GFC, GFC, EDC
and the recent periods). The continued effects of the US markets on Asia were also
apparent. There is a high degree of spillovers from China and the US, both to each
other and to otherAsiamarkets.We also found strong evidence of positive and negative
spillovers during the different periods reflecting shocks transmission and absorption.

Contagion was estimated through the portfolio mimicking factor framework using
moment conditions. Thefindings showed strong evidence of both contagion anddecou-
pling effects using the US as the global mimicking factor. The Asian markets showed
evidence of decoupling from the shocks in the US market during the GFC period.
In particular, the Asian markets were less affected by turmoil in the US market than
would have been anticipated by the degree of spillovers evident in the pre-GFC period.
The European debt crisis and the most recent periods also showed signs of change in
the transmission of events via the contagion mechanism, although these effects did
not bring the transmissions back to pre-GFC levels.

A key aspect of this study was to detect vulnerability in the financial market focus-
ing on distinguishing between contagion and spillovers. The findings provide strong
evidence of the changing vulnerability among the Asian and global markets. The
results have direct relevance to the policy makers and regulators by giving guidance in
designing appropriate policies to monitor financial markets thus promoting financial
stability.
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