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The word “guantized” has been conoistontly ciospelt “quantitized®,

Page 1/8, last paragraph, linc 4 chould reads
"ess pulses of unit amplitude, width T and ,e"

Paze 1/9, parageaph L 2, lines 8, 9 chould reads
F s (ju) = _(F()\) S'(gm 7\) A

fr(z») Z S()w—a—%ﬁ—?\) Ax

P:me 1/10, pamgmuh 3, 11nes 7, 8 should rond:
".se voprecents the ratic of the samplingepulce width to period”

Page 1/13, para waph 2, line § should reads
"peak signal to ms noise 1812 &, cnd the ..

Puze 1/14, paragraph 2, line 8 chould reads |
“,.. when nono was sent or of its cousing a pulsc to bo deleted”.

Page 2/1, paragraph 2, line 4 shoald reads
%,+oThe type of information whioh mist accompanys..”

Paze 2/1, paracraph 5, line 5 ohaoculd reads
",sewnich goannod the mask ine..®

Page 2/3, paraczaph 1, line 1 should reads
"eeebe comparod with the input and used to stopees”

Pace 2/5, parazraph 2, line 11 Chould zeads
UessaVory noegntive difforence to no diit.,.”

Paso 2/6, pavagragh 3, line 2 should recds
on the accuracy of tho wel hted voltaomess

Pace 2/10, paza_Toph 2, Mne 1 chould reads
%es0boyn aquation 17

Paze 2/43, parasrash 4, 1iae 5 chould reads
Hese0an reaet to chanoe and op the snineee”

Page 3/10, para raph 2, insert betweon lines 5 and 63
"{6 possible four~ingut AND gates to ;ive”

Pa;a 3/?3. paragraph 5, line 7 omit "by all the otores”
Paze 3/13, ‘para:;mph "5, 1ine 9 chould reads

Mesevoltazes to decrcase in®

Page 3/18, paragraph 2, line 3 should reads
Y4soclanp eopacitox®,

Pase A/2, eqmtion ‘le.dm_, to equation 10) s(hoald r&;d:
_ » ]ea t- (%1t,)
1) = 3 ‘§“ iG 3) t. dw
Paze /1, paxacxaph 9, linc 1 chould reads
"Although the analyses hove eseees”
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Thig thesis deseribes work done.on tho Electrieal Engineering
Departnent of the University of Tacmania from April 1959 until March
1960 under the supervision of Professor G.H. Newstead.

At that time the Depsrtnent was concoerned with providing
equipment for telewmetry of very low frequenoy seicmic data from remote
stations in Tasmania. In support of a propesal that PGl transmission
be used due to its claimed high noiae—immniﬁy, a theoretical investigation
of the charactoristics of PCH was carried out, and simple transistorized
equipnent was developed for this application: a coder and decoder for
the data, and rogeneration and synchronization cquipment for the transmission
link,

Other equipment conceorned with the instrumentation of geological
wérk was designed and built for the Department during this period. It
inecluded a portable unit for measuring borehole temperatures, standard
time-signal equipment for the laboratory and highecurrent regulated power
supplies for transistorised equipment.

When this work was undertaken the use of transictors was very
restricted and little oxperience hed bzen gained in the Department in
their application. Consequently, this theses roports some of the sarly
transistor eircuit Gevelopment in the University of Tascania.



ULSE CODE MO ON
" INTRODUCTION:

Pulse-code modulation is an appealing topic. It has
interesting theoretical aspects, leading into the fields of
information and communication theory, and its practical relization
involves a rare combination of analogue and digital techniques in
which the circuit designer can exercise his ingenuity. Work on
both these facets of PCM is reported here.

In the first Section the history of the development of
pulse-code modulation (PCM) is surveyed and its important characteristics
are considered theoretically.

The second Section contains descriptions of practiéal methods
for achieving the coding operation, for synchroniszing the demodulator
with the modulator, and for regenerating distorted pulses.

The equipment which was designed and built for the project
is deceribed in Section 3, together with its performance as a synchronized
coder and decoder. |

In Section 4 an interesting result of the Sampling Theorem
is investigated and given experimental illustration by use of the PCM
equipment. |

Appendices 4, B, C and D contain, respectively, a proof of
the 8ampling Theorem, an analysis of some of the circuits, a graphical
construction for waveforms relating to Section 4, and other applications
for the synch detector described in Section 2.

1.1 Historiecal opm
Pulse-code modulation (PCM) was invented in 1937 by Reeves(1)

in the French laboratories of a telephone and telegraph company. He
has been seeking to obtain for speech transmission the digital
advantages of telegraphy, namely pulses of fixed height which may be

regenerated as often as desired along communication links. Another

advantage which he realised was the inherent suitability of the method

for timeedivision multiplexing of many signals on one channel.
The first praetical work on PCM was done in the Bell Telephone
Laboratories in USA, and published in 1947 vhen Goodal11(2)

and Black(3) described many of the basic principles of PCM and
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1/2
outlined the equipment used in their system. The

advantages of PCM were also put forward by Black and
. Edson(4’5 ) in an early theoretical treatment. Panter
et al from the ITT Company were concerned with the
effects of coding, and published two papers(6’7) on
quantitization noise and distortion of speech.

A major contribution to PCK development came
from Meacham and Peterson of Bell Laboratories who
a.nmmnced(e) the first experimental multichamnel link
technically sood enough for use in existing telephone
systems, but although they quoted performance data for
the link the equipment was not detailed. However,

(9)

Seaxs gave a description of an electron-beam coding
tube in the same journal, and later Cax:brey(w) showed
a simple circuit, called the Shannon-Rack decoder, for

decoding binary pulses, and it is highly probable that
these were the devices used by Meacham.

In 1948 a large amount of material on communication
and information theoxry was being p'o.b].:l.shed(""'2’13"1""15 )
and PCM was receiving a theoretical analyis(%’”"e)
when the classic summary of its properties was given by
Oliver, Pierce and Sharmon(19) in terms of the work of
Nyquist and Hartley. They explained the processes of
sampling, quantitization and coding, and showed how coding
improved the noise threshold and used the needed extra
bandwidth to better purpose in signal-to-noise ratio return

(20,21,22,23,24)

than FM. Several othexr authors all concerned

with speech transmission, turned to methods of reducing
coding noise by the use of unequal quantitiging levels. Thus,
by the end of 1948 most of the factors required for long-
distance speech communication by PCM were well realized.

But, after two papers(z5 ’26) dealing with the signal-to-noise

ratio improvement of PCH over other modulation methods, the

1iterature on theoretical aspects became suddenly vacant for



about four years until Villars(27) gave further ‘;vork
on codinz and Page(as) and Hichols(29) mentioned PCH
in comparing different methods 61‘ multiplexing and
modulation.

Implementation aspects of PCM also showed a pause
of about four years after Ostendorf's 1949 description< 30)
of the principles of a pulse-regenerator for repeater
stations. However, an important paper on binary coding,
not then related to PCM, was published in 1949 by Barney\3")
who described in detail an orizinal analogue-to-digital
converter using a tracking up/down counter and analogue
feedback, The gap was ended when Ox.f'ord(32’33) publighed
the first work done on PCH speech transmission outsidp a
telephone company. He described a novel coding and
decodinz system in terms of mechanical switches, and claimed

that electronic switching had been successfully achieved,

The matter of synchronization was also discussed for the
first time,

About that time (1952), work was starting on
analosue~-to-digital conversion, but not in connection with
PCH developmgnt. This process is identical to the quantitizing
and codinz needed to produce PCM, although the codes may differ,
Lippel(34’35 »36) and Burke(37) anslysed the fundamental processes
involved, but although they listed many methods only one gave
promise as a high-speed voltage encoder. Sm:l.th(38 ) c;ontributed
a basic paper on the method of coding by feedback(forseen by
Barney) which is necessary to obtain hizh aceuracy. The first
record of the use of a transistorigzed circuit in digital conversion
came from Follingstad et a1'3) in 1952, although their equipment
was an optical position encodsr and did not have great relevance
to PCil coders.

In succeeding years little more appeared in the literature on

accurate high-specd analogue-to-dizital converters. Presumadbly

vacuunm tubes were not sufficiently good electronic switches for
analogue sisnals, and transistors were still being developed, for

between 1955 and 1957 low-level switches using transistors were

being reported(4o'41 ’42’43). Only one reference, by Bishop
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and Ha.rquand(Mz described PCU equipment. Their system
employed vacuum tubes, but it was the first to be made
for telemetry purposes and, furthermore, the code format
was chosen to suit direct data-processing in the ERA 1103A
digital computer. Subsequent transistorizing of this
equi;ément led to the first high-speed high-accuracy
mltiplexed PCU system, described by Molililli&n“s ) and
mg.rquand(46"47) in 1957. These articles were detailed.
in regard to the miltiplexing and coding techniques, but
the method of synchronization was not inclﬁded. Another
practical and useful publication was the collection by
Sussicind‘38) of many of the up-to-date methods for
analogue-to-digital conversion.

Heanwhile, reports of both theoretical work on coding(w)
and redundant cod§s$49’5o’5”52’53), and practical work on
aystems¢54’55 »21) re—aiapearéd from telephone companies. One
subject which was treated in detail(76257438:59,60,61) s

y
which produced some published cirouits, was that of regenerative
repeaters for long communication links, and another was
companding of speech signa.ls(zo’&)
_ The first proposal for improving on PCHM's characteristics
came ﬁm Bedrosia.n(63) in 1958 when he showed that PCM could
yvield transmission rates even closer to the theoretical maximum
if the code pulses were weighted in amplitude before transmission.

This suggestion is simple to put into practice, but it will

'probably be regarded for some time as an unnecessary refinement.

By the end of 1958 the literature showed that a few
large PCII systems had been bullt by telephone companies and
had come up to cxpectations. The theory of PCU was also well
established. However, there was a great lack of practical
detail about the equipment, and the little that was published

A

came from sources other than telephone companies. Of the latter

contributions, only one demonstrated the successful application
of transistors to multiplexing and coding.

It may be said that PCIl development was retarded, in

view of its fulfilling the need for which it was invented. This
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was probably because its concepts were too different from
those of telecommunication practice at the time, and

because the sampling and coding processes could not be
achieved satisfactorily with available components. The
demands of World Var 2, which spurred technological progress
in many other fields, did not seem fo produce any useful
iesults on PCll. Perhaps the difficulty until recently has
still Been that of simple implementation, but it is surprising
that the advaentages of PCM have not brought more widespread

development and application.

The Characteristics of PCM

Pulse~code modulation is a sophisticated communication
technique which alters the nature of the signal to be sent to

a receiver in such a way that the effect of noise added by the

link is less than for other modulation methodg, Basically, it

involves sampling the amplitude of the input signal repetitively
and converting each sample into a coded group of pulses which

are transmitted in the period between samplings. The information
is carried in the patiern of the pulses, and at the receiving end
of a link the original information can be extracted by decoding
the pattern, provided that the code is known there, Since thé
code will be prearranged, it does not need to be tranaﬁxitted

over the link. The improved signal-to-noise ratio for PCH ig
achieved at the expense of the bandwidth needed to carry the

code pulses.

In the explanation which follows, the coding will be
consideted binary; that is, the code group consists of pulses
which have only two possible levelé - present or absilent. The
original invéntion used a binary code deliberately for practical
reasons, and it will be shown in Section I'7. that even though
codes with other bases may be used the bimry code yields the
greatest advantage in most communications systems.

Since only a finite number of code pulses can be
transmitted between samplings, the sample must be represented to
a limited accuracy. The smallest possible change to one pulse

group is a change in one pulse - an extra pulse where there was
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none, or one less pulse. Therefore, the coded representation
of the sample must change discretely, and the decoded |
version will at best be a quantitized, or stepped, approximation
to the input sample. The error can be made as small as desired
by allowing more pulses in the code, but this requires more .
pulses between samples and hence increases the bandwidth needed
to transmit the code. Coding therefore introduces into the
modulation process an unavoidable quantitization error which
may be classed as noise. The nature of this noise will be
considered in Section 1.;6.

Sampling of a signal also produces a discontinuous
output - in this case, discontinuous in time. However,
unlike amplitude quantitization, there need be no erro®
introduced, provided that the sampling rate is sufficiently
high: the Samplingz Theorem claims that no information is
lost if the signal is sampled at a rate equal to at least
twice the highest frequency present in the signal. This
Theorem is discussed in Section 1.3where it is also shovm
that all that is needed to regain the origzinal signal after
sampling is a lowepass filter. The sampling process is ideally
suited to time-multiplexing, foi several different input signals
may be sampled and coded in ;:yclic order and transmitted on
the one channel.

A PCi system also needs synchronism between the coder
at the trar;émitter and the decoder at the receiver so that the
code can be interpreted correctly, Synchronization information
mst be transmitted over the link, and it therefore encroaches
on the bandwidth available for the signal. However,
synchronigation is not a requirement uniqge $o PCH, because
any sampled or time-multiplexed system needs a means of separating
and distributing the successive frames at the receiver,

The advantage provided by PCH in return for the wider
bandwidth, the coding error and the more complex equipment
was seen intuitively by its inventor: since ‘$he receiver has to

distinzuish betweéen..only the p?',besence and the absence of a pulse,
S _ -
high quality transmission is possible using much lower signal-to-noise
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power rgtios than other modulation methods allow. In fact,
it will be shown in Sectionls7 that for a received
signal-to-noise ratioc greater than 20 db the probability of
error is less than 16’8, corresponding to one error every
minute for speech transmission, which i'_s virtually noiseless.
'The figure of 20 db compares very favourably with the 60-70 db
generally considered necessary for -‘high-quality AM transmission.
| Thus PCM may be used to great benefit on low-grade links.
It will also be shown in Sectionl.8 that PCK makes the best
bargain in exchanging transmitted power for bandwidth, compared
with other wideband modulation methods. '
An allied adva.ntége of binary pulses is a réduction in
the number of :epeaters needed on a long link, because,
provided the signal-to-noise ratio at each 'vinput is greater
than 20 db, the signal can be completely regenerated at each
station, and the noise acquired between stationsﬂ does not
accﬁmulate. .. .' |
. Despite the claims in favour of PCN, hov;ever, it is not
necessarily the best modulation method for a particular link.
For example, in situations where the signal-to-noise ratio is
nigh, FM may be preferable beo&usé_ above the threshold the
. sig'zml#to-noise ratio continues to improve for FM, but for PCM
the improvement is not significant; it is then that the
complexity of PCM equipment weighs against it.
1.3 Sampling '
All pulse-modulation methods - PAM and PPM as well as
PCM - require the process of sampling in their production. PAM
is, in fact, a step in the production of PCM, where it is
followed by quantitization and coding. The sampling process
and its limitations will therefore be éhown from a consideration
of PAM, which is easy to visualize. |
If the AM carrier is changed to a series of periodie
narrow equal-amplitude pulses, the modulation resulis in a
series of narrow amplitude samples of the input siznal, which

constitutes PAM. The Sampling Theorem guarantees that these
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sanples contain mafficiont informetion to pormit

~ axnet ro-construction of the input cignnl, provided that
the sampling. r. %0 i ot least f;wico the signnl bandwidth.
T{ﬁ;(; ropult is not roslly romarkable, becsuse the Fourior
sorios which doseribos o oignal band 1imitod to £o/s noodo

- 2f coofficionto pey socond, and thorofore cives oufficiont
information at tho same rate.

Hm;ﬂrtmlesa, & rigorous proof of tho theoren will be given
in Appondix A, ond it will also bo given hope in an
illuctrotive namnor. Furthermore, it will be shoun thet the
original oignal can bo romined from the PAIT oisnl cimply
by use of o loupaso filtor of ecutoff froguoney ogqual to the
orizinal oiznal bandwidth. ’

Tho ¢onpequonces of using too lov o sampling rote are
vory importants spurious simmcls then appear in the bdoseband,
and they cannot be Tomoved with o filter, of ooy othor neaan.
Thio fact i considered 4n dotail ih Section 4, viore czperimental
vorification io given. |

It 4o a wice preosution to doliboratoly band limit tho
inrut to the complor oo that unoxpected transieats connot
ecause malfunctioning, and also, sinse prastieanl filteré ar: not
1denl, to allow o gusrd band by saldng the Faio of camsling
£roquency to £1ltor bandridth sreator than the ninimin valu
of tuo.

Zho gpeotrum of PAL depends upon tho uvidth of the campling
puleos and on thoir rate. Suppose the sampling ciganl s(t)
' is a poriodic cerics of pulses of unit coplitude, width , and
poriod ¥ which can be represented f‘f the Jowrier sories

s(t) =» %Z caeé%

ns -co
' gT&
“Eeoé.siﬂ*nl 3 .
Themas &8 < oNER

by cxpangion of ceofficicnta,
i T
= :% é ‘ * E'EE EEEJEIEJ£~; + CO3 am'at ;
: ﬂ‘ /e

n=| 2T g
51

'S

90.061)



Then the signel after sampling is '
f(t) = f(t).s(t) .

= d.f(t). n ) co
1 22;;l( 211'!71:1 < ° “.2)

where d= T is the duty cycle of the sampler. This consists of
7

the original signal together with gideband terms distributed
about the harmoniocs of the sampling frequency, the amplitudes

sin7dn
mdn. -+ The spectrum is

of sidebands decreasing with n as

sketched in Figure 1.1 for the case where the bandwidth of £(t)

is much less than 1.
As theTwid-’c;h of the sampling jmlses is decreased, d->»0,
and ginAdn .1 regardless of n, so the spectrum of f (t)
become,;d;less wighted. However, the energy which is put into the
higher sidebands is taken from the lower ones, as can be seen from
the factor d mltiplﬁng £(t) in'equation 2). Also as d-0, s(t)
approaches a series of delta-funetions, and in tﬁe limit the spectrum
of £ (t) can be found by convolving the transforms F(jw) and S(jw)s:
F (JW) =fF (™ ).S(Jw - A)dn
fF (M) Z  (iv - s5R MR
-3 [F() S (o - 2B Nax
- B Rw - BFD

M= -0

by definition of the delta-function . eee3)

n:—

This represents a set q_'f £(t) spectra distributed about n%z_-,

:the harmonics of the sampling frequency, with no ax;lplitude weighting
bf the sidebands, as pre'dicted.- Each sideband astually has zero
amplitude because the correct sampling pulses have unit amplitude
ra.thex; than the infinite value of the delta-function.

From the spectrum pf the output there can be seen an upper
limit of fm’ the bandwidth of the input,‘ before the modulation process
causes distortion by overlapping the fundamental signal components
wvith the first lower éideba,nd. The limit is f m‘é%—i,-,

or, in other words, the sampling frequency must be greater than

1/9



tuvice the bandwidth of the input. This is e@ivalent to
requirinz at least 2f n uniformly-spaced samples per second
in order not to destroy the information in the input, which
is a stgtcment of the Sampling Theorem for periodic sampling
of & band-limited sisnal.

Since the input information is carried in any sideband of
the PAIl signal, the obvious way to demodulate fs(t) is to pass
it through a low-pass filter with a cutoff of 1°_c¢/s, as shomn
in Figure 143 The filter has the same cha.raoigristic as the
© bandliniting filter in front of the modulator, and azain if the
minimum sampling rate has becn used, fm = JZ_T_ ) and an imposgible
filter is required.

A rigorous proof is given in Appehdix A showing that
£(t) may be reconstructed from samples taken at intervals of
T seconds, provided, of course, that -%(21“3, and also showing
that a low-pass filter is sufficient to do this. This proof
showg that the filter output is

&t) = T £(s),
where the factor T repSesents the ratio of the filter to the
sampling-pulse bandwidths.

If T L T most of the energy of fa(t) lies outside the
filter bandwidth (see Fisure 1sl ) and the demodulation process
is very lossy. A simple demodulator ca;n be made with a boxcar
or voltage-holding circuit (see Section 3+2+2) which stores the
amplitude of the sample until tﬁe next sample is réceived. In
this way it stretches the sample width T to the sample period 7,
and therefore, from previous considerstions, it applies to the
gpectrum of fe(t) a -S%T—r%m filter. Since U has been widencd
to T, d = 1, and the filter has zero transmission at frequencies
%, the harmonics of the sampling frequency. This responsc is
gketched in Figure le3superimposed on the apectrum of fs(t),
and it can be seen there that the boxcar circuit by itself is a
poor filter for demodulation purposes, its response beinz dowm
to only 1% of its peak value at half the sanpling ﬁ'equéncy.

It therefore nceds a further low-pass filter if the permissible

signal band-vidth is to be utiliged., Nevertheless, the boxcar
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has a treansmission of a.pproximately unity over most of
the signal bandwidth and it prevents the losses involved
in a linear filter demodulator 2t the expense of a slight
signal spectrum distortion.
Quantitization and Cod’.;lng ,

An example of a coﬁtinuous signal and its quantitized
version is shown in Figure 3 ,. The maximum swing of the
gignal is A volts, and the quantitizing levels are equally

separated by a volts, so that the quantitized signal may teke

23

on 8= ﬁ-possible values. If the signal lies within & >

of any level, it is given the value of that level.

Once a signal has beeﬁ quantitized it is impossible to
restore the continuous form exactly, and the resulting raﬁdom
error is called quantitization noise. The nature of this
nolse is considered in Section 1.6,

Numbering the levels to some base provides a code for

representing the instantaneous value of the quantitized signal,

Lower bases result in code dizits which have fewer possible -
values, and the binary, or base -2, code results in digits which
can have only the two values 0 or 1. Figure 1.5 shows
éucceasive binary numbers in positional notation: the right-~hand
diszit, if a 1, bhas a "weight" of 20; the next digit to the left
has a welzht 21.; the next, 22; and so on until sufficient digits
have been used which can represent the desired mumber. The
decimal equivalents of these binary numbers may be obtained by
sumning the contributions from each position. As an example,
101 =1.22+0.2' + 1.2°24+1 =5
In general, n digits in a system of base b can represent e

levels, so that higher base coding uses less digits but each

digit has more poésible values,

The code digits corresponding to the level number arc made
into a PCM pulse-group by generating a pulse for each digit and
giving each digit the required nmumber of possible levels. TFor
binaxry codﬁlg the pulses must represent either O or 1, that is,
they are either absent or present. The pulses mst also be

placed in a pattern which has a positional significance so that

the correct weight may be given to éaoh. If the pulses are
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placed serially in time with the least significant digit
lus-t, the appearance of the code group corresponds directly
to the binary number equivalent, as shown in Figure 1.6
(a)}for a four-digit code., The same value in ternary (base-3)
code is shown in Figure 1,6 (b)e Only three digits are
needed, but each may have three values.

it is not essentié.l’ to code the levels in a nmumerical
order, nor to pléce the least significant digit last: any

unique correspondence between the level and its code is sufficient.

-"The cyclic or reflected code has a sometimes-useful property

thaf the codes for successive levels differ by only one change
in any of the digits. The coding may also be made redundant by
using more digits than the minimum in order to detect or even
correct noise errors in the received code by means of patterns
vhich were not transmitted.
Coding and Bandwidth

' In Sectioﬁ 1.3 it was shown that when a sisnal of
bandwidth f ¢/s is sampled, 2f samples of it per second are
neededs It will be shown that 2f pulses per‘ second can be

/s

accomnodated on a channel of bandwidth fc This means that
transmission of the samples does not require any extra bandwidth.
However, when the sample is represented by a code zroup of n
pulses, 2nf pulses per second are produced, and & bandwidth of
nf is needed on the channel. Thus the price paid for coding

is an increase in bandwidth proportional to the number of pulses
in the code. Higher~base éodes need less dizits to represent
the same number of quantization levels, but they lose the
low=-threshold benefit of lower-base codes; in fact, it will

be shown in Section 1.7 that the signal power needed to remain
above the threshold increases roughly as the square of the

code ba.se', which means that binary coding makes the most efficient

use of the extra bandwidth.
To show that 2f pulses per second can be transmitted
over a chamnel of bandwidth f ¢/s, consider each received pulse

to have the form .

sinﬂ(l,%ng)

D
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where T =—-1§2.- is the period between pulses. This is the
form of the pulse response of a low-pass filter with

cutoff at £ c¢/s. The nature of this function of t is that its
value is zero ot multiples of T from its centre, so that if the
received pulses are sampled at the instants mT the .only
contribution to the output comes from the pulse occurring at that
time. The pulses may therefore be detected independently, and
the bandwidth of the channel ig sufficient.

Guantitization Roise

The error produced by quantitization may be classed as noise,

“but it differs from thermal noise in having an amplitude

distribution limited to i‘-% (Figure 1.4 ). However, if it is
assumed that all instantaneous values within this range are
possible, the mean squared value of the error voltage is

8
w 1 2 2 :

2

I S

Since the maximum signal swing is A = as, the ratio of
peak signal to rms noise is 12 4§, and the corresponding

power ratio is

——

N
for a code zroup of n pulses each having b levels (Section 1.24.))

s = 126% .12 p2n oeesl)

Now, the bandwidth is proportional to n, so that the quantitization
sig;al-to-noise ratio increases exponentially with bandwidth
(or decibel S/N increages imearly with bandwidth).

This result differs from the linear increase given by
uncoded wideband modulation. In Fi, for exé.mple, doubling
the S/N, that is, the precision of the signal representation,
requires doubling the signal amplitude, which doubles the
frequency deviation and hence also the bandwidth. In binary
PCM, doubling the bandwidth pexrmits twice as many code pulses,
which squares the mumber of quantitization levels which may

be uged.,

Equation 4) is tabulated in decibels for values of

§ in Figure 17+ It can be seen that binary coding to 64 levels

glves a signal-to-noise ratio of 47 db, which corrcsponds to good
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intelligibility of mspeech. A further improvement in S/N
may be made for signals which, like speech, bave a wide dynamic
range, by relating the quantitization error to the signal
amplitude. Unequal quantitization spacings gradins from
fine ot low levels to coarse at high levels may be simlated
by émplitude compression of the input signal prior to linear
quantitization, and this technique using a logarithmic taper
has been used effectively on telephone systenms,
Sicnal Threshold and Error Rate

By coding the information so that the transmitted pulses
have fewer possible levels, PCII achieves a batter signal-to-noise
ratio for the same bandwidth than other modulation methods.
It also produces a charp threshold in signal level above vhich
detection is almost error-free and below which the perfomce
deteriorates rapidly. This will be shown for binary pulses by
considerinzy the probabillity of noise being mistaken for a pulse
when none was sent or causing a pulse to be deleted,

Fox binary pulses of amplitude A, the presence or abs:nce of
a pulce is decided by whether the received signal is greater or

less than § at the sampling instent. For gaussian moise of rms

4

valie O , the probability that the noise voltape will exceed 5

is (=)

e A ' e
5 Jer O 700 i .

If a pulse is also present, the error probability corresponds

to the pulse and noise together dropping below -é-:
2 =

2
A A -V
. - - 1 , —&Q
®v<2) X_i Y €2 av.

~The two probabilities given by these equations are equal due

to the symmetry of the distribution, so. the probability of error

is

A,

On the basis that pulses have a probability of occurrence of

Pei-- —z'%‘*z*a— -
2 J,F‘S‘ e
i}

% in a long message, this equation gives the probability of an error

in the detection of any code digit. It is plotted in Fisure 18

A distinet threshold in the region of 20 db is evident, above which



- the exrror probability falls below 10'8 and below which it

riges rapidly to 1074, For a pulse ratev of 100 ke/s, 88
might be used for speech transmission, these correspond
roughly to an error every 20 mirmtes and every second,
respectively. Thus, even though the noise power has been

increased by the wider bandwidth, PCM requires much less

signal power at threshold than. AM, for which the corresponding

error-rate requires about 60-70 db,

The above proof may be repeated for pulses coded to a
higher base. The separation between the b possible pulse
amplitudes must then be adequately larger than the noise to
kleéé the e':cfror-rate down, and _it”has “b’gen shown(19) that the
average signal power needed to do this is _

S =k? K (b21)/12, | veee5)
where k is a factor related to the allowed error rate and
¥ is the noise power in the coded-signnl bandwidth. The
greatest qoding efficiency-in terms of signal power required
to reach the threshold - is obtained for the minimum value
of b? conreéponding to binary coding, and the power rises

nearly as the square of the code base,

 Efficiency of Bandwidth Utilization

It was shomn in Seotionbe® thdt PCN, through its
codﬁg, exchanges bandwidth for power aﬁd that the best
exchange is obtained with binary coq.iﬁg,\ The efficienéy |
of this exchange can be assesged by comparin'g"i;he information
capacity of a PCM system with the theoretical limit for a

channel with the same bandwidth and power.

\ The information capacity of an ideal channel is
expressed by a relationship due to Sha.nnon(“) -

"-\ C = B log, (4+ %) bits per second vess4b)
wher;g S is the average signal power and N is the whiteenoise
power:"‘ in the channel bandwidth B ¢/s. This shows that the
ideal l?rade of power for bandwidth is exponential.

" In the PCM system with an input signal band limited to

f ¢/s and sampled at the minimum rate, 2f samples per second are

produced, Each sample must be quantitized to one of s levels,

1/15
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and if all levels are equally likely each sample carries log,s

bits of information. The rate of transmission from the quantitizer
is therefors
C = 2f log,s bits per second
Since the coder does not change the rate of information flow,
but converts the s levels into n pulscs cach permitted b levels,
C=2f log,btR
=nf log2b2 bits per second
Now, 2 nf is thé actual pulse rats from the coder, and i
ideally twice the channel bandwidth (Section 1l.5). Therefore
C=B logy b? bits per second

Substituting for b2 from equation 5),

C=B log, (1.,_!1;_2%) bits per second eesdT)

Comparison of the PCM capacity (equation 7)
with the ideal figure (equation 6) shows a similarity of
form, so that in PCM power and bandwidth are exchanged on
the ideal exponential basis.

The comparison also shows that PCM requiree k2 times more
power than the ideal system to achieve the same capa:clity. Shannon
hac shown that this factor is about 8 times (9 db) for binary

coding.
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2. PRODUCTION AND TWMODULATION OF PCM

The production of a PCH signa.l'must involve the processes,
discussed in Section 1, of filtering, sampling, quantitization and
coding. The code must then cause the zeneration of appropriate pulse
patterns with which a synchronizinz sizsnal must be grouped. In the
demodulation of the received PCM signal, which will be assumed to require
pulse regencration, the code pulses must bé sampled synchronously,
decoded and filtered.

This Section is concerned with the general requirements of
the processes of coding, synchronization and regeneration. Coding and
decoding techniques which have some relevance to the production of
PCM will be considered. The type of information to which must accompany
' the code to permit synchronization, and its separation and use at the

demodulator are discussed. The requirements of a pulse-regenerator

2/

for restoring the amplitude and timing of code pulses are also inbvestigated.

2.1 Coding Mathods
The coding of a signal essentially involves its conversion

from analosue to dizital form, and decoding is the reverse
operation. In the process of coding the signal will be
automatiocally quantitized if the di ital form Admi ts less
possible values of the signal than the analogue form has, so
that a separate quantitizing operation may not be necessary.

" Many types of coders have been devised for instrumentation

purposes, usually to measure displacement or rdtation of &
mechanical member. Attention will be restrioted here to
methods which are capable of high-speed and high-accuracy
conversion of an electrical =ignal to dizital form,
2.1.1 The Coding Tube

. VTh,e original PCM coder(4) was a cathode-ray

tube containing horigzontal and véxrtical deflection

plates and an anode mask with gaps corresponding to

the binary code, as sketched in Figure 2.1. Horizontal
deflection was a linear ramp which scanned the mast in
the time required to produce a pulse group, and vertical
deflection was proportional to the analogue input signal.

The electron beam produced a serids of anode current
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2.1.3

pulses whose pattern was dependent on the input, and therefore,
vith a sultably shaped mask, binary coding was obtained.

This method is capable of very hish-speed operation
due to the low inertia of theelectron beam, but its accuracy
and reliability are limited by the non<linearity of the
defiection system, the finite diameter of the beam, and the
mask shape errors.

A variant of this method uses an external mask
and senses the code with an array of photoelectric ceclls.
The horizontal beam deflection may be replaced by a sheet
beam the code being scanned if necessary at the output of
the photoelectric cells, With this type of coder, any
code may be obtained by the use of an appropriately-cut
mask.
The Pulse-Counter )

A codé:.; }dé‘}eilo‘ped from pulse-width modulators

employe a time measurement to replace the spacial
deflection used in the coder tube., The method is outli.tied
in Figure 2.2, A linear ramp voltase is started at the
instant of gating pulses from a stable oscillé.tor into a
counter, and the pulses are éut off when the ramp voltage
reaches equality with the input signal, as determined by
a comparison circuit. The count;r then contains a digital

number proporticnal to the time taken for the ramp voltage

to reach the input wvalue and therefore proportional ft:gl_
the input signal at the instant of equality.

This method requires not only a linear ramp, but
a stable oscillator, and if it 1s to operate at high
speeds it needs a very high frequency oscillator. It
also has a disadvantaze as a PCH coder that it gives the

value of the input at a varigble time after the initiation

of the coding process, and the code is not available until

then.

Peedback Coders
B Both the coding-tube and pulse-counter methods may be

made more accurate by the use of feedback., If the output code

is decoded to give an analogue measure of the output, this may

2/2



be compared with the input and céuaed to stop
some scanning process whon a null ig reached.

For example, the coding tube may be provided with
a vertical scan which ig made to halt by a signal
from a nulldetector monitoring the input and the
feedback voltages. Thisis sketched in Figure 2.3.

The pulse-coﬁnter, vhen provided with feedback
as shown in Figure 2.4 becomes the tracking coder
invented by Barnay(gm), The input and feedback
voltages are compared and cause the counter to scan
up or down until a mull is reacheds This device
continuously traeké tho input signal and the code
is always available inthe counter, except during
transient excursions of the input voltage, at which
times the oscillator can provide only a limited
rate of change of the count.

Because of this, sampling of the input for scan
purposes is best made after the coding, and can be
done by transferring the counter reading quickly
into separate storage at every sampling instant.
The transfer must be rapid because the count may
change during transfer, if not due to an input
change then due to the dithering of the cbmparator

resulting from the quantitization error.

Another result of the tracking characteristic

is that the oscillator freqgency must bo high enough
to change the counter reading by fullwseale

between two samples, for the input may change by this
amount and this quickly if the minimum sampling rate
is useds The minimum oscillator frequency needed
for tracking a signal of bandwidth £ ¢/s to an |
accuracy of n binary digits is (2™-1). 2f pulses per

. second, so that high-accuracy operation at high speed

may be limited by the counting circuitse.

In both these feedback coders the accuracy
is determined primarily by the decoder. Types of
decoder suitable for these coders willbe discussed

2/3
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in Section 2sleds
2.1.4 The Weighing Godop
A type of coder vhich has no open-lcop
equivalent speeds up the coding process by providing
a set of reference voltages for comparison with
the input. Its operation correspends to the method
used in weighing on abeam~balance when a set of
graded weights ic available, and thig gives riase to
the names, Thic coder has a cot of binary weighted
voltagos '(eact_: balf its predecessor), ameans of
summdng thege accurately in any combination, and a
means of comparing the sum with the input voltage;
this 10 choun in Flgure 2,5. If the number of such
voltages provided is n, any input voltage (with
appropriate scaling) can be quantitized to 2P levols,
and can be ogualled hy use of somc combination of
the n véltages after at most n attempts. For e;nﬁi?nple,
if the smallest weighted voltage is ons volt end four
voltages are available in all, 4ny voltagc): from sero
to 15 may be made up from combinations of 8, 4, 2 and
1 voltse Thus eleven volts is equalled by 8+2+1 |
volts, or, written in sorial binary notation (Section 1,,)
1011=1.23+0.22+1.21+31 20
=8+0+ 2 +1
=1.

In general, the input may bo represented as the sum

%:kE [an 2n+an‘_‘1 P S +8y 21-4-8020_] ossl)
where K is a scale factor dependent onthe magnitude
of the least weighted voltage, and the a; are the
binary digits (0 or 1) which are to be found by
the coding processe

1t is poxcible to complete the "welghing® against

n binary-veighted voltages in n operations by a trial-
and-error routine. Each of the voltages, starting
with only the largest, is added in turn to make a
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voltage which is compared with the input, any excess
being reported by a comparator. After each cozparison
the voltage just added is left in if the resulting
sun is lesg than the input, but it is removed othorwise,
The next smallor voltage is then added to the sum for
trials Ouly n veighings are nceded becanse after the
least voltage has been tried the input and the sum
differ by less than this amounf.. If the inclusion of
a partiéular weighted voltage inthe sum is indicated
- by an output pulse, and a rejection by no output
pulse, the complete output repreeepts the ay in
equation 1) and therefore is the binary coding of
the input. |

Other weighing routines are possible, such
as the addition to the input of the next smallest .
voltage instead of the removal of the previous
voltage after an excess sum is encountered. Another
method uses only one reference voltage equal to half
the full-scale input and multiplies the difference
between this and the input by exactly two at each
weighing if the difference is positive, but by one
if the difference is negative: every positive
difference corresponds to a binary code digit, and
every negative difference to digit. These techniques
differ only inthe practical method of gchioving the
same resuit. The latter coder, for ékample, regquires
one amplifier with an accurate positive gainfor each
digit inthe code, an§ this‘is costlier to provide
than a set of voltages scaled down successively.

The vweighing coder is a closed-loop device,
feedback coming from the progressive generation and

comparison of an analogue voltage. In fact the means
of obtaining the feedback voltage immediately provides
a means of making a decoder: for a code digit of any
weight a voltage is generated proportional to that

weight, and all contributions to the code are summed.



Thic ip chown in Figure 2.6, Thus $ho veighing codor
and a pionle docoder are vory cimilar.
Another practical acvantago of the woighing

coder for PCH applicaticns is that the code is
availgble ir gorial binary positicnal notation (most
cignificant digit firet) while tho coding is procecding,
and the coding ctorts at the timo of making the first
weighinge Therefors tho trancmission of tho cede can
take place during tho coding operationinsteaé of needing
to be delayed as im the case for other types of codore
Congequently, slowor conversion is pospible and a olower
code pulse ratc may be used for the come rate of pending
code graupss

The accuracy of tho woighing coder is depeandent
on the accuracy of veightcd voltages and'oi their curmning,
and the decoder has the came limitationse The only speed
reotriction could eomo {rom tho cwitching and sumning of
the voltages, but this is offcct by the slewer comversion
rato pozsible with prograessive cods gonerations Ho rate=-
liniting offect ip exporienced Lecauso the coder does not
have t¢ track the input, but the input cample must be
rotained throughout the coding period.

Consideration mupt bo given to tho problems
of providing the accurate weightod voltagos and a moans
of swrding then in sny combination. Two techniguce
ucing pacoive cogponents vill be asgeccode
2.1,4.1 Laddor Hetuoxk |

In the _osistive ladder netuork shown

in Fipure a,7 ©ach intorlor .
recistor has tulco tho voluo of tho ceriec and
torninating resiotors, and all tho ideal current
scurcco which may bo switched to the aodop are
equals Thio cholce of rosiotance ratios gives
the rotwork the property that tho output voltagoe

O, measured across tho terminating rosistor by

any ourzent source 1y g5 oqual to J timos the
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voltage caused by i,¢ Furthermore, by
supsrpoasition, the ontput voltage caused by
any number of the, current scurces is equal

to the sum of th;a output voltages Gue to those
sources acting individuzlly, and is & binary

function of the state of the current source

svitches.

The arrangement of resistances is such
that the load on every interior node (J = 1, eeey
n - 1) is 2R looking to the left, to the rist,
or dorm. The load on every interior node is
therefore 2R, The load on the exterior nodes
(3 =0, n)Sis also %ﬁ. Then each source J

sets up a voltage of E = 2,. between the node
-§RI

j and earth, where I is the magnitude of each of

the current sources. Because of the resistance

values, & voltage E; at node j is attenuated by &

J
at node j + 1,  at node j + 2, etc, Hence
B.?_O"'.E! *"09904'?!1_.
° o, o 2°

But E, = i, x gﬁ vhere 1, = 0 or 1 depending
on the state of the switch S 5
Let the switches be set up to the coded

value of the number p, represented by

n ne=14 o
Pp=- an2 + an_12 + ecee + 302 .
Then eo.‘%RIé.io‘ + ?J” + scee +io_g
-l 2°
=2, X1 0 1, o
it - (a°2 + 8,2 + cese + 82 )
*2p71x1 xp.
3 n
2

Thus the output voltage is a linear funotiocn of the

coded number, provided that the network is ideal.

This network has several advantages in a

practical weighted voltase generator. Good current

sources can be méde and matched, and the switch

characteristics need not be perfect: when open

they must appear as hish resistances to earth,

2/7



2/8

a.nd when closed they can be non-critical
: resik’éft\a{n'ces in series with ourrent sources.
The network resistors have only two values,
which also simplifies the problem of selection.
2¢1.4.2 Welghted Resisfor Network
A scheme using two voltage sources and
a set of weighted resistors is shown in Figure 2.8,
The currents are summed in the load resistor Rc '
after selection of the voltage source has been
made with the change-over switches. Ld the
subsceripts i, j denote those resistors connected
to Eo’ E,‘ respectively.
By superposition, the output voltase e = e o e1,
where e o! & are the outputg due to Eo’ E}1
" respectively, with E1, Eo respectively short-circuited.
With B, short-circuited, all the resistors :r.';j and Ro

1
are in parallel, and together arec in series with all

r, taken in parallel.
Put 1= A
1
St
1 = B,
ok
c-«‘. 3
Then e, =E x 23/(1& + B)
- Eo x 1 /§ + Z o1
EoL ey b Ty
- (B, xzi;;) / (%-;- +21r: 42%3‘)
- &, x5 / G *il—>.
Sinilarly, ey = (B xZ--) / (3- +Zl-)
Therefore, - e = e, + o
= (E XZ"L' +EB XZJ;:‘)/(R —f-ZJ—-)
J %
Now for binary coding, lk = ‘g'k'.
therefore, Z":L. =1(2°12" 4 vure + 29
Loz R 1
=28 .4,
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, .
and also jz;%; . iz %_ %‘:iz %_ X Dy

where p is the value of the coded number (always p<_2n+1),

R
and 22t 50 mgzk LI
therefore 227 = 28V L g 220 2?1 L4 Ly,

. .i'= n+1 P
thereforez;]:; %22 %(2 1 -Dp)e

Substituting these three results,

engEo n+1v E1 g
2™ -1 - e glxp

gf- +2n+1_1 ;
-] R

@ n+1
= 2%(2 -1-p)+E1pg

§%¢ + o0 1}

- § B, (2™ - 1) + o(g, - Eo)g

g + 2m'1: - 1%

(]

....2
= ‘a(b + pe), o )

which is a linear function of p, but offset from
the origin. The change in output voltage per unit
change in number is

2 -Eo>/<§;+zn+’ -1)
This is independent of p, and can be made large
for a given moximm number (2%7 - 1) by meking
E, - E, large and %__ small, If p has only one
sign, B, can at vest be made zero, which makes e

proportional to p, from equation 2.

Although an accurate voltage source is
practicable, the switch arrangement is difficult
to achiéve non-mechanically because the contacts
must have a very low resistance and offset
voltage when closed. The normally closed contact
cannot be omitted without loss of accuracy. A further
difficulty lies in wide range of resistance values
which can result frog large values of ns high power
d:iésipation in low resistances may affect the
resistor stability, while léakage resistance nay

be significant when high values are used,
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For these V:;:easons this type of weighted
voltage senerator was rejected in favour of
the ladder netwoxrk. |

2.1;4.3 Tole_ra.nce Analysis

Ideally the voltage generator &beys equation
so that the relationship between the code supplied
to the switches of the ladder network and the voltage
obtained from it is a linear stuircasc, as suggested
in Figure 2.9« Any departure from linearity can
be attribute& to inaccuracy of the current sources
or of the network resistances, and tolerances must
be placed on these to meet the linearity specification.

The staircase is generated by combinations of
the weighted voltages, so that tvo successiire steps
could be made up from quitc different numbers of
these voitages and their values would be subject to
different sets of errors in these voltages. For
example, the successive code numbers 0 1 1 1 1 1
and 1 00 0 0 O of a six-digit code use five sources
and one source respectively, and if all the sources
in the first case are low in their tolerances vhile

the other single source is hizh the staircase will

have a high-step discontimuity. Similarly, if{ the

five sources are high in their tolerances and the
.single source ig low the discontinuity will be a
shallow step.

The 1inearity can thersfore be controlled by
limiting the variation in step height as the number
of code digits changes. A convenient measure of
the nonlinearity is the fraction € of the nominal
step sizeq by which any step d departs from nominal.
Thus q-d=&g,

or Ea‘l-d/q.

The worst case of a step discontinuity occurs at

half full-scale for pure binary code because there

the maximum change in the number of contributing

sources takes place. The weishted~-voltage tolerances



may therefore be found by considering the -~ -

maximum permissible value of ¢ at this point.

In the ladder network, each weighted
voltage can be in error due to errors in the
current source, the node input resistance and
the successive attenuation factorse The current
souree errors will be considered here by
agsuning that ailthe resigtors are exactly
matched, and since the currents are all nominally
equal they will also be given the same fractional
error 4 although they may have either sign. The
nominal voltage Ej developed at node j by the
source Ij éan be expressed in terms of the
nominal step size q because all fhe EJ are equal,
and the largest weighted voltage E; is oqual to
half the input voltage range. Thus Ejz Ep=
20=1;, The contribution of Ey at the output,
after attenuation by the network, is therefore
Ej/zn-i = 2J~1 q, or, including the error,
2371 4 (124).

Now considgr the worst high-step
discontinuity when all the sources Iy to I

n-1
are on the lower limits of their tolerance and:

I, is on its higher 1init., (This is sketched
in Figure (ZJ0). Then the total output at

half full scale is
nil 23-1

i=1
= (201 - 1)(1-4)q,

q (1-4)

and the output after one extra digit 1is
2n-1 q (1+4).
therefore  d=(2""1 « 1)(1= 4)q = 2¥% (1+a)q
=(1+(2%1) 4)q.
Now d/q - 1-¢
go that - A4 = ~5/(2"1).

2/11
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Similarly, if the same step is shallow, /

as in Figure 2,11, £ 1is positive, and again
A=g /(28-1) < ese3)
This case is significant, for if £>1the
staircase is no longer a monotonic function of
the code, as sketched in Figure 2.12 and the
amhiguity in voltage makes coding impossible.
| The maximum value which /2imay be allowed
to take is 4, corresponding to a half-sized step.
This figure is chosen because subsequent decoding
with a weighted-voltage generator having the same
tolerance will still reproduce the input signal
to within the nominal quantitizing limits of the
coder.
~ Substitution of £ - % in equation 3)
gives the maximum fractional error tolerable in
the current sources as 4 =%1/2(20-1).
2.2 Synchronigation |
To demodulate a pulaé—che it is necessary not only to
be able to identify individual pulses but also to ensure that
an account is kept of the significance to be given to each pulse.
For this reason the code groups are transmitted in frames whose

start and finish are identifiable, and in which the positions that

pulses may occupy are pre-arranged iﬁ a pattern of code-weights.

The start of each frame and the timing within it can be
commnicated on a separate channel, but in small systems this is
wasteful because this information can be included with the data.

A frame can be 1dantifiéd by asignal which cannot be a pattern

of data pulses, and the most obvious signal is a special group

of pulses in every frame. This, of course, wastes channel bandwidth
by requiring transmicsion of more pulses for the came data rate.

A more subtle méthod which minimizes this uastage makes use of

the fagt that the dgté cannot change as quickly as half the sampling
rate (see Section 3,3 ) and so uses a signal at this rate, made

up most simply of a pulse in a fixed position in every alternate frame,
and no pulse in this pgéition in the other frames. In elther case the

frame signal may be scparated with a filter.



Conventional PGM systems transmit the code pulses in 2/13
each frame in return-to-zero form, and need to identify |
the pulse-rate as well as the frame-rate. A synchronization
method has been devised which requires lmowledge of only the
frame-rates Hence, it would be possible to use the non-feturn—
to-zero (NRZ) form and save on bandwidth, as suggested in
Figure 2,13 However, because in NRZ thore is littlé energy
present at the pulse-rate (on the gverage), this could complicate
the process of pulse=regencration (Section 2.3) which is
essentlial on noisy transmission linkse.

2.2.1 Flywheel synch.

Ideally, a synch pulse need be transmitted
only as often as it is needed to prevent the receiver
timing from drifting so far that the pulse code-weight
is lost. This.means that quite long codes or groups
of codes could bte sent ln each frame, making time~division
multiplex attractive. However, such a méthod would require
tolerances on the initial frequency and the rate of drift
of the individual receiver, and ignores the possibility
that a synch pulse might be lost, or one falsoly inserted,
by noise inthe transmicsion systeme

In practice it is desirable to transmit as many
synch pulses as the data and channel bandwidths will allow,
and also to make the receiver as irmune as possible to the
effects of missing or spurious synch pulses. This is
achieved by a method expressively called "flywheel synch”
vhose name is dérived from the large energy reservoir
fed by synch pulses, which controls the frequency of the
timing oscillator in the rcceiver. It is shown in block

form in FigurthA‘
The flywheel oscillator can be pulled into

synchronism from an initially incorrect frequency, and,

once locked, can withstand relative frequency drifts

to an extént.dependent upon the rate at which the energy
. reservolr can rcact to change and the gain of the loop.

The greater the amount of energy that is extracted from



the synch pulse, the more rapidly will synchronism be attained
and the more tightiy will it be held, but the more sensitive

will the system be to noige.

j:&is a form of correlation circuit

which performs continuous comparison of the controlled and

The detector in Figurg

controlling signals, and produces an output which is an odd
function of the phase difference. The flywheel is a lowpass
 filter to average the detector output, and it must have zero
bandwidth if the correlation averaging time is to be infinite.
However, the product of two functions of different fundamental
frequencies contains a coﬁponent having the difference frequency,
" which cannot be passed by a zero-bandwidth filter. If the réceiver
oscillator is to possess a pullein range of frequencies the filter
bandwidth must therefore be opened to allow the expected frequency
difference. It also follows that as ihe pull-in range is extended
by shortening the averaging-tims, the phase control suffers; but
it is the phase-gensitivity, or change in frequency per unit change
in phase, which determines the hold-in range, aincq the two detector
inputs then have the same frequency. Some compromises are therefore
necessary for satisfactory performance, and these must be gbverned by
the particular application. The flywhieel filter usually contains both
lag and lag~lead sections, and it may .even employ a switch to change
the filter characteristics when synchronism has been achieved, so that
the conditions for minimum syﬁchronization tine and minimum noise
bandwidth can be made independent.
2.2.2 gode-pulge d +. 2

The oscillator inthe receiver must provide the timing
needed for sampling the recelved code when a pulse is due. Information
is therefore required about the pulse frequency and phase within the
frame. If all frames have the game kn@&n 1nternai timing arrangement,
this information may be obtained by synchronizing the oscillator to
a frequency suitebly higher than the frame rate, counting ite output,
and then gating these signals to obtain timewglot pulses. One of
these, at frame rate, may become the strobe pulse used to operate
the synch system, and it must meintain the correct phasing between
the received frame and the receiver frame timing. The other time-slot

pulses may then be used to strobe the received code pulsess
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Thug, provided that the receiver osecillator

can be satisfactorily synchronized to a lower-frequency
signal by means of a signal derived from itself by
frequencyadiiision, only frame-rate information is
needed inthe eynch-signals It willbe shown in

Section 33,2 that this operation is possible in a
flywheel system.

2.2.3 gSyngh Detegtor

A very simple synch detector, making novel
use of a property of the «lapp or d-c restoring
circuit, has baen developed fbr use inthe PCM
equipment. Its operation is described here, and
further applications are discuased in fppendix D .

The basic clamp circuit shown in Figure 2.15.

| is for climping the positive peak of the {nput
uéveform to earth. The capacitor C 1s Jharéed

. rapidly througﬂ-the diode to the peak aﬁplitude

. of the input wavéform, and gince it cannot discherge

when ﬁhe input changes sign (except into a load
resiétance vhich is assumed high), it superimpoaes
a negative d-c shift on the input so that the output

is never positive.

_ ‘The modification used in the synch detector is
.io clamp the input not to earth but to another voltage
generator of the particular form shown in Figure'2.16.
Both inputs are consﬁant amplitude pulses, and for the
purposes of explanation are of the same frequency, but
the clamp bias B has a smaller mark/bpaee ratio than the
input A. Different clamping actions occur with this
circuit depending on the relative timing of the imput
and bias.

(a) Bias zero between the input's positive and

negative transition.
The action is similar to that of the simple clamp in
that the capacitor is charged rapidly through the
diode when the input goes posgitive, its right-jand
plate being held at sero potential, approximately.
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When A goes negative, C retains its charge and the
output goes negative, and if its amplitude is less
than the peak value of A, the diode remains back-blassed.
The output is therefore the same as for the simple clamp,
as shown in Figure 2:17(a). |
If B exceeds A in amplitude, the output changes to
the amplitude of B during its presence by charging C to
this new falne. This causes the output to appear as the -
input waveform clamped to a voltage which is the difference
between the peak values of B and A.
(b) Bias negative between the input's positive
and next negative transition. e
This relative timing is shown in Figure2,27(b)
The capacitor is initially charged to the peak value ofA,
and is further charged through the diode when B goes
negatives Since it cannot discharge when B falls to
gero, the output remains at the peak value of B until
A goes negative taking the output further negative
by the'peak value of A. Subsequently the output appzars
| as the input waveform clamped to the peak value of the
bias waveform. '
(e¢) Bias negative during the input's positive
transition.. R
This case is shown in Figure 2,17{¢) and its
analysis is similar.to that of case (b), above.
(d) Bias negative‘duriﬁg the input's negative
transition.
Figure 2,17(d)shows the first two cycles, and this
cagse also ylelds the same ultimate output as case (b), above.
Zhe output therefore has two distinet mean values,
the input being clamped either to gero or to the bias peak

value depending on the relative times of their transitions.
If the input and bias waveforms have different

fundamental frequencies, their relative phasings will slip

at the difference frequency and cause the clamp to produce



an output whose mean value (per input. eycle) varies 2/17
at the slip frequency. Tée output changes abruptly
(within one input cycle)-as the positive-going edges
‘of the two waveforms pass, as sketched in Figurey, ig,
‘This phase'response has the form desired of an ideal
synch deteator, except for the steady-state delay of
t1. 1In such an application, waveform B would be |
derived from the received synch'pulse, and waveform
A from the output of the receiver oscillator.
The fact that the average output per cycle
- is non=zero is very useful inthe frequency control
of a-stable multivibrators, and sinece the actual
... amplitude can be made aS'lggggkéé 15 desired in the
clamp eircuit, the need for amplification is eliminated.
It can be seen from Figurez’zg that the widths
of the negative parts of the two waveforms are unimportant
in the action of the clamp cireuit, as long as 1,<1y,

. t1 - %o
but they do govern the fraction of the gli
"'{3"‘ p
cycle during which the clamp output is low. If this

ratio can be made nearer to 0.5 the roquirements of the
flyuheel filter are cased because more energy is
concentrated at the slip frequencye.
2.3 Regeneration
Two of the most important features of PCM transmission are
the extent to vhich the signal may detefigrate vhile still
' bearing information, and the possibility of repeated regencration
of the signal without distortion. The causes of signal degencration
can be classed as predictable or unpredictable, and these are
differently amenable to regeneration. Predictable distortion is
that resulting from known characteristics of the transmission
channel, such as limited bandwidth, while unpredictable distortion
is due to the superimposition of spurious signals onto the signal.
The major cause of predictable distortion is limited
channel bandwidth. High-frequeney restriction results in rounded
 and delayed pulses (Figure 2,.,]9@ vhich may be unsuitable for gating
operations inthe decoding process unless they are regenerateds Poor

lou=-frequency response causes droop distortion (Figure 2.19(b)),
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because the transmitted signal contains a d-c

compopent. By itself this is not serious becaﬁse
clamping can restore the d-c¢ if the average pulse-height
is sensibly constant. As would be expected, predictable
distortion can be minimiged 1f the oxtent of its effects
is known in the particular application.

Nolse, however, is not so readily overcome. ‘The
problem of determining the presence or absence of a particular
pulse; and its effect on the received S/N ratio, is considered
in Section 1.7 with the result that information is best

_ interpreted from signals either slde of a level equal to

half the average pulse-height (Figure2,20) Before level-
sensing can be applied, though, the d=-c component must be
restored, and this 1s not done so successfully in the .
presence of noise, although it is used in television
réception. The only noise~discriminating action which can
be of certain help is retiming of the received signals,
whereip use is made of the fact that the expected time of

oceurrence of each pulse is known from the demodulator.

Synch pulses as well as code pulses may be advantageously

retimed, but only for repeater station regeneration; retimed

synch pulses cannbf be used in the synch detector because
they themselves determine the timing via the flywheel
oscillator. Their occurrence and length must be found by .
analogue methods for this purpose.
egen me

A complete pulse-regeneratdon scheme is given
in Figure 2,24, The input filter resﬁricts the noise
bandwidth, and its characteristic should be Gaussian,
although it may need to suit the transmission link.
It is followed by a d-¢ restorer which clamps the positive
signal excﬁrsions to the signal peak value averaged over
several frames. ‘This places the slicing level at zero

potential for the limiting amplifier, whose other function
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is to remove amplitude variations introduced along
the transmission path. The signal is next to be
reformed and retimed, so the synch pulse is separated
at this stage by an integration method discussed in
Section 3,3.2.

The pulse diseriminator makes use of a bipolar
integfator whose output is set to zero at the end of
every time slot. The polarity of the integrator output
at the instant of resetting is used as an indication of
the presence or absence of a pulse, and a flipflop is
set or reset accordingly. Because the polarity pulses
occur one per time slot, the flipflop output is also
automatically timed, and it is used as the regencrated signal
by this method. The action of the system is shown
by the waveforms sketched in Figure 2,22,

The integrating discriminator detects a pulse
as a certain minimum amount of energy of a definite
polarity averaged over one time slote In this way i£
is far more effective than a sampler of the slicer
polarity which could falsely sample a noise pulse.

The synch separator also uses integration, which helps

its operation in the presence of noise, but it cannot

have the assistance of retiming. Its noise rejection
is performed by the flywheel of the synch system.
Regeneration by this method results in the
signal's being delayed by one time slote The recelver
is unavare of this, so if signals are compared after
transmission via two paths employing different numbers
of repeaters, the delay difference may be significant

and may nced compensation.
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3. PCM EQUIPMERT - .
3.1 General Specification

The pulse-code modulator and demodulator were
designed with intended application to the télemetry
of seismic signals in the frequency range O ts 1 c¢/s,
tut this frequency was so low as to be inconvenient
during the testingvof the circuits, and the signal
bandwidth was raised to 30 ¢/s.

The modulator accepts signals inthe mﬂge 0 to =5
volts and samples at a rate of 62.5 samples por second.
For each sample 1t produces a 6 diglt serial binary
code and a frame synch signal, giving an output pulse
rate of 1 kc/s. Coding to 6 binary digits (bits) causes
a quantitization error of +x 2'6, or 0.8%, which is
adequate for the data, and the 1 ke/s pulse rate is low

enough for most transmission links likely to be used,

whether line or radio. The output pulses are =12 volts
for a digital 1 and O volts for a digital 0, and all the
code pulses have the same width, but the synch pulse is
three times wider. The code pulses are arranged within
a frame in decreasing binary weight, as shown in the
format specification, Figure 3,4, Photographs of one
frame of the actual output for the codes 111111,
0110004and 0000 0O are shown in Figure 3,2.

The demodulatbr:iaccepts code which is in the
proper format and has a pulse rate of approximately 1 ké/a.
It incorporates a regeneratér which may be used separately
in repeater stations if required. Synchronization locks
the demodulator oscillator to the code~pulse rate, but a

coarse (* 50%) frequency control is provided so that the

oscillator can be set within the ¥ 25% range of the synche

system. The demodulator output is available as either a
filtered or an unfiltered voltage inthe range 0 to -5 volts,
and in phase with the modulator input. The unfiltered output
is constant over the period of one frame but delayed by one

frame relative to the input code.




3.2

External regulated power supplies are required for
both units. The modulator load is 60 mA at +12 volts
and 180 mA at -12 volts, and the demodulator load is
35 mA at +12 volts and 160 mA at -12 volts.
NModulatox
The modulator uses a weighing coder because with
this type the code is available serially as it is
produced, starting at the instant of initiating the
coding process. This simplifies the format of the
output frame and results in the lowest code pulse
rate; it also gives the code® cilrouits the lowest
operating speed. These decisions were made so that if
high-speed applications for the equlpment were considered,
the techniques would offer the least possible restrictidn.
However, the weighing coder requires that the
input sample be available throughout the coding process,
tﬁat is, for almost a full frame, and a means of storing
the amplitude of the sample is therefore necessary,
This is done with a "boxear" circuit.

Since no coding can be done while the input is
being sampled, this period is utiliged for generating the
synch pulse. The timing of the sampling, the successive
welghings, and the production of the code and synch pulses
is controlled by a set of time-slot pulses generated in
each frame from a master oscillator,

3.2.1 Block Diagram
| The arrangement of the modulator is given in

Figure 3.3 A sampler and boxcar circuit provide

one input to a high-gain differential d-c¢ amplifier,

the other input being weighted voltages with which.
the input is compared. Further d-c amplification

converts the difference signal to a standard-height

pulse, whose presence denotes that the weighted voltage

sum has exceeded fhe input sample, or whose absence
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denotes the opposite condition. In accordance with 3/3

the weighing-coder method (See Section 3,1,4)

the presence of a puise requires the removal of the last

weighted-voltage, and this is performed by AND gates
which strobe for an output code pulse in a particular |
time slot, and correct the voltare generator if an ' f
output is obtained.
The desired output code contains a digit for
every weighted-voltage which is needed to make up the
input sample, and is obtained by producing no digit
when a pulse is reccived from the comparator, and a
digit when no pulge is received. This is done with
a(lozical) inverting amplifier. To obtain blanked
glots between the code digits, pulses are inserted by
gating into the inverter input, so that they appear as
spaces in the code output,
The weighted-voltaze generator is controlled
by six bistable stores. If the contents of a store
are set to "1", then it switches into the comparator
the appropriate voltase, while if it contains a "0", no
voltase is supplied. The stores are all reset to "O"
at the end of every coding operation, and each is set

to "1", beginning with the most significant voltage,

at the start of the time slqt into which it may place

a code digit, The stores may alsé be reset by the ARD
gates which strobe for pulses from the cc-patator; then

the weighted-voltase is removed as soon as theo comparator'
shows the input has been exceeded by the sum of the
weighted voltages used. The only store which is reset

in such an event is the last one to have contributed a
voltage, and the sum for comparison falls to its previous
value so that the next smallest weighted voltage may then
be added. If no reset command is received from the strobing
gates, the store remains set, and that weighted-voltaze

is left in the sum. This digital feedback loop ensures that

the sum of the voltages is always less than the input

voltage, and the error is decreased after each comparison.
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The timing oscillator drives & chain of 4

bistable multivibrators, and the 16 equal time
slots which make up a frame are generated by
combining the outputs of these dividers in a set
of AND gates:. One of the slots is allocated to
pexforming the sampling operation, szo that the
sampliag Crequency is 1/16 of the oscillator
frequency. Other time slot pulses are used for
setting the stores successively, for strobing
the comparator output, for inserting blanking
end synch pulses, and for resetting the stores
at the end of each coding operation.,
32,2 Circuit Description
" In the following circuit diagrams, bime-slob
pulses are numbered according to their positions in
the frame,
3.2.241 Sampler and Boxcar (Pigure 3.4)
The analogue input signal is
accepted by an emitter follower, primarily
to provide a low charging impedance for
the boxcar circuit. Because its load current
can flow in either direction, a complementary
emitter follower is used.
~ The bbxcar cireuit consists of &
storage capacitor and a transistor switch
which isoclates the capacitor from the input
except during the sampling periods Vhen a
sampling pulse is applied tothe switch drive
resistor, one of the collector-base junctions
of the two switch transistors is forward biassed
and that transistor conducts heavily using its
collector as an emitter. In this state the
collector-emitter voltage drop is lessvthan the
collector-base drop, so that the other transistor
has its emitter-basce junction forxward biassed

and it also conducts. The capacitor is then

connected to the input by a very low resistance
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and offset voltage, and it is charged or

discharged rapidly from the emitter follower.
Vhen no sampling pulse is present the switch
drive resistor is returned to ecarth potential
and neither collector-base junction can conduct.
The switch transistors are selected for high
gain and low collector«base leakaze.

The storage capacitor is followed by a
two-ataze emitter-follower which has a very low
input current to prevent discharge, and this
permits_non-destructive use of the stored sampleQ
These transistors are also selected for high gain
end low leaskase, and the capacitor is a polyester
type to avoid diclectric leakage.

The results achieved with this circuit are
illustrated in the phétograph in Firmure 3.5,
which shows the droop in the boxcer output during

one frame to be 25 mv, or 0,55 of full scale.

3.2.2.2 Comparator and Pulse Amplifier (Figure3.6)

The oﬁtputs from the boxcar and fﬁe
weighted voltage geneiator are compared by being
direct~coupled to opposite inputs of a long=tail
differentinl amplifier. The smallest difference

which must be discriminated is half the

least-veight contribution, that is & x 2"6 x5

volts = 40 mV, and the amplifier has a differential

gain of about 20 for small signals; a diode clamp limits

the output exocursions to prevent saturation from

large signals, such as can ocour duringlﬁhe first

few weighingss Since the common-mode signal on ‘/f

the two inputs has a range of 5 volts, the emitter

resistance for the amplifier must be compliant

as well as high valued, and it is compogéd of a

transistor operating as s constant current source.
Stabilization of the amplifieragainst

thermal drifts is not difficult due to the generous

offset voltage allowance of + 20 mv. Gross base-emitter



3/6
voltage variation is minimized by tight

thermal coupling between the two transistors,
and variation in base currents, due to
different coefficients of current gain,

does not cause significant vﬁltage offset
because the source impedancesfor the
amplifier are low and equal.

The output of the comparator is
regeneratively amplified to a standard-height
digital pulse by two Schmitt trigzers
isolated from the comparator by an emitter
follower, ‘

The photographé in Figures 3.7, 3.8 and 3.9
show, in order, the outputs of the comparator

- and the two Sochmitt trigzers, all for the code

011000,

3.2.2.3 Format Blanking, Inverting Amplifier, Output
: Stage (Figure 3.10) . . .

Tﬁe pulse amplifier output is combined

in an OR cate with the appropriate interdizit

time slot pulses, and then taken via an isolating

emitter follower to the coincidence (AND) gates
where the code pulses are strobed, The CR gate
output is.also inverted by a common~emitter amplifier
to form the correct pulgse code and suppiied to the
modulator output terﬁinal at low impedance from an

emitter follower.
3.2.2.4 Coincidence Gates (Figurd+11)

' The blanking OR gate output supplies one input
to earh of five t&o-input AND gates. The other inputs
are timing pulses in the first five of the six digit
slots. An output is therefore obtained from any gate
when the comparator has produced an output pulse in that
time slot. No gate is provided for the sixth digit
because no feedback action is necessary after the |

least-weight comparison.
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The photograph in Figure 3,12 {(a)
shows the output of Coincidence Gato 5 when
a pulse is present in the fifth digit slot
of the output; Figure 3-12(b) shows the
output of Géte 3 when the output code contains
no pulse in the third digit slot. Both these
photographs used the same CRO synch signal to
show the relativo timing.
3.2.2.5 Storeg (Figure 3,13)

One store is p rovided for sach of the first
five code digits. They are set successively to
gwitch the weighted voltages into the comparator,
and are reset if no code digit is generated as a
result of this. The sixth digit is controlled not
from a store but from its time slot pulse, since
no further comparison need be made after it has
been chosen.

The store consists of a bistable multivibrator
or flip-flop with three collector-triggering inputs. .
One collector is triggercd by the setting time slot
pulse, and from this collector the output of the
store is taken to the wolghted voltage switch. The
other collector carries the two resetting inputs,
one from the appropriate coincidence gatc via a pulse~
shaper, the other from the time slot pulse which is
used to reset all the stores at tﬁe end of the coding

operation. If a coincidence gate resets the store,

the main reset pulse which follows has no effeet on
the state of the store.

An analysis for the design of the bistable
maltivibrator is given in Appendix B.

The photograph in Figure 3.14a) shows Store 2
sot by its time slot pulse, but subsequontly roset by
a coincidencoc pulse, while Figure 3e14b) shows Store 2
set normally, but not reset until the end of codinge.

Figure 3+15 gshows Store 3 likewise resot by the main

reset pulsc.
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It may be noticed that if a store is

provided for the sixth digit, the six stores
contain the output code in: parallel form just
prior to their being reset. The contenfs of
the stores may therefore be sampled at the
completion of the coding if a parallel output
code is needed for operation of data handling
equipment.
3.2.2.6 Welghted-voltage Genemator (Figires 3.16(a) and (b)
The set of voltages weighted in the ratio
,of the decreasing binary sequence 1 : % : 4 ;
LK -:1% . %2 is obtained by driving fixed currents
into a resistive network having particular
attenuation properties. (See Section 2}444)
This natwork, shown in Figure 3.16(b)
has its resistances chosen so that every current-
injection point presents the same input impedance,
and so that application éf equal currents at these
points in succession resélta in an output voltage
vwhich is sucoessizély ingthf required ratio, while
simultaneous appliéa§ion}gf equal currents at any
of the inputs causes an output voltage which is
the sum of the voltages produced by individual

currents at these points. The values of the currents

and vesistances governs the network output voltage,
and hence the scaling of the modulator input.

The current sources, one of which is shown in
Figure 3,16a) use transistors operated in the
comon-base connection to obtain a high output
impedance, and the NPN type is needed to develop
negative weighted voltages. A1l the currenis are
made equal by di¥ving the bases from the same
temperature~compensated Zener-diode voltage source

and providing equal high~stability emitter resistors.
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This assumes that the differences in-base-emitter
voltages are sufficiently sﬁall compared with

the Zener-diode voltage - a fact found to be

true for the few 2765 transistors available.

The operating current is sat high at about 3 mA
so that the collector-base leakage current is |

relatively small, but even transistor selection

could not ensure that the leakage current differences
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would remain less than the necessary # x 2-0 x JmA = 250 A

over a practical temperature range of 26°C to 50°C.

The available components therefore limit the

equipment to a temperaturs diffe-ential of about 10°C

unless the transistors are placed in a simple
regulated oven.

The current source transistors run
continuously and can feed, via diodes, either
the'we.tghting network or a bypass load, depending
on the potentials on the diode anodes: The
switching method 1s 1llustrated in Figure 3 37,
The bypass load is connected also to a transistor
clamp which, when operated by the setting of its
store, outs off the bypass diode and forces the
current source to supply the weighting retwork.
In this condition the hypaas diode dows not load
the network node, and the forward drop acrose the
network diode does not affect the node voltage.
When the clamp is released by the resetting of
the store, the source can supply the bypass load,

and this resistance is chosen so that the voltage

drop across it cuts off the network diode. 1In
this condition the network is unaffected because
the node is loaded with the high back-resistance
of the network diode. A photograph of the output
.of the weighted-voltage generator for the code
000000 48 given in Figureg, yg,for this code every

voltage is removed after trial because the input
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voltage is zero. Figure 3:%s a photograph of
the output for the code 111111, and hers the
voltages are ween to be all retained after

triale The C.R.0. vertical sensitivity is hé.lved
for this photographe In Figure 3+20ig shown
the outpuﬁ for the code 011000; here the
retention of the second and third voltages and

the rejeciion of the others can be seen clearlye.

3e2:2.7 ster O tor, Divider Chain and ¥ime-slot
Hatrix (Figures 3,21 and 3.22)

| The fundamental timing of the modulator

is derived from an astable _multivibrator. This
drives a chain of four bistablo multivibrator
dividors by collector triggering. The outputs

of these dividers are combined in order in the
16 outputs identifying successive time slots.
~These diode AND gates can be conveniently laid
out in an orderly pattern (sece Figure 3,4% which
prompts the title "matrix® for the set of diodes.
Those outputs which feed the blanking OR gate are
taken first through emitter fo].lowers so tﬁat the
diode AND gates willnot be heavily loadeds A
typicel timing pulse, that for slot 1, is shown in
Figure 3,23, _ :

The triple=width synch pulse, which occurs
in the same position in all frames, is generated
by the omission of a 'hlanking pulse in sloﬁ 1, and
the double~width sampling pulse uses alot.s. 15 and 16,

3.2.3 Pperformance
The sampling and coding parts of the modulat& were
checked by measuring the static linearity of the voltage-to-code

conversion, the correctness of coding at frequencies up to -
20 ¢/s, and the temperature stability of the unit.
3.2.3.1 Coder Linearity '

The modulator input was supplied from

a met:red variable-voltage source and the gagput
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code was observed on a CRO. The input voltage
was then increased steadily from zeyro to -5 volts,
and the voltages~at vhich the code changed were
noted. The input was then steadily decreased
from «~5 volts to gero, and again the voltages at
wvhich the code. changed were noted.

No significant difference was observed
between the results for the two directions of
scanning, other than the expected consistent
shift of one step. H;wever, the instant of a
code change was ill-defined because the boxcar
droop caused the last code pulse to be too narrow
at the onset of 1ts appearance and then to grow
to full width as the input changede The results
plotted in Figure32Zdgive the voltage at the

instant vhen the .last code pulse was barely

fully-formeds-

Thebest~fit straight line drawn on the
transfor characteristicc shows the staircase to
be a series of straight segments of slightly
lower slopo, separated by high-step discontinuities
vhich are most predominant every 16 steps. This
indicatos that the second largest weighted voltage
is slightly higher in tolerance than the others.

The best~fit line aléo shows that full-scale
code corresponds to an input voltage of <he4 volts
ingtead of thc desired -5 volts. This is due to
incorrecet scaling in the welghted voltage network
and results from the unavailability of the desired
componeht values in Zeoner diodes and highe-stability
resistors.

Qzaasis_geégeé

A technique was devised for observing the
correctness of the code formation and, to some extent,
the linearity of coding at frequencies up to the
sampling limit.. |
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The horizontal deflection of a CRO was

synchronized to phe nodulator frame rate and the
vertical deflection was obtained from a ramp

voltage connected to the modulator input. Z-modulation
of the CRO beam was then obtained from the modulator
output. As the vertical deflection changed, the

output code passed through all its combinations and
brishtened the raster to form a binaryscoded mask.

This effect is skefcl;xed in Figure 3.25; it was not
possible to obtain a satisfactory photograph; due to
difficulties with CRO persistence and film speed.

The linearity of the coding could be observed
by noting that all the binary patterns were produced
in the right order and that each code band occupied
about the same vertioai deflection. It was concluded
that the operation of the coder was correct up to

20 ¢/s.

Temperature Stability

A stable d-c voltage was applied tothe input

. of the modulator, and the ambient‘temperature of the

3+3 Demodulator

unit was slowiy cycled from 20°C to 35°C and back
acein, while the output code was observed. A maximum
change of one digit (1 in 26) was noted, although,
due to the quantitizing pr;)cess, this arift was a
functions of the actual input voltage.

No drift over one hour at a-constant temperature

was detected.

The decision to use a weighing coder in the modulator was

influenced by the need for a decoder, and, in fact, an identical

weighted voltaze generator is used in the demodulator unit. Due to

the serial code

transmigsion, the decoded voltage is not available

until the end of the frame and it is therefore necessary to sémpIe

" the voltaze at this time and filter it by storage throughout the next

frame,

Synchronization of the demodulator timing with the incoming



frame is achieved by means of flywheel synch operating

at frame-rate but controlling the timing oscillator at
pulse-rate, In this way regeneration and decoding of the
pulses cah be done from only frame-rate information, giving
the least wastage of channel bandwidth,

The re-timing of the code pulses is separated from
the decoding so thét repeater stations may use this part of
the equipment without modification.

3.3.1 Block Diagram
The arrangement of the demodulator is given
in Figure 3.3 It shows some similarity to the
modulator except that it has no comparator but it has
a regenerator and a syhch system.
The code pulses are taken to six coincidence (AND)

cates, each of which has as its other input one

of the demodulator time slot pulses derived from the timing |

unit. Each gate produces an output if a code digit occurs
in that time slod, and this output triggers a binary store
torswiteh on a weighted voltage from the generator.

A store can be set only by a pulse received from its
coincidence gate, which occuras only when a code digit is
present in the strobed time slot. If no digit is present
the store remains in its reset state, and the maiﬁ resetting
pulse applied to all stores at the end of each frame has no
effect upon it. In this way thé weighted-voltage sum
gererated by ali the stoies depends on which of the dizit
slots were filled by the modulator, that is, on the code
transmitﬁed. By afranging the weighted voltages to deorease
the binary sequence and to be switched on by code digits in
the order in which the digits are received (greatest weight

first), the sum of the voltages at the end of a code group

is made proportional to the sample coded in the modulator.

The photoaraphs in Figures 3.27(z) and (b), show the voltage~

generator output for codes of 111111 and 011000 respectively.
Just prior to the resetting of all the stores the sum voltage

is sampled and held in a boxcar ¢ircuit while the next code

3/13
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is demodulated. This introduces a delay equal to the
period of one frame between the tgking of the sample
in the modulator and the reproducing : of it in the
demgdulator. A lowpass filter may be ﬁsed finally to
restore the analogue output to the same spectrum as the
angiogue input. |
The‘demodulator timing pulses are generated in the
same way as in the modulator, except that the 6scillatoi
is frequency-controlled by a voltage de:ived from its output
and the incoming synch pulse by the synch detector. The
®ymch pulse is separated from the regenerated demodulator
input by an integrating process which makes use of its
ﬁnique triple-width.
Circuit Tescxription
Those circuits which are identical to the corresponding
ones in the modulator are not described here. Where
differences occur between similar circuits, these are noted.
Time slot pulses are identified by their positions within

the demodulator frame, and do not necessarily have the same

‘absolute time of occurrence as identically numbered slote

in the modulator because every reeneration of the code

introduces & delay.

3.3.2.1 Regenerator (Figqres 3.28, 3.29 and 3,30)
| A positive voltage, equal to the averaze
pulse-heisht measured over several frames, is
generated in a leaky peak-detector, and the input
si:mal, clamped to allow only negative excursions,
is added to it by means of transformer-coupling of
the input. After bulfering by an emitter follower
the sum is taken to the limiter/slicer, which is
a differential gmplifier with the se&end input held
at the optimum slicing level, namely zero. Two
outputs are provided: the first, a signal swinging
from earth to the negative supply rail, is taken to

the synch separator, while the second is shifted
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frequency must rise with increasing control _

voltage, and the synch detector gives an output

which is less than the oscillator supply voltage.

An astable multivibrator is used for the

oscillator, with its capacitor discharge resistors
returned to the control voltage, as shown in Figure 3.33.
Itsihalf-period t = RC log‘s(1 + ;c.), go that for

t = 0.5 m seoc, -‘-;-;:‘:-0.5 and R = 40 K=

to give reasonable base isolation C = 0.005/11".

The timing resistors are made partly
variable with ganged potentiometers to accommodate
variation in the initial frequency of the modulator
oscillator while still keeping the synch system in
the centre of its control range. The full circuit
is given in Figure 3,33,

Syn chronization Control

N | ‘The received éynch pulse is unique in
being triple-width, and it is separated after the
pulse regenerator by detecting its width with an
intemrator. The pulse from the synch separator
has a width of about one time slot and is called
the synch pulse within the demodulator.

The synch detector (Section 2.2.3)

has a certain phasing of its two input signals at
which relative slip produces a sudden change in its
output, and thig, after filtering, becomes the

oscillator control voltage, Synchronism can be

obtained if the synch pulse is used for the clamp
bias voltage and a frame-rate signal derived from
the controlled oscillator is used for the other
input. Since it is necegssary that the latter signal
have a larger mark/space ratio than the synch pulse,
the output of the last binary divider is used for

the purpose.
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In the absence of a code input, the frequency
of the demodulator oscillator is lower than
synchronous but within the pullein ranze and it
riseswhen synch pulses slip through the synch
detector_until the two frequencies avre équal.

Vhen the loop is syncironized the negative
transistions of the two synch detector inputs
ocour at the same instant, so the numberinsz of
the time glods is based on the position of the
front edge of the synch pulse in the frame., There
is actually a small static phase error wﬁich would
cause a difference of about half the width of the
synch pulse between the modulator and demodulator
timings, but this is overcome by shifting the edge
of the synch pulse appropriately.

Synch Separator (Figure 3.34)

The synch separator comprises an intesrator,
a voltage~glicer and a pulse amplifier.

The inte:xrator uses an RC circuit with a
charging time-constant of about two slots for
negative signals, but a discharge time-constant
of about one-fifth of the slot period so that the
capacitor does not build up a pattersdopendent
charze. This is done with a resetting diode.
Figure 3.35shows the integrator action on a frame
containing the code 011000 and a synch pulse.

The slicinz amplifier compares the integrator

output with an adjustable voltaze and produces an

. output pulse when the elicing level is exceeded.

It uses an emitter~coupled differential amplifier
which switches the second transistor rapiély
betwégn the conducting and non-conducting states;
this signal is coupled to®regcnerative amplifier to
produce a standardsheizht pulse. Two of the
resulting synch pulses are shown in Figure 3.36

for which photograph the oscilloscope trigger

3/17
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was the same as for Fisure 3.3S.

Voriation of the preset slicing level
alters the width of the synch pulse and
the position of its negative transition

relative to the end of the frame.

Synch Deteotor and Filter (Figure 3.37)

- The two‘iﬁputs to the synch detectox
clamp are driven by PNP emitter followers to
provide rapid cherzing of the elamp capacitors,
and the synch pulse input 1s direct-coupled from '
its amplifier to retain the correct voltaze levels.
Fisure 3.38 is a photosraph of the detector output
in the gynchronized condition, showing the stable
phasing of the sygtem.

| The filter contains both laz and laz-lead
sections to control.the pull-in and jitter. In
this equipment it must provide good rejection of

the frame frequency so that the oscillator which

is controlled by its output will not be greatly
modulated at this frequency, for this would affect
the demodulator timing, The filter output voltage
is shown in Figure 3.39 at a scale of 50 nv per
centimetre, and its effect on the oscillator is

irndicated in Figure 3.40 for which the oscilloscope
was trigesered by the leadins edge of each |
oscillator pulse so that the modulation could be
viewed as jitter of the trailing edge; the modulation
effect can be secen o be negligible. Another

photozraph of the oscillator output is given in

Fisure 3.41.

Output filter (Fisure 3.42)

'.A‘siﬁﬁie lowpass filter with a sharp cutoff
frequency and good phase response is achieved by
combinin; the steep slope of an IC half-section
with the null of a parallcl-T section, The half-section

is chosen to show a peak in the region where the .



parallel-T section starts to fall off, so

that the overall response of the two cascaded
sections is flatter in the pass-band. A
compromise is made with the phaso response, but
this may be made fairly linear while yielding
reasonable component values. The values shown
are for a filter with a cutoff of 50 ¢/s designed
for use in sampling experiments rather than for
the PCH application. The characteristics of

this filter are given in Figure 3.43.

3.3.3 Performance

3. 303.2

The demodulator tests performed were measurements

of the linearity of the decoder staircase and of the

thermal drift in ouﬁput voltage.

Decoder Lincarity
The demodulator input was supplied with
codes from the modulator, and the output voltage
was measured after synchronism had been reaghed.
The codes were swept steadily through their full
range and the output voltage at each code change
was noted for both inereasing and decreasing voltages.
The fesulte vere almost identical to those
for the modulator. This is not surprising because
both units use the same component values and types
in their samplers and wvoighted voltage generators.
Temperature Stabilit
A fixed code was supplied to the demodulator
input, and the ambient temperature of the unit vas
slowly cyeled from 20°C to 35°C and back again.
The ocutput véltage vas monitored, and showed a maximum
change of 55 mV.

The drift in output voltage wver one hour

at constant temperature was 17 nV.,

3/19
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3.4 Construction

3.5

Tﬁe completed demodulator is shovn in the photosraph
of Figure »44. The modulator is very similar in appearance,
except for on additional row of circuits behind the pancl,

Close-up photographs of parts of the units, showing he
method of construction, are given in Figurcs3.45, 46 and 47.
The first of these shows typical storés and w'eighi:ed voltaze N
generators in the modualator, the second shows. the demodulatér
eui.‘rent sources and resistor neiverk, and the third showus the'
timing pulse matrix in the modulator. The circuits are made
up on pairs of tag~strips opaced $=inch apart on brass rods which
act also as busbars for supply voltages and si{,mls. Loch row
of circuits is attached to the front rack-pancl and is‘ gupported
at the rear by spacing strips. Since many of the basie circuits
are repeated in the equipment, consideration was given to a
construction method using etched-wiring cards to mount and connect
the components. However, the cost of commercial production of
relatively small numbers of cards was prohibitive.

. The only panel contréls provided allow fine frequency

control of the modulator oscillator and coarse {regquency conirol of
the demodulator oscillator. Imput, cutput and power supply

connactions to both units are made on the front panels.

Performance of PCH system

.........

A dynamic fest wés nade of the full system using an imitation
open-wire line ag the link, but, althouzn an oxperimens vas deviged

e

for the purpose, it wac not possible to conduct an investisation

into the noise~threshold properties of PCII bzcouse the technique for
detecting the frequency of errors was too complex for the facilities
available. Instead, the equipment was used in an investisation of the
spectra of sampled signals; this work is reported in Bcctionﬁ,,

3e5.1 Dynamic Response |

Low-froquency signals vere supptied to the modulator,

which was connccted to the demodulator by am equivalent one-milc

open~wire line, and the output of the dcmodwlator was obsexrved.
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The photosmraphs in.Figures 3.48 and 3.49
show the outputs obiained for sinusoidal and trien ular

inputs at 1;2 seconde per cycle and 2 volis peak-to-peak

amplitude. o output filter was used in those experiments,

which accounts for the presencé of the samylingQrate

component., Otﬁerwise the reproduction appears to be excellent

and bears out the results of the staircase linearity teoine
3.5.2 Noise-threshold Experiment

" A proposed method for assessing the orrorerato

for different signal-to-noise ratios is showm in

Fizure 3,50,.The FCH code is transmitied along two paths,

onc containing a simuléted tranamission link, a noise

generator and the regeneraton and the other containing

only a delay equal to that of the link and a pulse

amplifier, Timing pulses taken from the mrenerator are

used to strobe the outputs of both paths in AND gatoes,

which are combined so that an output is obtained only if

the signals differ. Spurious pulses added by the line

and regenerétor will yield an output of opposite volarity

to that from pulses which have been deleted so that these

two types of error can be counted separately. A knowledse

of the pulse rate then permits the error rate to be assessed

for different code patterns if it is felt that the regeneratoi

is pattern-gengitive.

Although no tests oduld be cénducted, it is considered
significant that during all the tests the equipment was
operated in close promimity to an unsuppressed arc-velder
without one apparont loss of synchronism or of sisnificant

- code digits, even though the welder radiation was detocted
¢ ren on the power=supply rails of the equipment.A |
3.6 Conclusions
The successful implcmentation of all the requirémcnts for a

PCLl system has been achieved in simple transistorized equirment.
Hovel circuits aro used for sampling, coding, resenerating ond
synchronizins.

Available components restrict the aceurascy of the equipment



to about 1% over a limited temperature range of 15°C, which
is not satisfactory for field equipment. Nevertheless, it
is considered that improved components = particularly transistors -
will enable practical temperature ranses of 40°C to be reached
at higher accuracy.

No obvious speed limitation was noticed at the low
sampling rate used, but the téchnigque of switching currents into
inductive resistors in the ladder networks is a likely source of
difficulty at the pulse rates of hundreds of kilocycles per

second needed for speech transmission.

3/22



f
1
i
S

e 47 aw

4

- \6 ms

"yl g \MS;——-\ Y

t— 3y, —

]

l 1 - F'lfG'U’R'E.m:SFl' e

L

H

| TFIGURE S3:27

synch

pvise

SR S _\ frame =16 time siots—

~mie aegeeam .



- - I : - - — b3
e Ane\ogue . I E : : Code
~inpu | input somp. |boxcar N eom . N blank tvert output] output
g EU P 177" e i Meste T amp °
’ . ANALOGUE } I . DleITAL ‘
L. ’ X’ Y
- _R_.network___ EF.
; ! . -~ -
T . . - b ’ L ] ‘
b TIMING . . - ‘
. s curn,
- ose Source| — =~
| S
T P : A
— /
a | ' U E.F s - U
o :. g [ [ : ? 1
: [?1 . binary l braryl _ _  _
. A [ y
U') binary — store reset .
! b ' mateix,
- o CO“‘C. =
| binary - gete | — =
1 ‘ [ S
-bfnary o= } 1
— ’,



~2v.

ax Oc4aa . 0c44

1OK 2K S 2:2K

+\2v
Oov -

. t
i .
: '
h ' 8
' i t .
f i . S )
g : ! :
~ - , !
t {
- S
H
L. . . ‘ : t

-~ FIGURE 3:5 T

. all trandistors 0C44

R PAVARE

_CEIGURETB-6.. i

. .. e e . .- e e e~



) . . ; ; P - S : SR
e T e T I M T g T A S A e S e e S e R B :

\ . . e e e e L R A TN R '

Jovoo v . . . a2 H * - T e . “ Sy ki . .
!‘.}?L:';‘-'...u N VIR Lo L ST NI PRSI I L ST pee et SLELEPEWEE R LEL LRSI SR SN

o L e

{ [ mnad (Nt aniadnsindai - et i
ct ' .
& \ ’ . " 1
- 1

- . ~ '
1 i
1 - Cd
! .
: ) S 7
: P t
: s oot o AEA i -t e et s ot e e o804 e on “ LA IR P S P T J
RN

- GO
" FI{GURE 3-12 .

L4

—

ATES ATKS . 22XS  ©00n

Vé'esét'47o 1 eé.OAQ\ X [}_
=i

QQl oca4
C.o"mc:ﬂ |

R T

to Current
. Switeh -
— 0

oc44

4124

e e e e L imae i e e ey men ] L e

q

vt g

e it e o e e

4 et

L Ll A |

by

: %
l' . o e ‘b.w:;;‘.-”& i e At L e 1 R AL A R EE TRt ST T s

FIGURE 3-14




&

CEIGURE 3580

e - vrns e e = oy mea =+ =

Y e ol

)
- I3
. '
i .
1.
. 4,
t
v

ovtput .. -

:
e

et

SO

T e e by e

‘ “> . ‘L ._C> ) 4\ y y y \
‘, 3 s 7 S 12 34 5
*o bipary stores P

FIGURE.Z3=11 - O

e aem e ari——— e >~ wns 1 A

e EEEERN. N . Tt ey M P e vneme -



=
i

SN S
St s pl i B L

2.2k 2%

1K 2765

.OARI to R-petwork
n..___o node

Ry e | 1%
LA .. 0 ..‘ % N .. | _ \:. - i vv - - O.
C ) — - — — LN

to

- com paratér

All resistors
- 02% high-
'V:Sta{o'lll'by

i

L . 'ElGUR'E-"}:ht%

i
‘

;

.

.

3



ea s Aemime e ek e e emmmere maam 8 e e b e

i ! o " : s
A ; = - T
Y PO | (. - T T - i : . ' ST . B
™ e M uy e
A b Lol ' . ; pod : : '
- _ . vt ' . i 5o 4 :
: Lo . hoo . ;
. . . b . :
g i . : ¢ . g . : : ' . .
. . . .,«_ . X ..f . - R H i \ » '
; : w : ; . ¢ : - :
K - : : ! - . A
: AR . . . IR B i o :
: L b T « P S Lo
N i . . N . N
oo AT W : ' : : i 4
5 ¢ N B, > . i ; L 1 -
,. . W . » .n“ ’ ) » . . . n: : . “ . oo ;
S ; 3 i S ) P ; : ; ) ; .
i , £, SN : i e ¢ ! ' ~ .
., L2 w : R ) ! _ QO
h . . w . e -v.., . H |‘l- ; . . — - . _ ﬁ—‘
i . S . : K ; . : i .
S Y 19 bk ) ; ; - g _ ﬁ :
i i H : ’ . . R H . . . )
i P : T Doy : | L
f i A4 i s , XX U - , S ¢ 4
.- p PERY S H Vi N i3 '
y .. D Loi : ., D o ‘ . | S
. t i . . | . 1 .
i G ) % | G ! ¢ . : . ; (VRS
B \m " — ’ v - ol : “\ .l/./'- .. . * —_ )
: : : ! . w 2 . .
c ”C\ ) . . b ! ) ; o L .
T - . : — . .
. ' H . o0 : m ' . ”
8 H ! . ! :
b - o : , . : : “ | L
i L4 ) i . .
SR cac . . o .
{0 [ ,*. , . .
k' : m ‘ . ; .
| $ ' . - ’ S
b . SR . . , : |
*., et s .‘,.\...v e et L AR A SR d e . X . . ..x.v......ll\.m,..;.r.r.l...wk.r.v.!.l AN ...w‘ ~
: . m .
. i : i ! .
L i . . } . !
- : N : . 4 H i
£ _ . R
Id - ' .
‘ £ - ' . :
-y o Y- N . - . . . . . . . - . - .
T i .



e mane 2 e et e,
[PURS Y 3
.

e PAY

vider
. oV

2w

to matring

Q{‘.O "Btr’ix

FiGu RE. . 3-2[

368 Nnext . Page

L ]

FIGURE 3-22

. ‘ ’

PRP AN
~

.

T T e an SN i ag s K L g et

e e el c—————- B A S
'
1
g T = >

o v o
'

T

N R
IR

Deiey

L ot A Tk oo i i S A sem

TN s S AT A b A e A A e ¢

. ———
oo
[
>
-
)
3
¥
-l
}
£

P

e BT i B

N T

Fat il T sy | i e ean iy har - 4t 1D ok et 8L .

e i

g N
LTI UL SR WL SNVl

FIGURE 3-23



—~—
—_—
— g

A

rARNS
N
1
L

- Binery 4
L

4R\

NN

—B

NEZEAN

N AN

NVARANY
AN
NN

N
N
NUZEAN

 Rindry3
w

T
N

£
%

R
N
o

EANVARNVAS
DM

any
A\
i
A

» B.(Ir\arxj?.-
L

N
N
AL
D
NN,

R
Yar il
N
VA
N
JanSAN
PNV

B\W\} l

L

AN
NV

e

%

:

q

i ) "\2\’

v 4

i

”

e = = e e i ————— e e

i~ O
-0 |}
Ao

e

N

N
JSA\
O\
AR
ANZ
N
N

D
—p
|/
\.IL7.
D

P
4N

Y
—
4
A
AR
Ja
N
D
N
A
/-
N
NV

Ny

o
D
L/
-
EIGURE 3-22

o
M

Py
N>

—
Jan

AN
AN
P

N
JARY
£ "
NZaD

N
P

e
|/
Iy
U




T _ . r I T ]
_. 211 “ - [ nanTnE e
1 N Y : 1 14
! T H ! (IR
¢ i ' Ty i iy [ i !
] i ) T N i _
“ “f. L T i | n T
H | i i 1 i SERN ¥ L I 1 H
: i T n T T 5 11 Ot i
! . iy i H i i 1. ] i " ) 1
z i i i i i - , |
i ﬁw, b L1 - i Pl i o i
T 1 i : . : ; {
- , ] e - E A P e e
i | (04 , N A
- _ _ e ..//,|.../ i "0 1 i R
" T I ; B . i N DR
: i ] 1 N i T L D
| t ! 1 Nt , i N TR
| 1 T S 5 ; i ml
I ! e 1 A
] ! X | I . IR
i i [ : o) o0 Ot : Y
: | L) I _ el Atud bl T EINRENE Y o
) i ¥ | " A 7l _m
_ _ 1 i Ol N
i I ] 3 ] t : D... 0\0-
] T ] ] 1O .
i ! - i Py blpey it
: i i [ ! g t 1 :
i q i 1 i ! N A ru}\.._
] i i [ i 11 i
- “ i - ﬁ., i ] —
= T i — 1 4]
| 8 EREREREE-Ewy
.M,V/ P h
> i C RO S
: m N ) !
: ] = W
N “ ~ b/ w
i \ W,
1 ] i R [ oo i
i ] i i i ~
| ! ! i O
t [ ] PN
] : 3 i e
i [ i H I
! : ¥ .
] i =
] H | o4
! T 1 1 | | X i %
. i ' 1 i | I} i
) i { ] ! 1 -
. { i [ |
! i ] i . i
‘ ! | [ | ;
' i T - i 5
: ] [ I i
i [ . * N . i I
! i [N B} i 1 RN NIERN T %
: i 1 i P [ [ | ] T ] ; ; ¢
i o) : Y ' [ R s N RS ~ il i i §
\ 0 i Rl 1] i ST N D hsd 2y i i
. =35 ~t: X ; T I o s N RN ¢ B N b H » td
i i~ ! { . i 1 f ! : [l f, bt { '
i i NE ] T i N il
! ¢ ¢ B e | il b P L VT T L ki
i i H i1 T ..._m,. ' a_..._) i il 1
1 K 1 ] RN i i
i i [ T [ I | W
ecten L1 1 i i I (I ; i i .




{

NN ST

" . M R . . : K

N
BINEIN INENENENENE

FIGURE " ®-25



: Code

©input inP\E
. O™ filter

92 TIANDIA

regen EF- )
- :
. b\nary -
4 ‘f L ' 3
$qnch b'\nanj ;:L:C | -
Sep matex
bl"f\an;,
1 1 Y
sunich bina b L P
' e ey — — — filter ]
et
- ] 3
 § T )
LB - ‘Curn
fileer = F - ¢ Source| T T T E.F
? \
: R network Samp. [borar

#\ha(ogue
outPut



© e s | e 2 e

x:;l.-.w-- '(.-. o A T, ey s -4 e T +~ s R Y, 1) ~§‘ x—'!
N H
1.

: N
. ‘
"

a

Loim

(o v ot o s e e e

UPNEYIR T S

o ,_._’.‘" .'.- ) _ . - .

dema TIeTL

T Y . JU R

- FIGURE ~ 3-27 L i

Gl
- —— ... / ) l‘ s ‘
\ o
r

- a | n] _'.,.;\N " .

5 g | - ‘ . ' -Qestared : ',' .
¢

| s |

=
d

o Code
| —E—-A/w % — 429

& - o

. 77 FIGUREL3:28

“\2v

—O Separator

{;c Pulse
Q%eneratori

+12y ——

_FIGURE 3-29




oc12

L 1
'
g Py - ~
S - - ——— B o —,

RS U

Ragenerstor ™"
. 0 avtput

-Seo '

€

:'Ov 12,

ZE 25 %zrzig ZE . ’

FIGURE 3731

g1 vo—

o wo

8‘ .

.r_g. .b.o‘

v NO
{ OO

Reset

L |go—ﬂ
Yo
...0C44

47K 'zli\%' 000\ . 0-0al2 %2:2\&

R

¢ . . T . L N . N N T - RN
. A . . . - . .. o T D e e - < s
e e T o N S R AR R Y
.__.‘_—..,_*-._-91—-7—-«—.—-7""“""""?,_.’,;: K N \ L ~ N T St .. et R
SR IR LI P \ \ AP L T S N R R
- K IR LA RERMR LR N T R ) IS At NS LT L v A R Lo

O R T

e

—— iy s

e



PR I
5

CNea

v FIGURENZ33L

. AN
. 0
Clo- >- >

) N
. : . o
g e e e Yo ke it e e e ¢ e e e < B e R
' . SN
oy
v T
. . . . : . PUEE
“e e g - .- - O .- . -t .- P
SaTlLAl . - I !
B “ g O . i
; !. 3 30 e AR 7
! T - . . s - .
B T e Lt e L SN PAERLAS P NN
* v ERN : ’
, e - o b o

-t
E

TTFIGURE 13-34

!W\ . rater |l . sh'cér l Po.\%e afﬂpliﬁ\'er ' _ -

R
‘
BN N
ECOR - B S TR I Bt S xR L e e a el el eiamas el
; ; : ; = ; E
e b e e e Mk vt e o ba

. \25a q-bh
. A N .' * , | d
R S cnadih SR SR |

o

. 28-3kn

T 283ka

0-04pf
H/“

4vA"4%

0-04/0;

14-1 kvnzf ‘ :

%

- oo2pf O

. "O:A‘ -

5

T FIGURE . 3-32

e G ciemew s latanms L, ~d s

D

e e -

L I~ TSR

]
1
VN
8
.

e Tt
TR

B Rt I B VO et L T et s LI

TITET

e

A LA ol AR

L e e



S TR

R R SRR

. ' : .. . | : ';-'_ o ,_W_ﬁ.ﬂ,.1“!‘5‘,“%;,_;_??3?:‘
L T EIGURETB 435
.o T HIGURE 3-360 L L
‘ : ‘ S\Jnch . T
. . Q . -
‘ , _pulse
‘ Binory 4 .1 .
. (LR
’ . . * '. | ] - ) 8 :
| 2k
S L Y FGURES

)
.
A
'
.ot

H
o .
. . L
. .
[ .
B Rl
.
'
t —
—
. 1
v
’ .
7 o
R A
'
R ,
t .
.
'
* K
[
. . :
“
. '
" * [
i R
' NI
i v
. I
* ' >
N Ty .
.
. . . .
.- .
"
e e



- -
. U_'
N .
v .
Ll
. 3
[}
' —— e . » o . Lo AN ,
R X ‘ . ) ) S " -v-‘-— —— --——.-vn— e ———y - [T t .. /,
. \ . . . . - . ‘L te '
Sl . FIGURE.3-38 . . .
- e - S N R iy o o e o e e i = et e e e )
. R ' . . ) ' " ot
' X . h T e "
. N i ’r
. . : PIN
e \ ' 9 M
. - k .
- o " .
' g
. .
. .- [ o ‘. g
: VL ' . Ve N : SRR C . '
- » N - K .
s " . ' . . ¥ .
. . O RN . - e 2 .
: - ! ' ) o
[ . : -t - f - ! -
1} ! " :
P o FIGURE. 3-39
- PO .- . ) ‘. .. . - Rt o X :
. } o . . ! ’
. N —— .. - SN sorw - R L . e e . , . .
. . 3 , . i . oy :
. ) L ] ‘ L . i
\
1 v
- v ;e
, . i
] . \ :
. . M 4
- - ‘; .
f . 4 L. .
o . . . R oo s .
b i K
> . . ' '
- . . * ;
Lo s et ST e : PN B . T L P A '
-' FIGURE | o
. - Ve e et o s e e it o et . 3 4‘0 “. ' . N
T , 1 . N N . - . ‘ M L}
N . . .
~ ke e At At kw4 Jmadiean ELL e My o S et As w g H : .,
- ‘ '; . .
. . L '
. e e s e e
. R CAd
. : x ' . NSRS SRty b
* . . 4 “ - ot
e v . v R " . 1
' . A - H .
¥ . . . .
Al R ¥ . . - * ~
. B § . . o
\ i ! . M
{: . .o N :
* P ’ N )
. . i. . . L [
' AT : e e
L4 . . B . a N . . . ' i
FUR ' S T [ . . - . ) L
0 . . ‘¢ - )
: ’ FIGURE 3-4l :
Ve
[ a Lo ' ' toe
. - 1 i
' . e e ¥ : .- T TV e TRt L Ty g T °
T v TN L . Lo . . LN N .
! , L ° o ' Lo e " ' . '
: R o e, . e : : TR N | N

v
.

~

y -
'
j




v

Yt T g v

O Lk R IR IR IR it

et Sine

P T I R T A

B N L

R R et el

ceepe

¥ - o = . T e e L -
PR IO SR UELL-LEPSC RO PSSR M S St e

; 23 . . 3 )
- - .ot - ; - . I : . - v e B <
N - R " ;
O . - - ’ 3
va - Lt T . . . m"
v st easem e AW%WJ§>JGU7~UUUM T X
' o\ it g
T x
TRERE 4
il - L
t . - -
i1 5
.1”;_ ] 1 .
dytd g 19\.
Tt |
s -1 |
el T h
A — |
Ty h
Y
.z |
ol [
L
: g ¢
it |14 .
s o o Ay -
e e e T e P i e e ) e m e VI T, R e e e o 0
ad . — + 0 - . h
, Uit g v 1 v - .
e B et 1 o e g ,
s s [t e oot ~ .
e e e g B
’ e A [N
el St Supibvag it vnsmmeii .
oy J
; Rt W e -~
] o N
s
.. j! I .
- i
T
— t
! -
! . ! : . -
! . : R ! . N
ST T T W
w RS e e ey ek — )
] B eny - 23 -
BRI W t ] , RIS §. -
i : ' i ; AR,
R R HNES G S
. =t t it e ] H
R e 1 T .
. ot i “1 lf\..” - ' 1 : : -
N B ! ; T ¥ o
. R PR | . . —~1 . 4 + t .
R~ (3 } - 1 0 Ty m ¥ -~ o
1 -+ - + g : s -
gt ! e v - ¥ : e’
U ELin A G Sy e S O [ Sap Smpa — T 1 X
e ety pnen St Aepee R SR el e ari e om o mene o b + be
AT o
R Sk SRl el | ]
Jisst o e ;
b R LA 1‘7..1. R
lllll TR EES I I B 3
o Teod ° -
. . -
s v . ——
* . - ~ .
S . -



. * - % » .\
' < .
4 . . ‘ : . ; » = : . & e
31 F . 7
¥ q A
-3
. l 4
X e :
e
'
. -
b4 S - h.‘l‘.f}i(}.’.'i\l?\(?ti’* - E =
& A e e A . f, 2 5 ¥ 2 S T S ek . Py PR S DR
4 S . 2 v e s : & :
z § s R
w4 e 5 e
o & o
P
K $ ~
=3 & » » 3
¥ . 7
| -~
3
B
e
ot
: .
"% aem —wfvtl& ), g
. A ‘d
- ; p—
\ T . )
v '
O./ ; g

gt i v . .. 3 " o E t ¢ f{y A\.m v .‘ i
- ot t o . TR s AR
. s gsmar B £27 780/ )

sy ) Siwen /b
2Ry
Bl s

-




FIGURE 3-47

.,

RS

R PR

¥

-+
4+

-
g

LA AR

bl

O s e o R el s BB

i

PR

¥
{

.

4
st

FIGURE 3-48

S A

(X TF

{ " B
3 -4
-
=
- r&.,i s et it e
-
t -
-
i p :
19 g -4
ST
| -
-
— 3
— b -4
i 3
y -4
* y
SUSEDIETS ISR
-
o
<+
3 ¥ &
.r!..l_lltwli
"
. -
FIEPEISS SRS S
o
e
% - -4
ﬁi -+ Ak
e R T T S can i
Wi s i

AL Y

e o et

ke

TN N

FIGURE 3-49




.

paroRep
s35|1H

pappe

sssing

423uNOD.

3}

hepq

dwg as)0d

1opeuaubey

Al
ISSIWSURY |

32400C
wod

4

2300
uw..OZ

FIGURE 3-50




4,

SAMPLING PHENOMENA

The result of failing to sample a signal at a sufficient
rate has been illustrated in Section 1.3. Overlapping of the

sidebands in the '.sa.mpled signal occurs, and the demodulation

‘filter camnot separate the spurious components which have been

introduced into its bandwidth.

The nature of these components will be investigated both
theoretically and experimentally by letting the input signal
bandwidth exceed half the se;xnpling rate.

4.1 The spurious freguencies
. Lot the input sz.gnal be a simusoid of frequency
fc/s:  £(t) = A gin 27n£t, and let the sampling rate
be f@ per sec. Then the nth sample, taken at v f o
c

will be f(t )=Asin (2n £+ 9),
fc

Letting £ be g:rea.ter than & fe, write
‘ 1
£ mfc £
where m is an integer and £' < & fo.
Making this substitution, the sa.mple is
f(t)-AsinEZﬂ'n( )+e‘}

1
aAsiniZﬂ‘n_m-»zﬂ‘n%— +e1}
e

1
i +e1)fora.lln.

- A ei‘n(i-_ 2Tn roy

This sample is the same as would be obtained from a
properly bandlimited signal of frequency f‘. Thus
every input frequency f, greater than % fe, contributes
pover to the bage-band zero to % fe, and at a frequency
f-mfc, where ) |
(m+3) £5f > (ned) £,
This effcct can be described as a concertina-folding
of the input signal spectrum at the ha,rmonic‘s.of the sampling

frequency, and this is illustrated in Figurekels

4/1
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4.2 Evidence of the Spurious Frequencies

As a general result of the foldback, effect, all
harmonically~related frequencies give rise to a line-spectrum
set in the band zero to fg. If the input has only an harmonic
11Q9 spectrum itself - aezwill any repetitive waveform =~ the
foldback spedtrtm can be made into sets of harmonic line
spectra by making the input frequencies lie one to each "fold®,
that is, one to each band £, (m* %), as far as possible. It is
not possible to put only one in every such band because there
exists an m, however large, for which an input harmonic and the
corresponding mf, differ by more than éfc. When thié occurs,
one harmonic set is complete and another starts, and unless the
above difference is exactly 4f, the new set is not related to
the previcus one. If the input fundamental frequency f is
situated in the first fold, that is, £=-f, * f', where f£'< éfe,
then the set of the first 2%, harmonics folds back as the first
set and has the same shape of amplitude distritution as the
input. The set of the next g%’ harmonics also folds back, but
has a reversed amplitude distribution. Subsequent sets behave
alternately a; the first two, until eventually the remaining
harmonics coniain negligible power. If the first set can be
given sufficient harmonics to contaln most of the pover of the

input signal (by making f' -0, for example) this set forms a
good replica of the input with a fundamental of f', and it can
be separated from the input and sampling signals simply by the
#f, lowpass filter. That good replicas of several useful
vaveforms can be generated in this way is shown by a novel
analysis imppendix C, This technique therefore provides a
simple way of separating and observing the spurious components
caused by too low a sampling rate;

It is interesting to note that as the input fundamental
frequency is decreased through f,, fhe replica fundamental
frequency passes from positive through zero to negative values.
If the input is an odd function of time the replica, being like-
wise odd, must change sign as its frequency passes through zsero.
This follows because an odd function has a Fourier expansion of
the form: Ap sin 2fnft, and its replica is consequently of the



Al

forms B sin2fnf't, each tern of which changes sign with £'.
On the other hand, an even function gives as a replica a
series in cos 2/ nf't, which does not change sign with ft,

An experimental investigation of the foldback effect
was made by applying to the modulator input signals with
repetition rates close to the éampling frequency, and observing
the filtered output from the demodulator. Although the
experiment required only a sampler and a filter the intervening
analogue-to-digital and digital-to-analogue conversions were
retained because they did not affedt the result and the existing
equipment could beused with iittle modification. The only change
made was to the output filter which was given a cutoff just
below the minimum input frequency so that it would have little
1nfluenqe on the foldback gignals.

The odd-function signal used was a sawtooth wave,
and the even~function was a triangular wave; these two aré
analysed in fpnendfix ¢, Figures 4,5 and 4 3 show the replica
vaveform resulting from the sawtooth when the input frequency
is above and below the sampling frequency, respectively, while
Figure 4,4 shows the replica obtained from the triangular wave
in either case. The shape of the waveform is easily recognizable
despite the presence of only a few harmonics and of considerable
mains-frequency pickup. The triangular repliea is particularly

good because about 90% of its amplitude is first harmoniec. The

predicted reversal of the sawtooth slope is quite obvious in

‘Figures 442 and 443,

The results of the experiment are taken as satisfactory
verification of the foldback effect theory deve;oped iﬁ Section 4ot
A graphical method for construecting replicas is given in
Appehdix C. The sawtooth and triangular waves are drawn as
examples, and similarity between these and the experimental
results is very distinct. This provides proof of a satisfactory

experimental technique.

4/3
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APPENDIX A
Theorom 1
A signal £(t) bandlimited to B ¢/s is uniquely specified

by amplitude samples taken every _1 seconds
ZB *

Proof
(-]
Let the transform of £(t) be F(p) = f £(t)e Prat,

—~co
Then although F(p) = 0 for |w|>21B because f(t) is bandlimited,
it can be made arbitrarily periodic with period 4 iB and exzpanded
in a Fourler series of this périod if its use is always
restricted to the interval {w|<2nB,

Hence <L 2 _w
F(p) © ZJ}?-); Z cne 47"3 0001)
(1]
Jn
= 31 c e’ Z=—w forw<d2x3B,
ATB Z n 2B !
and =0 for W Y2 KB,
where the ¢ , 2re defined by ~5@
= v
Qn ‘(F(p)e oB dw 00-2)
B 1
But, by definition of ¥(p),
£(t) = {_ .,( F(p)e® ‘aw
2K “-oo -
t
- 1__ F(p)ep dW, cov3)
2T “e
so that at the particular time
t 5 e=n_
e
f) = o [ e
= _OB from 2’)- 0004)
27%

Thus the expansion cocfficients of F(p) may be ob.ained from
amplitude samples taken every _1 _ seconds. Then, since equation
3) défines £(t) in terms of F(pg? it also defines £(t) by these
2B samples per second. This completes the proof.

If the substitution for ¢ , is made in equation 1),

oo
F(p) = _1_) 2nf (=_n_)e’ o
-~ 2B

4nB ,
for |w|<2R%B ese5)
Therefore from equation 3 ), ,
£(t) = 2 [ 2.f (— yejw(t"ii)dw..s)
B 28~ 2B 4
) e
c1_ Y r(=n) | MBIa,
4RB = 2B 9@

since the integral mast be finite, and f( — n )50 dsn—> o
28
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.for a real simnal. Therefore,

£(t) I_f( g_) sin_ 25 B(t + 25) eesT)

nE-e 278 (t + --)

This shows that at any instant £(t) is made up of the sum of all
samples weighted by a factor centred on the time of taking that
sample.
Theorem 2

A lowpass filter is sufficient to reconstruct £(t)
from-amplitude samples taken at a uniform rate of 2B per second -
iff(t) has been bandlimited to B c/é before being sampled.

The samples f(n_) may be either constant-amplitude pulses
of widthT seconds, of’Bimpulses of amplitude { £(n_), because

2B
the Fourier transform of either is
F(jw) = £(n )t e‘j“’tn where $, is the time
2B . i
of occurrence of the pulse. : eee8)

The response of an ideal lowpass filter of bandwidth B, unity

gain, and linear phase-shift is

6(jw) = 1.e™"%  for vl L 2R B
=0 for \yw> 2R1B ees9)

Hence the output of such a filter in response to the input
palse is
wt
o) =1 § F(smatamed s

=1 7.ﬁg(n gt = t)aw
2nr -8 2B .
= 2Bf(n ) sin2l‘3§t'(t+t)g
2B ZTB
(f: t,) ,
é ' 2 ¢e+10)

which, by comparison with equation 7), shows that the lowpass
filter applies the desired weighting factor to the pulse,

Now this factor is unity for ¢ = (to + t1), and zero for

t = (t + t ) + m_ where m = +1, +2, +3, sese.. Therefore, if
other pulses arezzpplied at interva.ls of 3 they will not
interact because at the instant of applicgfion the weighting
factors for all other pulses are zero, while the factor for the
applied pulse is unity. For such a pulse train, the filter

oatput at any instant is simply the superposition of all the
outputs given by equation 10),
)

e(t) = ) 2Bt f(n) sin 27B(t - %ﬁ) -eell)
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Hence, . from equation 7),
g(t) = 2Bt £(t).
A lowpass filter is therefore sufficient to reconstruct

£(t) from, the sample pulses.
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APPENDIX B
BISTABLE R_DESIGN
B.1 D=C DESIGN

The basic bistable multivibrator, or flipflop, is
shown in Figure Bel. It comprises two common-emitter
amplifiers connected in a positive feedback loop to produce
two stable étates: the left~hand transistor fully conducting
and the right~hand transistor cut off, and vice versa.

A d-c design is satisfactory if these two states
are maintained despite component tolerances and temperature
variation, and the following analysis is made to determine
whether a solution is possible. The conducting and non-
conducting states are considered separately to find a range
of values for the base resistors which satisfies both
requirements.

ON_gondition: In Figure B-2(a), which shows the drive
requirements of the saturated transistor, _

Ig - Ve = VBon __ VmB * VBon .....1)
R;, + Rp Ry
(neglects I,, from OFF collector)

From Figure B-2(b) the collector current may be found as

Ie _ VEQ — ch.ﬁ - VEB + VGES
Ry, Rg + Ry
(neglects I cBo into OFF bage)
= M ? 0002)
- - R
'3

to be justified later.
Now the base current which will saturate all transistors 1is

Ig ; therefore, for guaranteed saturation, :II8 ? __Iq___ ’
bFE min hFE min
that is, from 1), 2), VQE - VB on v}313 + VB og;vcc — vC_ES__
R, + Rp Rp R 1, h¥E min
VBB + vg on )
therefore, Rg) Voo~ Vp 08 Voo Voge veed)

Ry, + Rp RiBpE min



OFF conditiop: Figure B-3 shows the base conditions for the

nonconducting transistor.

IBort - VBB~ VBose YBoge * Vomg  eeev4)
RB -’». %

To ensure cutoff Ig e must b‘?lcﬂo max &Y the highest
temperature of operatibn. Therefore,

IcBo VBB - VB off VB offtVcES
B
that is, Bg ¢ Rp (Vmp—Vp orp ) cees5)

By IeBo mex*VB offVcES

Equations 3) and 5) define permissible values of Ry and
Rp for chosen values of supply voltages and transistor characteristics.
If Ry ig plotted as a function of Rp for the two cases, a region should
be defined in which both equations are satisfied, so that a choice
can be made of a set of values for Ry and Rpe

The transistor type is 0C44, for vhich hgp ooo = 20 &t
Ic = 5 mA, and I.p, m::loo/ua at 55°C with VB opg=0-5V.
A typical Vg ,,=0.3V, and Vgpg = 0.2V. The supply rails are at + 12V,
which fixes the load resistor as approximately RL-_-% = 2.2Ka.

The resulting plots of Rg as a function of By are given in

Figure B-4. The set of values, Ry=1Z&Km=, Ry = 47K.5., is chosen
in the centre of the large regionof permissible solutions in orxder
to ensure high reliability, in the face of adverse component and
voltage tolerances. A more economical solution is obtained towards

the top-of the region, but at the expense of reliability and switching

speeds It is now necessary to check the assumption made in the
simplification of equation 2). Substituting,

.v_gg--fi—-—zgﬁ = 5037m,
L

vhich is much greater than

BB TGRS g ma
R = [ ]
B+ Bp
go that the assumption is justified to sufficient accuracy for this
analysis.
B.2 Iransient Analysig
By use of capacitors across the base drive resistors in

Figure B-1 1t is possible to improve the switching-time of the flipflop.

The drive circuit is then analogous to the phase-advance network in &

B/2



linear amplifier, although.it is better considered as a. transient
overdrive source for the base. The switching-time ﬁprovement
follows a law of diminishing return as the capacitogs are increased,
and the maximum triggering ,ra.té also decreasese

In Figure B-S consider the instant at which transistor T1 is
switched on, The capacitor Cp must discharge through the parallel paths
of Rp and Ry + Rgqt where R, is the saturated collector resistance of

Tl. This time~constant is therefores

& Cp Ry (Rg+ Rope )
- Rp + Rp + Rgat

Now congider the instant at which Tl is switched off. The charging paths
for Cp are now through Ry and through Rp, in series with the parallel paths

Rg and ry,, where rj, is the common emitter input impedance of Tl. This

time~constant is therefore
( . Fin Rp)
t. = Cp Bp (R, rapRp )
2 Rp+B, + rznf-RE
rin*tRB .

In this design, 1] >t5, so that the maximum triggering frequency

is of the oxrder of ’max . RD + RB
Cp Bp Ry

- SR 2100 /s
- 12 x 47 x 109 x 1.2 x 19~9

— . 80 Ke/s,

which is certainly satisfactory in this application.
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APPENDIX C

Construction of replica waveforms from harmonic sets

derived by foldback can be performed graphically.

En this analysis f' is chosen for convenience so that the
harmonic sets coincide and so that only a few harmonics are formed.

To maintain cloge relation tﬁth the experimental results, twelve
harmonics are used by putting ie_' - 12.5,

2f
corresponding to £, = 62.5 o/s and £ = 65 c/s.

The two waveforms constructed are a sawtooth and a triangular

wave, whose Fourier series expansions are:-

oD
sawtooths YV, = 2E i ()
1% 5 5 siaaf
8 ) -
triangles  y, = 8E 1 cos nb
ﬁa nef{ n

Table C,1 shows the method of performing the eonstruction
of the replica, and its explanation is as follows:
Line 1t The frequencies of the first 12 harmonics of f.
_g-;:_l._né_'g;_: The corresponding values of f£f' found from
g ag - nf°<%fc, Because of the choice of

_f_q, = 12.5 there are only 12 possible values .

gt
Line 3: The coefficients of the appropriate harmoniecs in

the Fourier series for 4 (say), wrif:.ten from left
to ri@to

Line 4: The coefficients of the next 12 harmonics of Tyr
B written from right to left.

Line 5: The coefficients of the next 12 harmonics of Ty

| written from left to right.

L The last two steps are rei;ea.t'ed until the coefficients

becomes sufficiently small compared with unity. Lines 3,

4 and 5 are.the coefficients of the first thrce harmonics

sets foldéd back.

Line 6: The sum of the coefficients for each harmonic of f*.

These are the coefficients of the harmonic expansion of

the replica.

Line 7:  The Fourier coefficients of the first 12 harmonics of £,

for comparison with Line 6.

A graphical construction is then used to draw the replica function from

the coefficients in Line 6.

c/1



c/e
The two replicas constructed from the calculations in Table C.1
are given in FPigures C.2 and C.3. They show that the foldback effect
can generate excellent replicas from a few harmonics. The similarity

to the experimental results given in Figures 4.2 and 4.4 is most marked..
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APPENDIX D

Other Applications of Synch Detector

| The modified clamp circuit described in Section 2.2.3
has several interesting applications resulting from its umusual
two=-level ocutput.

Reference to Figure 2-18 shows that if the repetition rate
of A is an integral multiple of that of B, then as long as the
negative part of B is narrower than the positive part of A the
clamp action will be the same, and the phasc response will be
similar, although there will be an intesral number of phasings
of B with respect to A which yield the same output. This response
is sketched in Fisure D=1 for a frequency ratio of two.

If B is considered as the synch pulse, this means that a
flyvheel oscillator can be synchronigzed to any intezral multiple
of the synch frequency, although the phase will be ambisuous.

The significant feature is that the two detector output levels
are independent of the frequency ratio.

It is-also poseible with this synch detector to lock an
ogeillator to a frequency lower. than the synch frequency, If B
has a repetition rate which is an inte:;xdl multiple of A's, as
in Figure D-2, the phase response will again be a pattern repeating

every wt% where 0 is the slip ansular frequency. There is a further

restriction that T.‘<_'£§ in this case, so that the negative part of A
can span n successivensynoh pulses and thereby bc unaffected by all
but the first. This incidentally gives the output a greater averase
amplitude per slip cycle, but again it can have only two possible
values re;ardless of the frequency ratio. |

Although the analysis have been given for signals with zero
risetimes, this is not essential: a sinusoldal flywheel oscillator
will _give an approximately sinusoidal phase regponse with a narrow
synch pulse.

The two techniques deseribed are noteworthy for glvinz a
flywheel ﬁontroi which is independent of the frequency ratio, and a
phase«lock which is as tizht as the waveform risetimes are short.
It could be expected that /in applications of this circuit to locked=

oscillator frequency dividers and multipliers}ratios as hi: as 100

D/1



. L/2
could be easily maintained, for ratios of 20 have been achieved

in very simple experiments. The only difficulty arises in first

.establishing the correct ratio, and this is merely a sctting-up procedurc.
With appropriate flywheel filter and oscillator design, a frequency multiplier
or divider could be constructed which would be capable of tracking a

frequency modulated input.
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. DIVERSE EQUIPMENT -

INTRODUCTIONS

Miscellaneous design tasks, undertaken to assist the
instrumentation of geological reseaééh, yielded some novel circuit
techniques. Pieces of such equipment are described in the following
Sections.

The first Section contains a description and analysis of two
improvements to low-tension high-current regulated power supplies, and
gives a circuit of a general purpose unit which is protected against
short=circuit faults.

In the second Section, the design of a porteble unit for
measuring bore-hole temperaﬁures to better than 0.01°C is described.
This unit is a modification to an earlier design using the same bridge
technique but having improved circuits.

Equipment which was designed and built to provide‘timing
signals for a seismic research laboratory is described in Section 3.
This comprises a digital "elock” which marks data recordings with a
ruler time=-scale, and a modulator and detector which enable timing
signals to be transmitted to a remote station via a telephone line

vhich is simultaneously used for transmitting data.
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1.1 Introduction

1.2

For equipment being developed in the laboratory
it is highly desirable to have power supplies which are
not damaged by being short-circuited. Fusing is not
satisfactory because permanent damage can be done to
semiconductors during the time taken for a series fuse
to blow. The protection must therefore be built into the
overload characteristics of the regulator;

The series regulator is regarded as the least lossy
type for constant-voltage applications because the series
trangistor can operate with only a small voltage drop across
it, but it becomes seriously inefficient when short~circuit
protection is incorporated. The shunt regulator, on the
other hand, is inherently safe under short-circuit conditions
but it is lossy and this power is.dissipated in the control
transistor.

Only one reference to the use of a trangistor shunt
regulator has been fbund(72) ut attention is:directed there
not to protection aspects but rather to the achievement of a
high loop gain for low output impedance.

This report describes onme improvement to the basiec
shunt regulator which reduces the maximum control element

dissipation by a factor of nearly four, and another improvement

‘which permits simple control of the output resistance of such

a regulator to gero or negative values.
erie ato t

The basic series regulator shown in Figure l-l is an

emitter follower with the load as 1ts emitter resistance and

current-limiter. When the load is short-circuited the emitter
current is limited only by the resistance of the unregulated.
source, and the voltage across the series element is equal to

the unregulated voltage at that current. The simultaneous
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states of high collector current and high éollector—émitter
volfage (and therefore the condition of high dissipation)

can therefore be avoided by inclusion of a resistance Rg

to pad the output resistance of the unregulated supply. R,
is chosen so that the series transistor is almost bottomed
at the highest normal load current; at higher load currents,
the regulator acts as;a.source of repistance Rg, as shown in
Figure 1-3, Unfortunately the peak current which the series
transistor mst handle is im+-%s, where i, is the maximumlloﬁd
current required at a regulated voltage V, and unless Ry is
high a transistor rated well above iy 1s necessary. If Rg

is chosen large, the input voltage at no-load must also be

large, and the series transistor power dissipation during

normal regulation is increased, necessitating improved cooling
or again a larger transistor. |
Shunt Reesulator Dissipation

The éimple shunt regulator shown in Figure 1~3 contains
a shunt load V2 controlled by an error amplifier V1. As the
load decreases, current is divertedlinto V2 by the drop in the

base-emitter voltage of V1. By keeping the voltage constant

across the shunt paths V2 and Ry, this regulator maintains a

constant current through the serics resistance Rg (for a constant

input voltage). For example, as the load current decreases, more
current is diverted into V2 because the increase inthe base-emitter
voltage of V1 increases the collector current in both transistors.
During a short~=circuit condition no current flows in the shuﬁt path

V2, and the load current is limited by Rye The most stringent

" operating conditions for V2 occur at no-load, when it must withstand

simultaneously the full-load current and the regulated output voltage.
di on To
The high-dissipation condition in the shunt regulator
can be improved with no loss in regulator performance by the -
inclusion of a resistance R, in series with V2, as shown in
Figure l.4. R, is chosen to be apprbxihately equal to the minimum

load resistance under normal conditions. In this way, the resistance

11/1/2
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of the shunt path via V2 has a minimum valuc of Ry 4, s
ocourring at no-loads ncarly allthe output voltage is déropped
across this resistor, leaving V2 with a low collector-emitter
voltage. The shunt transistor pewer dissipation is now sero
(1doally) at no-lcad and full-load, and meximunm at half-load,
vhen it is % . .1.“2 - an improvement of four times. The shunt
resictor R, ie chosen slightly lover than the minimmum load
resistance so that V2 is not bottomed noar no~load. This
allows the ripple voltage to be developed at the collector of

V2 without clipping.

Qutput Rasictance
The output resistance R, of the shunt regulator may be

caleulated from Figure l.5. The voltage errors betuosn the

- output ey and the reference V controls an amplifier of transfer

conductance ge Neglecting the current drawn by tho amplifier V1,

®n—9% _i,- gg, eeel)
- Ry
and E = 8y = v o002)
therefore %(8*%)=‘5‘o + &g .gv,
thorefore ¢ Ro:'-_.deo = L———- 0-03)
Alp g +a
Rg

This can novor be made sero, and a simple amplifier might haveg = 10
amp/volt, giving an output resistance of about 0.1 ohms

It ia not nececsary to resort to a more elaborate arcplifior
to reduco the cutput resistance if use is made of load compensation.
The circuit in Figure 1.6 shows a simple way in which to incorporate
load compensation by using the prosence of the limiting resistor Res
a fraction X of the shunt transistor collector voltage e, ic added to
the reference voltage Ve
Then, neglecting the currents in V1 and Rl, for cimplicity )but

assuming the scurce resistance of the voltage & 8, W be very low

eiuf_eg "‘05"88) . 0006)
Rs
€ = eo-‘l-aec, -005)
and Q°=G° - (M - 10) BO. 00006)

Rg

11/1/3
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Substituting 5) in 4),

_e__j_,lg__:l"‘_ja - 1°=g(e° - V "0(86), o.‘?)
8

and substituting 6) in 7), and regrouping terms,

“io (1 - < gR)-e, § é+%ﬁ - o(g(l+§ﬁ)i - &7 + 218 (R, - 1),
8 ’ 2}

0608)
= -d® -

Therefore R, = ,A_Ig - 1 =£<gRe .

o 8+% -«g(L,Be ) : ees9)

o R

This reduces to the result in 3) if o« = 0, but the more
important case, which makes R, =0, is

ol = -';-" L] 00010)

8Ro .
When typical values of g and Ry are inserted in 10), it is seen

%.haﬁ « is very small. The potentiometer Rl may therefore be
chosen tojustify the earlier assumption that «RL is of the order
of ohms even though Rl >>Rg.
Use of a value of < greater than —éﬁc- results in a stablg
negative output resisténce.
It is also interesting to note the effect of o on the
stabliization factor 4% , From 8),

. Aein
a1
RS ( g ;_L- - < 1 Rc ) = ...ll)
( f“R, gl +-..R8)) Rg

Hence the value of «< vhich makes Ro = 0 also makes 8 =0,
1.7 Regulator Gircuit and Performance |

The complete circuit of the+1¥ 1l amp supplies is given in
Figures 1-7. Each unregulated supply is obtained from a full-wave
rectifier and a capacitor-input filter, and feeds the regulator
through a series resistance which is also employed us a ripple
filter. The regulator differs slightly from the basic circuit
of Figure 1«6 by the inclusion of a 9 volt Zener diode in the

emitter of V1 to reduce the power diseipated in that transistor.

The two Zener diodes in series comprise the reference voltage, and
no adjustment is provided for the ocutput voltage.

The load compensation factor < is made gdjustable over a
small range from gero to 0.03, so that the output resistance ecan

be set finely. Since the amplifier has a transconductance of about
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10 amp/volt, the critical value ofct is about 0.01, and the output
resistance can therefore be made negative to about =0,1 2.
The amplifier gain is a function of the load current, since tﬁe
transistor current gain varies with the collector current, and
consequently the critical value of & cannot be maintained aver
the full load range. Nevertheless, thevcompensation teehniqué
holds the output voltage variation, inclﬁding ripple, to less
than 2 oV during a full-load change and an AC input voltage
change of* 15%.-
Gonclugiongy

Two techniques have been developed which can be applied
easily to any shunt regulétor and oggr easing of transistor
dissipation and improved performance with no penalty. These
techniques are believed to te novel.
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2. PORTABLE BRIDGE FOR BOREHOLB TEMPERATURE MEASUREMENT
2.1 Intreduction

An earlier dIeaa:lgn't of a transistorized unit for
neasurement of borehole temperatures was found to be
inconvenient in operation due to its having a long
settling time after switching transients.

The pringiple of operation of this unit was to match
the resistance of a calibrated thermistor in an a-c bridge,
balance being detected by a transistor amplifier and a
phase~sensitive rectifier, and indicated by ameter. The
fault lay in the capacitive-coupling of thé bridge amplifier,
and this part of the unit was re~designed., As a result, it
was found that the heavy phase-detector transformer could be
ellminated, and the whole amplifier, rectifier and meter amplifier
was integrated in a new design.

This report describes the bridge technique and the
new null=detection systenm.

2.2 Bridge h

The bridge consists of two equal oscillator-fed transformer
arms, the thermistor, and the ratio arm. Bridge unbalance due
to inequality of the two resistive arms produces a square wave
voltage at the exciting frequency betwsen the centre of the
transformer arms and the centre of the resistive arms. If the
unbalance is also capacitive or inductive, a transient analysis
will give the modified square wave which isproduced. The gign

of the output voltage with respect to the exciting voltage differs

either side of resistive balance, the amplitude passing through

zero at balance. However, since the exciltation waveform is

symmetrical, a change of sign through zero is the same as a discrete
change of phase of 180°, and a phase~detector provides a very

sensitive unbalance detector.

T  G.H. Newstead: "A Portable Light Weight Bridge for Use in
Borehole Temperature Measurements", University

of Tasmania, February, 1958.
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2.3 Pridge pmplifier
-The phase detector is preceded Ey a high=gain amplifier
and followed by a low-gain d-c amplifier to drive the indicating |
._meter.
The redesigned preamplifiervis direct coupled, and by use of
" a balanced amplifier it is possible both to reduce temperature drift
sffects to insignificance and to incorporzte a simple phase detector
not requiring a bulky and heavy transformer., The meter amplifior
also useg a balanced circuit, and is direct-coupled to the phase
detector. -
Consequently the amplifier and phase detector circuits are inseparable.
ané not éasily recognised inthe schematic diagram, Figure 2.1,
The amplifier will be described first, and the action of
the phase detector can then be more easily explained.
In Figure 2~2, the basic amplifier circuit can bé seen as
a three-stage balanced amplifier. The first stage is a common-emitter
difference amplifier provided with common~mode fecdback equivalent
to a long tall in order to atabilize the stage against temperature
unbalances in the two transistors. It drives balanced_emitter
followers which provide a loﬁ impedance source for the final common=-
emitter difference auplifier driving the meter. The resistances in
the collector circuits of the emitter followers are used only to
establish the desired d-c conditions, and a small amouht'df'emitter
feedback is used in the finel stage. The amplifier has a very low
input impedance and a balancéd input, which are ideal features for a «
bridge halance detector. The amplifier has a differential input
impetance of 305 an output voltage suing of 2.5 volts for maximm
input, and a voltage gain of about 5000.

In this application it is necessary only to obtain the
maximum gain before the phase detsctor, and minimum drift in the
subsequent dec amplifier. However,»ﬁhe amplifier must be stabilized
so that it aluays operates in its lincar range. To achieve this,
transistors selected primarily for equality of leakage cﬁrrent and
~secondarily for current gain are used in each pair, and each transistor
pair is mounted in an aluminium block which acfs as a thermal short-
circuit, to reduce the zero-drift resulting from differences in
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base-emitter junction temperatures. Provision is made for /273

balancing the circuit by trimming the colleoctor currents of
the first stage while the input is short-circuited.
Fhase Detector
' Thé pﬁéée detector acts as a synchronous shunt gate, as

shown in Figure 2.3, by switchins the input to earth via diodes.
Both input potentials always have the samel(negative) sign, and
the output voltage e, is equal to their differcnce unless the
switch 4is closed, when e, is zero, The switch is operated in
alternate half-cycles, being driven in phase with the bridge
excitation, and a phase-sensitive oufput is obtained when the
phase of both input signals changes with respect to this excitation.
This is shown in Fisure 2.4(a) and 2.4(b), |

The input pointe A and B both have a negative d-c component
greater than the signal amplitude, but both are returned to
earth when the switch is closed.» The output voltage is therefore
zero for every alternate half-cycle, but otherwise equal to the
difference of the input voltazes, which is the bridze output.
It {s immaterial that each of the output terminals carries a
negative pedestal because this pedestal is a commonemode voltage, -
and does not appear in the difference voltage.

Use of é delayed gating voltage permits a sisnificant

improvement in rendering the bridge insengtive t0 reactive unbalance.

tronsients

The thermistor cable capacitance produces insensitive in the bridge
output as shown in Fisure 2.5(a), which, with the syncrhonous gating

described above, prodnceé a phase-detector output as in Figure 2.5(b).

" The initial amplitude of the transient depends largely on the amount

of cépacitive unbalance, and the final amplitude is larzely dependent

on the resistive unbalance. The bridge is provided with several

switched capacitances on the ratio srm to decrease the capacitive
unbalance, but the transient peaks still contribute significantly
to the average detector output voltage. They can be remove& to
some extent by holdins the phase gate closed longer than one half-
cycle until the transient has deereased to a tolerably small
amplitude, as shown in Fizure 2.5(c). A combination of capacitance

balancing and gate delay satisfactorily overcomes the cable effects.

Delayed gating decgeases the average detector output even in the case
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of capacitive balance, but the gain of the preamplifier is easily
sufiiclent to perait fall drive of ths output amplifier.
ing Circuit

The phase-gating is done at the output of the emitter followers
which provide low iupcdance sources of the balanced phase~detector
inputs. This circuit is shown in Figurs 2-0. The shunt switch
consists simply of a common-~emitter transistor which is driven by a
gating pulse. The collscior resistances in the emitter followers
not only set the .standing d-c level at the emitters, but alco
linit the current drawn through the gating transistor. A small
potentiomater, Pl, permits balancing of the gate circuit.

The gating pulse is derived from the bridge excitation, and:
delayed by a monostable multivibrator, which is triggered at the
beginning of every cycle, and whose time-constant is chosen so
that the output returns to iis stable state approximately l.3 half-
cycles later. 4n emibtter follower is used to drive the multivibrator
output into the gaic, as shown ih Figure 2-7.

Qutput Amplifiers

The output meter used inthe original equipment was a
25 « Q = 25f’A movement, and is retained. Uhen the bridge is
well of balance, the amplifier output current could damage the
zgter; a "ecoarse and fine balance®™ attenuator is therefore used.

The amplifier saturates if the ianput voltage oxceeds 599,.: v, aad

the coarse meter attenuator is chosen so that the meter gives FSD
when thls condition is reached. The fine attenuator is includeﬁ
since the sensitivity of the bridge is excessive. A non-polarized
100 p £ capacitor filters the amplifier output to d-c. Provigion is
made for operation of an external 2.5Ks pen-recorder at a lower

sensitivity.

Results

It has been found that the zero stability of the amplifier
and phase detector cystem is equivalent to about 5sbridge
unbalance. For the thormistor used during temperature measurement,

this corresponds to about 0.0019C, which is an improvement of one
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order on the gero stability of the previous design, and makes the
amplifier th‘e least source of error in temperature measurcments
Gommentg

The excellent stability of the bridge and amplifier makes this
device ideal for the msasurement of resistances by matching with a
standard decade resistance box. Its present sensitivity is about
5nin 100 Kn-, or 0.005% An increase in the bridge oécillator power
would be necessary for bridge arms less than about 10CO ohmae
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3. RULER TIME=SCALE UNIT
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3.1 Qeneral Description

3.3

This equipment is operated by a clock contact actuated
every second, and provides a 5 millisec pulse every second,
minute, 5 minutes, and hour. These pulses may be varied in
amplitude from zero to+6 volts, and may be distinguished on
a record by being given different heights in the manner of
ruler graduations. A gating voltage is also provided consisting
of +6 volts available for aperiod lasting from one minute before
the hour to one minute after. The output voltage s are all
supplied from impcdance of 100nand are short-circuitproof. A
further facility provided is a changeover rslay contact actuated
for one second after every minute pulse, and for two seconds after
every hour pulse. The make contact is used to switch a 1 Ke/s
signal into a telephone line which is also.employed at lower
frequencies for data telemetry. A separate unit, for use at a
remote station, demodulates the high-frequency signal and operates
a relay. All circuits have been designed to operate in ambient
temperatures between 10°C and 55°C, The current drawn from the
clock contacts is limited to a peak of 0.4 mA to ensure long life.
Block Diagram of Unit

The block diagram of the equipment is shown in Figure 3-1.

The clock contact operates a pulse shaper which removes the
contact bounce and generates a standard pulse suitable for
friggering the frequency dividers and pulse generators. These
generators produce the 6 volt 5 millisec positive pulses at the
appropriate times, and are followed by attenuators to change the
relative heights to the desired format of a ruler time-scale.
An OR gate then passes the largest of thece appearing at any
second, and feeds the drive amplifier which p;oducee the low
output impedance and short~circuit protection suitable for

cabling the signals to a recorder. AND gates connected to the

frequency dividers select the appropriate instants when the
gating voltage and relay operation are to be made available,

and these gates feed drive amplifiers to provide these functions.

Circuit Details

3.3.1 Pulse Shaper
The Pulse Shaper shown in Figure 3-2 is an amplifier
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consisting of a common-collegtor common~base pair of
transistors, whose static input is derived from a fixed
divider across the supply rails. The input diode is
normally biassed off by an integrating capacitor charged
from the negative rail, and closing of the clock contact
discharges the capacitor towards the positive rail. When
the diode becomes blassed on, a step of + 1.9 volts occurs
at the base of the first “transistor, turning it off, and
causing a +6 volts step at the output of the second transistor.
While the clock contact is closed, the input voltage remains
positive, anG when it opens the voltage falls instantaneously
to the initial negative bias, a negative output step being
generated. Contact bounce on the closing contact is
overcone by the integrating capacitor, the time~constant
being chosen so that the positive output step isused to
trigger the Pulse Generator, while the negative output
step has no effect upon it.
3.3.2 | e Gene r and Attenua
The Pulse Generator, Figure 3-3, is a monostable
multi-vibrator with a relaxation period of 5 millisec.
It is base~triggered by the positive ecdge of the Pulse
Shaper output, and once triggered it is independent of
external conditions until it has returned to its stable
state. The output is taken from the collector of the
triggered transistor, and is a negative 6 volt 5 millisec
pulse. An NPN inverting amplifier returns this to a
+6 volt pulse, and an attenuator permits selection of any
fraction of this amplitude for the output drive amplifier.
3.3.3 OR Gate
The 4~input OR gate, Figure 3-4, employs NPN
transistors with a common emitter resistor. This multiple
emitter follower gives an output of the largest of the
four positive inputs, and presents high impedance loads
to the four attenuators.
3.3.4 Driye Amplifier

Capacitive loads may be driven from the complementary

enitter follower shown in Figure 3=5, since load current
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may flow in either direction. A series resistance is

includéd in the output so that short=circuiting of the
output to earth does not damage the output transistors.
The output impedance of the amplifier is composed lgrgely
of this resistance.

equency Divids

Frequency division igbbtained with cascaded bistable

multivibrators ueing gated resetting to give the desired
count.

For a count of n, AND gates identify a count of n-l,
and operate gates for the input to the appropriate binary
alages so that the next input pulse resets the chain.
Pogitive~goling waveforms raprasenﬁ ?1" in the convention
adopted and arc used throughout the unit for iriggering.
Resctting to "1's® ensures that no nulses are transmitted

from one stage to the next during resetting, for this

© would cause a false ccunt. The output from the chain

of binaries is obtained from another AND gate whiﬁh
identifies the count n, which is the same ae the reset
state.

Divieion ratics of ¢0, 12 and 5 ere required, and

these are provided ag followss

12

2x2x3
60

n

5x12=5x%x(2x2x3).

Dy breeking down the ratics into prime factors the.simplest
combinations of binary stages may be found. In ihis case
only two prime factors other than 2 are required, viz. 3

and 5, and these are wade up from binary stages with feedback
resets. A typlcal bigtablc mmltivibrator is shown in Figure 3-6,
and the completz + 3 and +5 circuits are given in Figures 3=7
and 3-8. It is possible to economize on comporonis in the +3
section, so that the essential action of this circuit is not
obvious, but the + 5 section contains the iypical clements of
the gated-resct method. Input pulses bave-trigger the first
binary via steering diode AND gates vhich arc normally open
and the third binary on the "1" gide via a diode AND gate

which is normally closed. The first binary output feeds the
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second binary, and this feeds the third, in the usual

uay, the connections being via gates to provide a
steering action which is conveniently available (but
not essential). The input pulses trigger the binary
éascade normally until the gates on the input change.
The transistor AND gate is oporated by the three coincident
inputs, 4, B, E, which, according to the table accompanying
the circuit, corresponds to a count of 4 input pulees.
This then opens the gate from the input to the third
btinary, and closes the gaﬁe to the Ffitrsi binary
so that the next input pulse goés directiy to the third
binary and rogets it to "1%, Sincz the other two
binaries are already in the statzs "1" and reccive no
triggering pulce;, the whole circuit is reset by this fifth
pulse. This reset ection closes the transictor AND gate,
restoring the gates on the input to their opiginal
conditions. The fifth pulse causes a "1" %o appear on
the third binary, end as this is the only time during the
count that this occurs, it ig taken as the outrut of the
<+ 5 circuit.

The countors may be reset to zero count at any time

for.synchronization.uith local time cignalse.

The complete circults of the three dividers in the

- unit are given in Figure 3-Q.

Gating=voltase AND Gates

To obtain an output from 1 minute before each hour ‘
until 1 ninute after, it ic necessary only to sslect
counts of 59 and 0 in the minute counterss A count of 59
is recognlzed as the 4th minute in the 1lth 5-minute
period, that is, a count of 4 in the minute countecr and
ginultaneously of 11 in the 5-minu%s counter. A count
of O minutes is given by counts of zerc in both these
counters, since the whole unit recycles hourly. The
states of the appropriate binaries on thesoc counts are
given by

59 = HJKIMNP =HJKLMP

i

-0

"

NIKLMP =HJIKLMP

Since 4 of the 6 inputs to these two gates are the same,
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these are combined first, and the complete gates are shown
in Figure 3=10.
C 36347 ~Hot b

| To produce a 2 second gating voltage after each hour,
the 1 minute-after-the-hour voltage already available in the
unit is combined in an AND gate with a 1 second voltage beginning
1 second after the minute voltage. Another AND gate producéa a
l.second-avezy-minute output. These two outputs are theh put
through an OR gate so that elther may operate the relay. The
gating is calculated ag follbws;
from O seconds toll second-after-every-minute

= seconds counter O
_ = ABDG,
and from 1 sesond to 2 seconds-after-every-hour
) = 1 in seconds counter,
gero in minutss counter, and

zero in S~-minutes counter,

= ABCEFKLMP
- KIMP is already available as 1 minute-sfter-every-hour,
labelled "0 mins® in Figure 3-10, so that an AND combination
of this and ABGEF gives an output from 1 to 2 seconds~after-everyhhoﬁr.
This and ABDG as inputs to an OR gate give O-1 second-cfter-every=-
minute, and 0-2 second-after-every-hour. The circuit is given
in Figure 3-11. |
3.4 Time-Marker Telcmetry System
The relay function incorporated inthe ruler time-scale unit may "f?f,'
be used to provide time mérkers at a romots station connected by a J
telemetry link. An existing link uses a teléphone pair fbr 0-30 c/s
geismlc signals, and the time markers are transmitied by on-off
modulation of a 1 Ke/s signai applied to the telephons line. At the
receiving end, a tuned 1 Ke/s amplifier drives a demodulator which
operates a relay to provide & marker on a recording instrument.
The block diagram is shown in Figure 3.12,
341 Tranemitting Unit o
| The 1 Ke/s signal derived from the erystal clock

is switéhed by the Time Scale Unit relay onto the line, as shown
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in Figure 3~13, via an unbalance-to-balaneo tramsformer
and isolating capacitors.
Recstving Urdd

A balanco-to-unbalence transforner d-e iceolated
from the line faeds o twineT tuned arnlifiors. Thi:c is
i‘oll_wed by a non-lincar amplifier and louvepass filtor
to dotact the nedulation; and then by o deo amplifioy,
which drivec the relaye The eiroult iz showm 4n Figure
3=1be

The freguency responsé of the completo receiving
unit is given in Figure 3«74, The tedn of tho fotcctore

amplifier may be varied ty ccentrol ef tho hold-on biaa;

11/3/6

the settins chosan gives an overnll G of ~bout 10 no that a

gonercus tolerance can ha placed cn the Lreguency-detemining

network in the tancd amplifior. 4 simplc low-paso filter

is ineluded in the compling betvecon tre tuned anplifier and

the detector to climinats high froguency line rolsa vhieh
pacgas through the ieclation eireult, and ovorloads the
tuned amplifier.
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