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GRATE

1. Tho word "quantized" has beon conoistontly cilipspelt "quantitized".
2. Eafo $1 / 8$, last paracraph, line 4 should reads
"... pulses of unit amplitude, width $\tau$ and ..."
3. Page $1 / 9$, paragraph 2 , innee 0,9 chould reads

$$
\begin{aligned}
F_{s}(j \omega) & =\int_{-\infty}^{\infty} F(\lambda) \cdot S(j \omega-\lambda) d \lambda \\
& =\int_{-\infty}^{\infty} F(\lambda) \cdot \sum_{n=-\infty}^{\infty} \delta\left(j \omega-j \frac{2 \pi n}{T}-\lambda\right) d \lambda
\end{aligned}
$$

4. Puge $1 / 10$, parazraph 3, lines 7,8 ahould rosds "... ropreconts the zatio of the maminn-pulce width to period"
5. Pace $1 / 13$, paragranh 2, Itine $Q$ ohould read: "peak sicmal to mon noise $18 \sqrt{12}$ a, and the ..."
6. Paje $1 / 14$, paragraph 2, line 3 should read: "... mhen none was sent or of lts cousine a pulso to be deleted".
7. Page $2 / 1$, parayragh 2, line 4 mhould read; "...The type of Lisoramition winion anst accompany..."
8. Page 2/4, parayrayh is line 5 ahould read: "... Winich acannod the anak in..."
9. Pase $2 / 3$, paracraph 1 , line 1 should read: "...bo compurod witas the ingat and used to stop..."
10. Payo 2/5, paragragh 2, inne 11 ,hould zeads "...errey negrtive difference to ao dicit..."
11. Dase $2 / 6$, garajragin 3, line 2 should read: "on the accurace oi tho wollhted voltacpa..."
12. Pace $2 / 10$, para raph 2, line 1 ilhould reads "...obeys equation 1 "
13. Paje $2 / 13$, paracraje 4, liar 5 should read:
"...can reset to diman nad on the gnin..."
14. Pace 3/10, para jraph 2, insert bettreon 1ines 5 and 61 "16 poscible four-ingut Alil gites to cive"
15. Pay 3/43, paragraph 5, line 7 omit "by all tho otoroa"
16. Pase $3 / 13$, parajraph 5 , line 9 chould read: "... voltages to decrease in"
17. Paje $3 / 18$, parograph 2, line 3 should read: "...elaap eapacitor",
18. Face $\mathrm{A} / 2$, equation leading to equation 10) should read:

$$
g(t)=\frac{1}{2 \pi} \int_{-2 \pi B}^{2 \pi B} f\left(\frac{x}{2 B}\right) \cdot \tau \cdot e^{j \omega\left(t-\left(t_{0}+t_{1}\right)\right)} d \omega
$$

19. Paye $1 / 1$, parazraph 5 , line 1 chould read:
"Although the malyses have ......"
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This theale describes work done, on the Electrical Engineering Department of the University of Tanmania from April 1959 until March 1960 under the oupervision of Profecsor G.H. Newstead.

At that tine the Department was concomed with providing equapment for telemetry of very low frequency selemic data from remote stations in Tasmania. In support of a proposal that PCA transmigsion be used due to its claimed high noisominmanity, a theoretical inventigation of the characteristics of PCI was carried out, and aimple transistorizod equipment was developed for this application: a coder and decoder for the data, and regeneration and synchronization equipment for the tramanission 1ink.

Other equipment concerned with the instrumentation of geological werk was designed and built for the Department during this period. It included a portable unit for measuring borehole temperatures, standard timosignal equipment for the laboratory and high-current regulated power supplies for transistoriged equipment.

When this work was undertaken the use of transietors was very restricted and littie experience hed been gained in the Department in thoir application. Consequantily, this thesen reports some of the sarly transistor circuit developient in the University of Tascania.

Pulse-code modulation is an appealing topic. It has interesting theoretical aspects, leading into the fields of information and communication theory, and its practical relization involves a rare combination of analogue and digital techniques in which the circuit designer can exercise his ingenuity. Work on both these facets of PCM is reported here.

In the first Section the history of the development of pulse-code modulation (PGM) is surveyed and its important characteristics are considered theoretically.

The second Section contains descriptions of practieal methods for achieving the coding operation, for synchronizing the demodulator with the modulator, and for regenerating distorted pulses.

The equipment which was designed and built for the project is described in Section 3, together with its performance as a synchronized coder and decoder.

In Section 4 an interesting result of the Sampling Theorem is investigated and given experimental illustration by use of the PCM equipraent.

Appendices A, B, C and D contain, respectively, a proof of the ampling Theorem, an analysis of some of the circuits, a graphical construction for waveforms relating to Section 4, and other applications for the synch detector described in Section 2.

### 1.1 Historical Surrer of PCM Development

Pulse-code modulation (PCM) was invented in 1937 by Reeves(1)
in the French laboratories of a telephone and telegraph company. He has been seeking to obtain for speech transmission the digital advantages of telegraphy, namely pulses of fixed height which may be regenerated as often as desired along commnication links. Another advantage which he realised was the inherent suitability of the method for time-division multiplexing of many signals on one channel.

The first practical work on PCM was done in the Bell Pelephone Laboratories in USA, and published in 1947 when Goodall (2) and Black ${ }^{(3)}$ described many of the basic principles of PCM and
outlined the equipment used in their system. The advantages of PCM were also put forward by Black and Edson $(4,5)$ in an early theoretical treatment. Panter et al from the ITT Company were concerned with the effects of coding, and published two papers $(6,7)$ on quantitization noise and distortion of speech.

A major contribution to pCK development came from Meacham and Peterson of Bell Laboratories who announced ${ }^{(8)}$ the first experimental multichannel link technically sood enough for use in existing telephone systems, but although they quoted performance data for the link the equipment was not dotailed. However, Sears (9) gave a description of an electron-beam coding tube in the same journal, and later Carbrey (10) showed a simple circuit, called the Shannon-Rack decoder, for decoding binaxy pulses, and it is highly probable that these were the devices used by Meacham.

In 1.948 a large amount of material on communication and information theory was being published $(11,12,13,14,15)$ and PCM was receiving a theoreticel analysis $(16,17,18)$ when the classio summary of its properties was given by Oliver, Pierce and Shannon ${ }^{(19)}$ in terms of the work of Hyquist and Hartley. They explained the processes of sampling, quantitization and coding, and showed how coding improved the noise threshold and used the needed extra bandwidth to better purpose in signal-to-noise ratio return than FM. Several other authors $(20,21,22,23,24)$, all concerned with speech transmission, turned to methods of reducing coding noise by the use of unequal quantitizing levels. Thus, by the end of 1948 most of the factors required for longdistance speech commanication by PCM were well realized. But, after two papers $(25,26)$ dealing with the signal-to-noise ratio improvement of PCM over other modulation methods, the literataze on theoretical aspects became suddenly vacant for
about four years until Villars ${ }^{(27)}$ gave further work on coding and Page ${ }^{(28)}$ and Hichols ${ }^{(29)}$ mentioned PCis in comparing different methods of multiplexing and modulation.

Implementation aspects of PCR also showed a pause of about four years after Ostendorf's 1949 description (30) of the principles of a pulse-regenerator for repeater stations. However, an important paper on binary coding, not then related to PCM, was published in 1949 by Barney (31) who described in detail an orisinal analogue-to-digital converter using a tracking up/down counter and analogue feedback. The gap was ended when Oxford $(32,33)$ published the first work done on PCII speech transmission outside a telephone company. He described a novel coding and decodins system in terms of mechanical switches, and claimed that electronic switching had been successfully achieved. The matter of synchronization was also discussed for the first time.

About that time (1952), work was starting on analogue-to-digital conversion, but not in connection with PCM development. This process is identical to the quantitizing and coding needed to produce PCM, although the codes may differ. Lippel $(34,35,36)$ and Burke ${ }^{(37)}$ analysed the fundamental processes involved, but although they listed many methods only one gave promise as a high-speed voltage encoder. $\operatorname{Smith}(38)$ contributed a basic paper on the method of coding by feedback(forseen by Barney) which is necessary to obtain high accuracy. The first record of the use of a transistorized circuit in dicital conversion came from Follingstad et al (39) in 1952, although their equipment was an optical position encoder and did not have great relevance to PCII coders.

In succeeding years little more appeared in the literature on accurate high-speed analogue-to-dizital converters. Presumably vacuum tubes were not sufficiently good electronic switches for analogue signols, and transistors were still being developed, for between 1955 and 1957 low-level switches using transistors were being reported $(40,41,42,43)$. Only one reference, by Bishop
and Marquand (44), described PGM equipment. Their system employed vacuum tubes, but it was the first to be made for telemetry purposes and, furthermore, the code format was chosen to suit direct data-processing in the ERA 1103A digital computer. Subsequent transistorizing of this equipment led to the first high-speed high-accuracy multiplexed PCI system, described by Moliflian (45) and Marquand $(46,47)$ in 1957. These articles vere detailed: in regard to the multiplexing and coding techniques, but the mathod of synchronization mas not included. Another practical and useful publication was the collection by Susskind (38) of many of the up-to-date methods for analogue-to-digital conversion:

Meanwhile, reports of both theoretical work on coding (48) and reandant codes $(49,50,51,52,53)$, and practical work on systems (54,55,21) re-appeared from telephone companies. One subject which was treated in deteil $(56,57,58,59,60,61)$, and which produced some published circuits, was that of regenerative ropeaters for long communication links, and another was companding of speech signals $(20,62)$

The first proposal for improving on PCII's characteristics came from Bedrosian ${ }^{(63)}$ in 1958 when he shoved that PCM could yield transmission rates even closer to the theoretical maximum if the code pulses were weighted in amplitude before transmission. This suggestion is simple to put into practice, but it will probably be regarded for some time as an unnecessary refinement.

By the end of 1958 the literature showed that a few large PCII systems had been built by telephone companies and had come up to expectations. The theory of PCII was also well established. However, there was a great lack of practical detail about the equipment, and the little that was published came from sources other than telephone companies. Of the latter contributions, only one demonstrated the successful application of transistors to maltiplexing and coding.

It may be said that PCI development was retarded, in view of its fulfilling the need for which it was invented. This
was probably because its concepts were too different from those of telecommunication practice at the time, and because the sampling and coding processes could not be achieved satisfactorily with available components. The demands of Morld Wax 2, which spuxred technological progress in many other fields, did not seem to produce any useful results on PCIA. Perhaps the difficulty until recently has still been that of simple implementation, but it is surprising that the advantages of PCM have not brought more widespread development and application.

### 1.2 The Characteristics of PCM

Pulse-code modulation is a sophisticated commanication technique which alters the nature of the signal to be cent to a receiver in such a way that the effect of noise added by the link is less than for other modulation methods. Basically, it involves sampling the amplitude of the input signal repetitively and converting each sample into a coded group of pulses which are transmitted in the period between samplings. The information is carried in the pattern of the pulses, and at the receiving end of a link the original information can be extracted by decoding the pattern, provided that the code is known there, since the code will be prearranged, it does not need to be transmitted over the link. The improved signal-to-noise ratio for PCM is achieved at the expense of the bandwidth needed to carry the code pulses.

In the explanation which follows, the coding will be considered binary; that is, the code group consists of pulses which have only two possible levels - present or absent. The original invention used a binary code deliberately for practical reasons, and it will be shown in Section 1.7..that even though codes with other bases may be used the binary code yields the greatest advantage in most commuications systems.

Since only a finite number of code pulses can be transmitted between samplings, the sample mast be represented to a limited accuracy. The smallest possible change to one pulse group is a change in one pulse - an extra pulse where there was
none, or one less pulse. Therefore, the coded representation of the sample must change discretely, and the decoded version will at best be a quantitized, or otepped, approximation to the input sample. The error can be azde as sinall as desired by allowing more pulses in the code, but this requires nore pulses between samples and hence increases the bandwidth needed to transmit the code. Coding therefore introduces into the modulation process an unavoidable quantitization error which may be classed as noise. The nature of this noise will be considered in Section 1.6.

Sampling of a signal also produces a discontinuous output - in this case, discontinuous in time. However, unlike amplitude quantitization, there need be no error introduced, provided that the sampling rate is sufficiently high: the Samplins Theorem claims that no information is lost if the sienal is sampled at a rate equal to at least twice the highest frequency present in the signal. This Theorem is discussed in Section 1.3 where it is also shown that all that is needed to regain the orisinal signal after sampling is a low-pass filter. The samplins process is ideally suited to tinemultiplexing, for several different input signals may be sampled and coded in cyclic order and transmitted on the one channel.

A PGil system also needs synchronism between the coder at the transmitter and the decoder at the receiver so that the code can be interpreted correctly. Synchronization information must be transmitted over the link, and it therefore encroaches on the bandwidth available for the signal. However, synohronization is not a requirement unique to PCH, because any sampled or time-multiplexed system needs a means of separating and distributing the successive frames at the receiver.

The advantage provided by PCLI in return for the wider bandwidth, the codinf error and the more complex equipraent was seen intuitively by its inventor: since the receiver has to distinguish between only the presence and the absence of a pilse, high quality transmission is possible using much lower signal-to-noise
power ratios then other modulation methods allow. In fact, it will be shown in Sectionl. 7 that for a received siznal-to-noise ratio greater than 20 db the probability of exror is less than $10^{-8}$, corresponding to one error every minute for speech transmission, which is virtually noiseless. The figure of 20 db compares very favourably with the $60-70 \mathrm{db}$ generally considered necessary for high-quality AM transmission. Thus PCM may be used to great benefit on low-grade links. It will also be shown in Sectionl. 8 that PCM makes the best bargain in exchanging transmitted power for bandwidth, compared with other wideband modulation methods.

An allied advantage of binary pulses is a reduction in the number of repeaters needed on a long link, because, provided the signal-to-noise ratio at each input is greater than 20 db , the signal can be completely regenerated at each station, and the noise acquired between stations does not accumulate.

Despite the claims in favour of PCM, however, it is not necessarily the best modulation nethod for a particular link. For example, in situations where the signal-to-noise ratio is high, FM may be preferable because above the threshold the signal-to-noise ratio contimes to improve for FM, but for PCM the improvement is not significant; it is then that the complexity of PCM equipment meighs against it.

### 1.3 Sampling

AIl pulse-modulation methods - PAM and PPM as well as PCM - require the process of sampling in their production. PAM is, in fact, a step in the production of PCM, where it is followed by quantitization and coding. The sampling process and its limitations will therefore be shown from a consideration of PAM, which is easy to visualize.

If the $A M$ carrier is changed to a series of periodic narrow equal-amplitude pulses, the modulation results in a series of narrow amplitude samples of the input signal, which constitutes PAM. The Sampling Theorem guarantees that these
namples contain cruffeiont infometion to pormt ormot ro-conotzuction of the ingut alignal, provided that the amplingevito in ot losst trico the olenni bandwath. Tatc porult is not roally romurable, becone tho Dourior eorios vixich doscrivoc a oisnal band limitod to fo/s noodo 2f coofgicionta per cocond, and thorofore clvoe cursiciont anfomation at tho eno zate. Hovertwleos, a equorous groof of tho theorea will bo civon In Appondix A, and it vill also 00 oivon how in on illurswotivo ciannor. Furtiomone, it olll bo whom that the oxighal oljnal can bo mogined from the pNS aimal simply by une of e lompan filtor of cutofx froquoney oguch to the original alnal Danduidth.

Tho conseguonces of using too 100 o sarapling roto are voxy inportant: aparioas alymis then appeap in tho bacseband, and they canot bo rompred with o filtor, ax any otion nenn. Shis feot is conoiderod in dotail in boction 4 , whoro oxperinontal voxisiontion io given.

It is a gico pecomtion to doliboratoly band limit tho ingut to the paplor so thet unoxpeoted trunsionto cannot canac malfumetionins, and also, gince pactieal initore ans not

 of tro.

Tho apectrua of BA. deponds upon tho cidth of the anapling pulgos end on thoir wate. Suppose the acrapling oigind $s(t)$ is a poxiodio cemios of prises of unit mapitude, घidth , and poriod which can bo semzeented wa tho Downicr series

$$
\begin{align*}
& \text { By oxpmaion os cooseicienta, }  \tag{....+1}\\
& \left.=\frac{\tau}{T}\left\{1+2 \sum_{n=1}^{\infty} \frac{\sin 2 \pi n \frac{\tau}{1}}{2 \pi n} \frac{\tau}{\pi}\right\} \cdot \cos \frac{2 \pi n}{\pi}\right\}
\end{align*}
$$

$$
\begin{aligned}
& g(v)=\frac{1}{\pi} \sum_{n=-\infty}^{\infty} c_{n} \theta^{32 \pi n} \frac{n}{T} \\
& \frac{\tau}{\pi} \sum_{n=-\infty}^{\infty}\left(\frac{3 n \frac{2 \pi n}{2} G}{\frac{2 \pi n}{\pi} \tau} 0_{0}^{d} \frac{2 \pi n t}{\pi}\right.
\end{aligned}
$$

Then the signal after sampling is

$$
\begin{aligned}
f_{s}(t) & =f(t) \cdot s(t) \\
& =d . f(t) \cdot\left\{1+2 \sum_{n=1}^{\infty}\left(\frac{(\sin 2 \pi n d)}{2 \pi n d} \cos \frac{2 \pi n_{t}}{T}\right\} \quad \ldots 2\right)
\end{aligned}
$$

where $d=\frac{\tau}{T}$ is the duty oycle of the sampler. This consists of the original signal together with sideband terms distributed about the hamonics of the sampling frequency, the amplitudes of sidebands decreasing with $n$ as $\frac{\sin \pi d n}{\pi d n}$. The spectrum is sketched in Figure 1.1 for the case where the bandwidth of $f(t)$ is much less than $\frac{1}{T}$.

As the width of the sampling pulses is decreased, $d \rightarrow 0$, and $\frac{\sin \pi d n}{\pi d n}{ }^{1}$ regardless of $n$, so the spectrum of $f_{s}(t)$ becomes less reighted. However, the energy which is put into the higher sidebands is taken from the lower ones, as can be seen from the factor $d$ multiplyins $f(t)$ in equation 2). Also as $d \rightarrow 0, s(t)$ approaches a series of delta-functions, and in the limit the spectrum of $f_{s}(t)$ can be found by convolving the transforms $F(j \nabla)$ and $S(j w)$;

$$
\begin{aligned}
F_{s}(j w) & =\int_{-\infty}^{\infty} F(\lambda) \cdot \theta(j w-\lambda) d \lambda \\
& =\int_{-\infty}^{\infty} F(\lambda) \cdot \sum_{n=-\infty}^{\infty}\left(j w-j \frac{2 \pi n}{T}-\lambda\right) d \lambda \\
& =\sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} F(\lambda) \delta\left(j w-j \frac{2 \pi n}{T} i-\lambda\right) d \lambda \\
& =\sum_{n=-\infty}^{\infty} F\left(j w-j \frac{2 \pi n}{T}\right)
\end{aligned}
$$

by definition of the delta-function . ...3)

This represents a set of $f(t)$ spectra distributed about $r_{T} \frac{\pi}{T}$, the harmonics of the samplins frequency, with no amplitude weighting of the sidebands, as prodicted. Each sideband aotually has zero amplitude because the comect sampling pulses have unit amplitude rather than the infinite value of the delta-function.

From the spectrum of the output there can be seen an upper limit of $f_{m}$, the bandwidth of the input, before the modulation process causes distortion by ovorlapping the fundamental signal components with the first lower sideband. The limit is $f_{m} \leqslant \frac{1}{2 T}$ or, in other words, the sampline frequency must be exeater than
torice the bandridth of the input. This is equivalent to requirins at least $2 \hat{f}_{m}$ unifornly-spaced samples per second in ordor not to destroy the information in the input, which is a statoment of the Sampling Theorem for periodic sampling of a band-limited signal.

Since the input information is carried in any sideband of the PAN signal, the obvious pay to demodulate $f_{s}(t)$ is to pass it through a low-pass filter with a cutoff of $\frac{1^{s}}{2 T} \mathrm{c} / \mathrm{s}$, as shom in Figure 2.2 The filter has the same characteristic as the bandlimiting filter in front of the modulator, and asain if the minimum sampling rate has beon used, $f_{m}=\frac{1}{2 T^{\prime}}$ and an impoasible filtor is required.

A rigorous proof is given in Appendix A showing that $f(t)$ may be reconstructed from samples taken at intervals of T seconds, provided, of course, that $\frac{1}{T}<2 f_{m}$, and also shomings that a low-pass filter is sufficient to do this. This proof shows that tho filter output is
$G(t)=\frac{\tau}{T} f(t)$,
where the factor $\frac{\tau}{T}$ represents the ratio of the filter to the sampling-pulse bandwidths.

If $\tau \ll T$ most of the energy of $f_{s}(t)$ lies outside the filter bandwidth (see Figure 1.1) and the denodulation process is very lossy. A simple demodulator can be mado with a boxcar or voltage-holding circuit (see Section 3w2.2) which stores the amplitude of the sample until the next sample is received. In this way it stretches the sample width to the sample period $T$, and therefore, from previous considonetions, it opplies to tho spectrum of $f_{s}(t)$ a $\frac{\text { sin } n \pi d}{n \pi d}$ filter. Since $\tau$ has been widened to $T, d=1$, and the filter has zero transmission at frequencies $\frac{n}{T}$, the harmonics of the sampling frequency. This response is sketched in Figure 1.3superimposed on the spectrum of $\dot{f}_{s}(t)$, and it can be seen there that the boxcar circuit by itself is a poor filter for demodulation purposes, its response being dom to only $\frac{2}{\pi}$ of its peak value at half the sampling frequency. It therefore noeds a fuxther lon-pass filter if the pormissiblo signal band-ridth is to be utilized. Nevertheloss, the borrar
has a transmission of approximately unity over most of the signal bandwidth and it prevents the losses involved in a linear filter demodulator at the expense of a slight signal spectrum distortion．

### 1.4 Quantitization and Coding

An example of a continuous signal and its quantitized version is shown in Figure $1.40^{\text {The maximum swing of the }}$ signal is $A$ volts，and the quantitizing levels are equally separated by a volts，so that the quantitized sicnal may teke on $s=\frac{A}{a}$ possible values．If the signal lies $⿴ 囗 十 ⺝ 丶 \operatorname{lin}^{2} \pm \frac{a}{2}$ of any level，it is given the value of that level．

Once a signal has been quantitized it is impossible to restore the continuous form exactly，and the resulting random error is called quantitization noise．The nature of this nolse is considered in Section 1.6.

Numbering the levels to some base provides a code for representing the instantancous value of the quantitized signal． Lower bases result in code difits which have fewer possible values，and the binary，or base－2，code results in digits which can have only the two values 0 or 1．Figure 1.5 shows succeasive binary numbers in positional notations the right－hand digit，if a 1 ，has a＂weight＂of $2^{\circ}$ ；the next digit to the left has a weight $2^{1}$ ；the next， $2^{2}$ ；and so on until sufficient digits have been used which can represent the desired number．The decimal equivalents of these binary numbers may be obtained by sumning the contributions from each position．As an example，
$101=1.2^{2}+0.2^{1}+1.2^{0}=4+1=5$
In general，$n$ digits in a system of base $b$ can represent $b^{n}$ levels，so that higher base coding uses less digits but each digit has more possible values．

The code digits corresponding to the level number are made into a PCM pulse－croup by generating a pulse for each digit and giving each digit the required number of possible levels．For binary coding the pulses must represent either 0 or 1，that is， they are either absent or present．The pulses mast also be placed in a pattern which has a positional significance so that the correct weight may be given to each．If the pulses are
placed serially in time with the least significant digit last, the appearance of the code group corresponds directly to the binary number equivalent, as show in Figure 1.6 (a) for a four-digit code. The same value in ternary (base-3) code is shom in Figure ${ }^{1,6}(\mathrm{~b})$. Only three digits are needed, but each may have three values.

It is not essential to code the levels in a mumerical order, nor to place the least significant digit last: any unique correspondence between the level and its code is sufficient. The cyclic or reflected code has a sometimes-useful property that the codes for successive levels differ by only one change in any of the digits. The coding may also be made redundant by using more digits than the minimum in order to detect or even correct noise errors in the received code by means of patterns which were not transmitted.
1.5 Coding and Bandwidth

In Section ${ }^{1.3}$ it was shom that when a signal of bandwidth $\mathrm{f} / \mathrm{s}$ is sampled, 2f samples of it per second are needed. It will be shown that $2 f$ pulses per second can be accommodated on a channel of bandwidth $f^{c / s}$ This means that transmission of the samples does not require any extre bandwidth. However, when the sample is represented by a code croup of $n$ pulses, $2 n f$ pulses per second are produced, and a bandwidth of nf is needed on the channel. Thus the price paid for coding is an increase in bandwidth proportional to the number of pulses in the code. Higher-base codes need less digits to represent the same number of quantization levels, but they lose the low-threshold benefit of lower-base codes; in fact, it will be shown in Section 1.7 that the signal power needed to remain above the threshold increases roughly as the square of the code base, which means that binary coding makes the most efficient use of the extra bandwidth.

To show that $2 f$ pulses per second can be transmitted over a channel of bandwidth $f \mathrm{c} / \mathrm{s}$, consider each received pulse to have the form

$$
\frac{\sin \pi \frac{(t-m P)}{T}}{\left.\pi \frac{(t-m T}{T}\right)}
$$

where $T-\frac{1}{2 f}$ is the period between pulses. This is the fom of the pulse response of a low-pass filter with cutoff at $f c / s$. The nature of this function of $t$ is that its value is zero at multiples of T from its centre, so that if the received pulses are sampled at the instants mi the only contribution to the output comes from the pulse occurring at that time. The pulses may therefore be detected independently, and the bandwidth of the channel is sufficient.

Guantitization Noise
The error produced by quantitization may be classed as noise, but it differs from thermal noise in having an amplitude distribution limited to $\pm \frac{2}{2}$ (Fisure 1.4 ). However, if it is assumed that all instantaneous values within this range are possible, the mean squared value of the error voltage is

$$
\frac{\varepsilon^{2}}{a} \int_{-\frac{a}{2}}^{\frac{a}{2}} \varepsilon^{2} d \varepsilon-\frac{a^{2}}{12}
$$

Since the maximum signal swing is $A=a s$, the ratio of peak signal to mas noise is 12 s , and the corresponding power ratio is

$$
\frac{S}{N}=12 s^{2}-12 b^{2 n}
$$

for a code group of $n$ pulses each having $b$ levels (Section 1.4.) Now, the bandwidth is proportional to $n$, so that the quantitization signal-to-noise ratio increases exponentially with bandwidth (or deoibel S/N increases linearly with bandwidth).

This result differs from the linear increase given by uncoded videband modulation. In $\begin{array}{ll}\text { Hin } \\ \text {, for example, doubling }\end{array}$ the $\mathrm{S} / \mathrm{N}_{2}$ that is, the precision of the signal representation, requires doubling the signal amplitude, which doubles the frequency deviation and hence also the bandwidth. In binacy PCM, doublins the bandwidth permits twice as many code pulses, which squares the number of quantitization levels which may be used.

Equation 4) is tabulated in decibels for values of $s$ in Figure 1.7. It can be seen that binary coding to 64 levels gives a sienal-to-noise ratio of 47 db , whioh corresponds to good
intelligibility of apeech. A further improvement in $S / T$ may be made for aiguals which, like speech, bave a wide dynamic range, by relating the quantitization error to the signal amplitude. Unequal quantitization spacings gradins from fine at low levels to coarse at high levels may be simulated by amplitude compression of the input sienal prior to linear quantitization, and this technique using a logarithmic taper has been used effectively on telephone systems,

### 1.7 Sicnal Threshola and Error Rate

By coding the information so that the ixansmitted pulses have fever possible levels, pora achieves a batter aiznal-to-noise ratio for the same bandwidth than other modulation methods. It also produces a sharp threshold in signal level above which detection is almost exror-free and below which the perforamee deteriorates rapidy. This will be shown for binary pulses by considering the probability of noise being mistaken for a pulse when none was sent or causing a pulse to be deleted.

For binary pulses of amplitude A, the presence or absince of a pulse is dacided by whether the received signal is grester or less than $\frac{A}{2}$ at the sampling instant. For gaussian noise of rms valive $\sigma$, the probability that the noise voltage $7 i l l$ exceed $\frac{A}{2}$ is

$$
p\left(v>\frac{A}{2}\right)=\int_{\frac{A}{2}}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e{\frac{v^{2}}{2 v^{2}}}^{\infty}
$$

$d v$.
If a pulse is also present, the error probability corresponds to the pulse and noise together dropping below $\frac{A}{2}$

$$
P\left(\nabla<\frac{A}{2}\right)=\int_{-\infty}^{\frac{A}{2}} \frac{1}{\sqrt{2 \pi} \sigma} \cdot e^{\frac{-v^{2}}{2 \sigma^{2}}} \quad d \nabla
$$

The two probabilities given by these equations are equal due to the symmetry of the distribution, so the probability of exror is

$$
P=\frac{1}{2}-\frac{1}{\sqrt{\pi}} \int_{0}^{\frac{A}{2 \sqrt{2 \sigma}}} e^{-\lambda^{2}} d \lambda
$$

On the basis that pulses have a probability of occurrence of $\frac{1}{2}$ in a long message, this equation gives the probability of an error in the detection of any code digit. It is plotted in Ficure 1.8

A distinct threshold in the region of 20 db is evident, above which
the error probability falls below $10^{-8}$ and below which it rises rapidly to $10^{-4}$. For a pulse rate of $100 \mathrm{kc} / \mathrm{s}$, as might be used for speech transmission, these comrespond roughly to en error every 20 minutes and every second, respectively. Thus, even though the noise power has been increased by the wider bandwidth, PCM requires much less signal power at threshold than $A M$, for which the corresponding error-rate requires about $60-70 \mathrm{db}$.

The above proof may be repeated for pulses coded to a higher base. The separation between the $b$ possible pulse amplitudes must then be adequately larger than the noise to keep the error-rate down, and it has been shown ${ }^{(19)}$ that the average signal power needed to do this is

$$
\left.S=k^{2} N\left(b^{2}-1\right) / 12, \quad \ldots+5\right)
$$

where $k$ is a factor related to the allowed exror rate and N is the noise power in the coded-gignal bandwidth. The greatest coding efficiency-in terms of simnal power required to reach the threshold - is obtained for the minimum value of $b$, corresponding to binary coding, and the power rises nearly as the square of the code base.
1.8 Efficiency of Bandwidth Utilization

It was shown in seotion ${ }^{\text {mas }}$ thet PCM, through its coding, exchanges bandwidth for power, and that the best exchange is obtained with binary coding. The efficiency of this exchange can be assesaed by comparing the information capacity of a PCM system with the theoretical limit for a channel with the same bandwidth and power.

The information capacity of an ideal channel is expressed by a relationship due to Shannon (11)

$$
C=B \log _{2}\left(1+\frac{5}{N}\right) \text { bita per second }
$$

where $S$ is the average signal power and $N$ is the white-noige power in the channel bandwidth $\mathrm{B} \mathrm{c} / \mathrm{s}$. This shows that the ideal trade of power for bandwidth is exponential.

In the PCM system with an input signal band limited to $f \mathrm{c} / \mathrm{s}$ and sampled at the minimum rate, $2 f$ samples per second are produced. Hach sample must be quantitized to one of slevels,
and if all levels are equally likely each sample carries $\log _{2} s$ bits of information. The rate of transmission from the quantitizer is therefore

$$
\mathrm{c}=2 \mathrm{f} \log _{2} \mathrm{~s} \text { bits per second }
$$

Since the coder does not change the rate of information flow, but converts tho $s$ levele into $n$ pulsos each permitted b levels,

$$
\begin{aligned}
\mathrm{c} & =2 \mathrm{f} \log _{2} \mathrm{~b}^{\mathrm{n}} \\
& =n f \log _{2} \mathrm{~b}^{2} \text { bits por second }
\end{aligned}
$$

Now, 2 nf is the actual pulse rats from the coder, and is ideally twice the channel banawidth (Section 1.5). Therefore

$$
C=B \log _{2} b^{2} \text { bits per second }
$$

Substituting for $b^{2}$ from equation 5),

$$
\left.c=B \log _{2}\left(1+\frac{12 S}{k^{2} / 2}\right) \text { bits per second } \ldots .7\right)
$$

Comparison of the PCM capacity (equation 7)
with the ideal figure (equation 6) shows a similarity of form, so that in PCM power and bandwidth are exchanged on the ideal exponential basis.

The comparison also showe that PCM requires $\frac{\mathrm{k}^{2}}{12}$ times more power than the ideal system to achieve the same capacity. Shannon has shown that this faictor is about 8 times ( 9 db ) for binary coding.


FIGURE.1-1


| Binary | Decimal |  |  |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 2 |
| 0 | 1 | 1 | 3 |
| 1 | 0 | 0 | 4 |
| 1 | 0 | 1 | 5 |
| 1 | 1 | 0 | 6 |
| 1 | 1 | 1 | 7 |
|  |  |  |  |

FIGURE $1-5$


FIGURE I-6

| $s$ | $n$ | $\frac{S}{N}(d b)$ |
| :---: | :---: | :---: |
| 2 | 1 | 17 |
| 4 | 2 | 23 |
| 8 | 3 | 29 |
| 16 | 4 | 35 |
| 32 | 5 | 41 |
| 64 | 6 | 47 |
| 128 | 7 | 53 |
| 256 | 8 | 59 |

FIGURE $1-7$


FIGURE 1-8

## 2. PRODUCTION AND DKMODULATION OF PGK

The production of a PCM signal must involve the processes, discussed in Section 1, of filterine, sampling, quantitization and coding. The code must then cause the ceneration of appropriate pulse patterns with which a synchronizing signal mast be grouped. In the demodulation of the received PCM aignal; which will be assumed to require pulse reseneration, the code pulses must be sampled synchronously, decoded and filtered.

This Section is concemed with the general requirements of the processes of coding, synchronization and regeneration. Coding and decoding techniques which have some relevance to the production of PCM will be considered. The type of information to which must accompany the code to permit synchronization, and its separation and use at the demodulator are discussed. The requirements of a pulse-regenerator for restoring the amplitude and timing of code pulses are also intestigated.

### 2.1 Coding Methods

The coding of a signal essentially involves its conversion from analogue to digital form, and decoding is the reverse operation. In the process of coding the signal will be automatioally quantitized if the dicital form admats less possible values of the signal than the analogue form has, so that a separate quantitizing operation may not be necessary.

Many types of coders have been devised for instrumentation purposes, usually to measure displacement or rotation of a mechanical member. Attention will be restrioted here to methods which are capable of high-speed and high-accuracy conversion of an electrical sienal to dieital form.

### 2.1.1 The Coding Tube

> The original PCM coder ${ }^{(4)}$ was a cathode-ray tube containing horizontal and vertical deflection plates and an anode mask with gaps corresponding to the binary code, as sketched in Figure 2.1. Horizontal deflection was a linear ramp which scanned the mast in the time required to produce a pulse group, and vertical deflection was proportional to the analogue input signal. The electron beam produced a serids of anode current
pulses whose pattern was dependent on the input, and therefore, with a suitably shaped mask, binary coding was obtained.

This method is capable of very high-speed operation due to the low inertia of the electron beam, but its accuracy and reliability are limited by the non-linearity of the deflection system, the finite diameter of the beam, and the mask shape errors.

A vacilant of this method uses an external mask and senses the code with an arrsy of photoelectric colls. The horizontal beam deflection may be replaced by a sheet beam the code being scanned if necessary at the output of the photoelectric cells. With this type of coder, agy code may be obtained by the use of an appropriately-cut mask.

### 2.1.2 The Pulge-Counter

A coder developed from pulse-midth modulators employs a time measurement to replace the spacial deflection used in the coder tube. The method is outlined in Figure 2.2. A linear ramp voltage is started at the instant of gating pulses from a stable oscillator into a counter, and the pulses are cut off when the ramp voltage reaches equality with the input signal, as determined by a comparison circuit. The counter then contains a digital number proportional to the time taken for the ramp voltage to reach the input value and therefore proportional to the input signal at the instant of equality.

This method requires not only a linear ramp, but a stable oscillator, and if it is to operate at high speeds it needs a very high frequency oscillator. It also has a disadvantage as a PCI coder that it gives the value of the input at a variable time after the initiation of the coding process, and the code is not available until then.

### 2.1.3 Feedback Coders

Both the coding-tube and pulse-counter methods may be made more accurate by the use of feedback. If the output code is decoded to give an analogue measure of the output, this may
be compared with the input and caused to stop some scanning process whon a null is roached. For example, the coding tube may be provided with a vertical scan which is made to halt by a signal from a nulldetector monitoring the input and the feedback voltages. Thisis sketched in Figure 2.3. The pulsemcounter, when provided with feedback as shown in Figure 2.4 becomes the tracking coder 1nvented by Barney (37). The input and feedback voltages are compared and cause the counter to scan up or down until a mull is reached. This device continuously tracks the input signal and the code is always available inthe counter, except during transient excursions of the input voltage, at which times the oscillator can provide only a limited rate of change of the count.

Because of this, sampling of the input for scan purposes is best made after the coding, and can be done by trangferring the counter reading quickly into separate storage at every sampling instant. The transfer must be rapid because the count may change during transfer, if not due to an input change then due to the dithering of the comparator resulting from the quantitization error.

Another result of the tracking characteristic is that the oscillator freqmency must bo high enough to change the counter reading by full-scale between two samples, for the input may change by this anount and this quickly if the mininum sampling rate is used. The minimum oscillator frequency needed for tracking a signal of bandwidth $f \mathrm{c} / \mathrm{s}$ to an accuracy of $n$ binary digits is ( $2^{n}-1$ ). $2 f$ pulses per second, so that high-accuracy operation at high spoed may be limited by the counting circuits.

In both these feedback coders the accuracy is determined primarily by the decoder. Types of decoder suitable for these coders willbe discussed
in Section 2. 2.40

### 2.1.4 The Wetphina Codor

A type of coder which has no open-loop equivalent speeds up the coding process by providing a set of reference voltages for comparison with the imput. Its operation corresponds to the method used in uelghing on sbearmbalanee when a set of graded woights 10 available, and this gives rise to the name. Thio coder has a set of binary weighted voltages (each half its predecesbor), ameans of sumalog these accurataly in any combination, and a moans of comparing the gun uith the input voltage; this io chown in Figure 2.5. If the number of such voltages provided is $n_{\text {g }}$ any input voltage (with appropriate scaling) can ba quantitized to $2^{\text {n }}$ levols, and can be oqualled by use of aome combination of the $n$ voltages after at most $n$ attempts. For example, if the smallest weighted voltage is ons volt and four voltages are available in all, fint voltagr) fron sero to 15 may be made up from combinations of 8, 4, 2 and 1 volts. Thus elevon volts is equalled by $8+2+1$ volts, or, writton in serial binary notation (Eection 1.4)

$$
\begin{aligned}
1011 & =1.2^{3}+0.2^{2}+1.2^{1}+1.2^{0} \\
& =8+0+2+1 \\
& =11 .
\end{aligned}
$$

In general, the input may bo represented as the sum

$$
\left.a_{n}=k B\left[a_{n} 2^{n}+a_{n-1} 2^{n-1}+\cdots+a_{1} 2^{1}+a_{0} 2^{0}\right] \ldots 1\right)
$$

where X is a scale factor dependent onthe magnitude of the least weighted voltage, and the $a_{1}$ are the binary digits (0 or 1) which are to bo found by the coding process.

## It is posecible to couplete the "ruolghing" againat

 n binary-woighted voltages in n operations by a trial-and-error moutine. Each of the voltagen, starting with only the largest, is added in turn to make avoltage which is compared with the input, any excess being reported by a comparator. After each comparison the voltage just added is left in if the resulting sum is less than the input, but it is removed otherwise. The next emailer voltage is then added to the sum for trial. Onily a woighings are needed becanse after the least voltage has been tried the input and the sum differ by less than this anount. If the inclusion of a particular weighted voltage inthe sum is indicated by an cutput pulse, and a rejection by no output pulse, the complete output represents the $a_{i}$ in equation 2) and therefore is the binary coding of the input.

Other weighing routines are possible, such as the addition to the input of the next smallest voltage instead of the removal of the previous voltage after an excess sum is encountered. Another method uses only one reference voltage equal to half the full-scale input and multiplies the difference between this and the input by exactly two at each weighing if the difference is positive, but by one if the difference is negative: every positive difference corresponds to a binary code digit, and every negative difference to digit. These techniques differ only inthe practical method of achioving the same result. The latter coder, for example, requires one amplifier with an accurate positive gainfor each digit inthe code, and this is costlier to provide than a set of voltages scaled down successively.

The weighing coder is a closed-loop device, feedback coming from the progressive generation and comparison of an anelogue voltage. In fact the means of obtaining the feedback voltage immediately provides a means of making a decoder: for a code digit of any weight a voltage is generated proportional to that weight, and all contributions to the code are sumed.

Thio is chow in Figure 2.6. Thus the velghing coder and a demide docodor are vory cimilar.

Anothor proctical aivantago of tise woighing coder for PCil gpplications is that the code is available in sorial binay positionel notation (nost significant digit firgt) wile tho coding is proceeding, and the coding starts at the tino of naking the firet weighing. Therefore tho trancuigason of the code can take place during tho coding operationinstenc of needing to be delayed as in the caso for other fypea of coder. Consequently, alowor convarsion $2 s$ gosnible and a elower code pules rate nay be used for the none rate of cending code groups.

The accuracy of tho wolghing codex is dependent on tho accuracy of woightcd voltagen and of their curming, and the decodor has the anme linatations. The only apeed restriction could cono from the owitching and anering of tho voltages, but this is offcet tho slewer convorsion rato poesible with progressive cocio goneration. Ho rateIndting offect is exerionced Dccauso the colior does not have to track tho ingut, but the input gample must be retained throughout the coding period.

Consideration mut be given to tho problems of providing the accurate woightod voltagoo and a moans of suming them in any combination. Two teohniguce uaing pacsive conponents uill be asececod.

### 2.1.1.01 Laddor Hetworls

In the ondetivo Iacder network shown 14. Bichre 2.7 oach intorior shunt rectstor has tulco tho voluo of tho carion and tormanating ressotory, and all tho idoal current scurcen which may ba sutiched to the nodon are equal. Thin choice of robiotance ration gives the rotworic the property that the outpust voltago O moamsed across tho terdinating rosietor by any current source $1_{j}$ is oqual to $i^{j}$ timos the
voltage caused by $1_{0}$. Furthermore, by superposition, the output vollage caused by any number of the current sources is equal to the aum of the output voligees due to those sources acting individually, and is a binary function of the atate of the current soarce suitches.

The arrangement of resistances is such that the load on every interior node ( $\mathfrak{j}=1, \ldots$, $n-1$ ) is $2 R$ looking to the left, to the right, or down. The load on every interior node is therefore ${ }^{2}$. . The load on the exterior nodes $(j=0, n)^{3}$ is also $\frac{2}{3} R$. Then each source $j$ sets up a voltage of $E_{j}=\frac{2}{3}$ RI between the node $j$ and earth, where I is the magnitude of each of the current sources. Because of the resistance values, a voltage $E_{j}$ at node $j$ is attenuated by $\frac{R}{2}$ at node $j+1, \frac{1}{4}$ at node $j+2$, etc. Hence

$$
e_{0}=\frac{E_{0}}{2^{n}}+\frac{E_{1}}{2^{n-1}}+\cdots+\frac{E_{n}}{2^{0}} .
$$

But $\mathrm{E}_{\mathrm{j}} \mathrm{i}_{\mathrm{j}} \mathrm{X}_{\frac{2}{2}}^{2_{3}}$, where $\mathrm{i}_{\mathrm{j}}=0$ or 1 depending on the state of the switoh $S_{j}$.

Let the switches be set up to the coded value of the number $p$, represented by

$$
p=a_{n} 2^{n}+a_{n-1} 2^{n-1}+\cdots+a_{0} 2^{0}
$$

Then

$$
\begin{aligned}
e_{0} & =\frac{2}{3} R I\left(\frac{a_{0}}{2^{n}}+\frac{a^{n}}{2^{n-1}}+\cdots+\frac{a_{0}}{2^{0}}\right\} \\
& =\frac{2}{3} R I \times \frac{1}{2^{n}}\left(a_{0} 2^{0}+a_{1} 2^{1}+\cdots+a_{n} 2^{n}\right) \\
& =\frac{2}{3} R I \times \frac{1}{2^{n}} \times p
\end{aligned}
$$

Thus the output voltage is a linear function of the coded number, provided that the network is ideal.

This network has several advantares in a practical meighted voltage generator. Good current sources can be made and matched, and the switch characteristics need not be perfect: when open they mast appear as high resistances to earth,
and when closed they can be non-critical
resistances in series with current sources.
The network resistors have only two values, Which also simplifies the problem of selection.

### 2.1.4.2 Weighted Resistor Network

## A scheme using two voltage sources and

a set of weighted resistors is shown in Figure 2.8.
The currents are summed in the load resistor $R_{c}$ after selection of the voltage source has been made with the change-over switches. Lも the subscripts $i, j$ denote those resistors connected to $\mathrm{E}_{0}, \mathrm{E}_{1}$ respectively.

By superposition, the output voltage $e=e_{0}+e_{1}$, where $e_{0}, e_{1}$ are the outputs due to $E_{0}, E_{1}$ respectively, with $E_{1}, E_{0}$ respectively short-circuited. With $\mathrm{E}_{1}$ short-circuited, all the resistors $r_{j}$ and $R_{c}$ are in parallel, and together are in series with all $r_{i}$ taken in parallel.

Put

$$
\begin{gathered}
\frac{1}{\sum \frac{1}{r_{i}}}=A_{j} \\
\frac{1}{\frac{1}{R_{o}}+\sum \frac{1}{r_{j}}}=B
\end{gathered}
$$

Then

$$
\begin{aligned}
e_{0} & =E_{0} \times(B /(A+B)\} \\
& \left.=E_{0} \times \frac{1 /\left(\frac{1}{R_{0}}+\sum \frac{1}{r_{j}}\right.}{\left(\frac{1}{R_{c}}+\sum \frac{1}{r_{j}}+\frac{1}{r_{i}}\right) /\left(\frac{1}{r_{i}} \times\left(\frac{1}{R_{0}+C_{r}}+1\right)\right.}\right)
\end{aligned}
$$

$$
=\left(E_{0} \times \sum_{r_{i}}\right) /\left(\frac{1}{R_{0}}+\sum \frac{1}{r_{i}}+\sum \frac{1}{r_{j}}\right)
$$

$$
=\left(E_{0} \times \sum \frac{1}{r_{i}}\right) /\left(\frac{1}{R_{0}}+\sum_{0}^{n} \frac{1}{r_{k}}\right) .
$$

Similarly,

$$
e_{1}=\left(E_{1} \times \sum \frac{1}{r_{j}}\right) /\left(\frac{1}{R_{c}}+\sum_{0}^{n} \frac{1}{r_{k}}\right) .
$$

Therefore, $e=e_{0}+\theta_{1}$

$$
=\left(E_{0} \times \sum \frac{1}{r_{i}}+E_{1} \times \sum \frac{1}{r_{j}}\right) /\left(\frac{1}{R_{c}}+\sum_{0}^{n} \frac{1}{r_{k}}\right) .
$$

How for binary coding, $r_{k}=\frac{R}{2^{k}}$,
therefore,

$$
\begin{aligned}
\sum_{0}^{n} \frac{1}{x_{k-}} & =\frac{1}{R}\left(2^{0} 12^{1}+\ldots+2^{n}\right) \\
& =\frac{2^{n+1}-1}{R},
\end{aligned}
$$

and also $\sum \frac{1}{r_{j}}-\sum \frac{2^{j}}{R}=\frac{1}{R} \sum^{2^{j}}=\frac{1}{R} \times p$,
where $p$ is the value of the coded number (always $p<2^{n+1}$ ),
and $\quad \sum 2^{i}+\sum 2^{j}=\sum_{0}^{n} 2^{k}=2^{n+1}-1$,
therefore $\sum 2^{i}=2^{n+1}-1-\sum 2^{j}=2^{n+1}-1-p$,

Substituting these three results,

$$
\begin{aligned}
& e=\frac{\left(E_{0}^{R}\left(2^{n+1}-1-p\right)+\frac{E_{1}}{R} \times p\right)}{\left(\frac{1!}{R_{c}}+\frac{2^{n+1}-1}{R}\right\}} \\
&=\frac{\left\{E_{0}\left(2^{n+1}-1-p\right)+E_{1} p\right)}{\left(\frac{R}{R_{c}}+2^{n+1}-1\right\}} \\
&=\left\{E_{0}\left(2^{n+1}-1\right)+p\left(E_{1}-E_{0}\right)\right\} \\
&\left(\frac{R}{R_{c}}+2^{n+1}-1\right)
\end{aligned}
$$

$$
=a(b+p c)
$$

which is a linear function of $p$, but offset from the origin. The change in output voltage per unit change in number is

$$
\frac{\Delta e}{\Delta p}=\left(E_{1}-E_{0}\right) /\left(\frac{R}{R_{c}}+2^{n+1}-1\right)
$$

This is independent of $p$, and can be made large for a given maximum number $\left(2^{n+1}-1\right)$ by making $E_{1}-E_{0}$ large and $\frac{R}{H_{0}}$ gmall, If $p$ has only one sien, $\mathrm{E}_{\mathrm{O}}$ can at best be made zero, which makes e proportional to $p$, from equation 2.

Although an accurate voltage source is practicable, the switch arrangement is difficult to achieve non-mechanically because the contacts must have a very low resistance and offset voltage when closed. The normally closed contact cannot be omitted without loss of accuracy. A further difficulty lies in wide range of resistance values which can result from large values of ns high power dissipation in low resistances may affect the resistor stability, while leakage resistance may be significant when hich values are used.

For these reasons this type of weighted voltage senerator was rejected in favour of the ladder network.

### 2.1.4.3 Tolerance Analysis

Ideally the voltage generator abeys equation so that the relationship betreen the code supplied to the switches of the ladder network and the voltage obtained from it is a linear staircase, as suggested in Figure 2.9. Any departure from linearity can be attributed to inaccuracy of the current sources or of the network resistances, and tolerances must be placed on these to meet the linearity specification.

The staircase is fenerated by combinations of the weighted voltages, so that tro successife steps could be made up from quito different numbers of these voltages and their values vould be subject to different sets of errors in these voltages. For example, the successive code numbers 011111 and 100000 of a sir-digit code use five sources and one source respeotively, and if all the sources in the first case are low in their tolerances while the other single source is high the ataircese will have a hish-step discontinuity. Similarly, if the five sources are high in their tolerances and the single source is low the discontinuity will be a shellow step. The linearity can therefore be controlled by limiting the variation in step height as the number of code digits changes. A convenient measure of the nonlinearity is the fraction $\varepsilon$ of the nominal step sizeq by which any step $\alpha$ departs from nominal. Thus
or

$$
\begin{aligned}
q-d & =\Sigma q, \\
\varepsilon & =1-d / q .
\end{aligned}
$$

The worst case of a step discontinuity occurs at half full-acale for pure binary code because there the maximam change in the number of contributing sources takes place. The weighted-voltage tolerances
may therefore be found by considering the maximum permissible value of $\varepsilon$ at this point.

In the ladder network, each weighted voltage can be in error due to errors in the current source, the node input resistance and the successive attenuation factors. The current source errors will be considered here by assuming that allthe resistors are exactly matched, and since the currents are all nominally equal they will also be given the same fractional error $\Delta$ although they may have either aign. The nominal voltage $E_{j}$ developed at node $j$ by the source $I_{j}$ can be expressed in terms of the nominal step size $q$ because all the $E_{j}$ are aqual, and the largest weighted voltage $\mathrm{F}_{\mathrm{n}}$ is equal to half the input voltage range. Thus $E_{j}=E_{n}=$ $2^{\mathrm{n}-1} \mathrm{q}$. The contribution of $\mathrm{E}_{\mathrm{j}}$ at the output, after attenuation by the network, is therefore $E_{j} / 2^{n-j}=2^{j-1} q$, or, including the error, $2^{j-1} q(1 \pm \Delta)$.

Now consider the worst high-step discontinuity when all the sources $I_{1}$ to $I_{n-1}$ are on the lower limits of their tolerance and $I_{n}$ is on its higher limit. (This is sketched in Figure (2:0 $\mathrm{xO}_{0}$ ). Then the total output at half full scale is

$$
\begin{aligned}
& \sum_{j=1}^{n-1} 2^{j-1} q(1-\Delta) \\
= & \left(2^{n-1}-1\right)(1-\Delta) q
\end{aligned}
$$

and the output after one extra digit is

$$
\text { therefore } \quad \begin{aligned}
& 2^{n-1} q(1+\Delta) \\
& =\left(2^{n-1}-1\right)(1-\Delta) q-2^{n-1}(1+\Delta) q \\
& =\left(1+\left(2^{n}-1\right) \Delta\right) q .
\end{aligned}
$$

Now

$$
d / q=1-\varepsilon
$$

so that

$$
\Delta=-\Sigma /\left(2^{n}-1\right)
$$ as in Figure 2.12, $\mathcal{E}$ is positive, and again

$$
\left.\Delta=\varepsilon /\left(2^{n}-1\right) \quad \quad \because \cdot 3\right)
$$

This case is significant, for if $\varepsilon>$ । the staircase is no longer a monotonic function of the code, as sketched in Figure 2.12 and the ambiguity in voltage makes coding impossible.

The maximum value which $I \Sigma 1$ may be allowed to take is $\frac{1}{2}$, corresponding to a half-sized step. This figure is chosen because subsequent decoding with a weighted-voltage generator having the same tolerance will still reproduce the input signal to within the nominal quantitising limits of the coder.

Substitution of $\Sigma=\frac{1}{2}$ in equation 3) gives the maximum fractional error tolerable in the current sources as $\Delta= \pm 2 / 2\left(2^{n}-1\right)$.

### 2.2 Symehronization

To demodulate a pulse-code it is necessary not only to be able to identify individual pulses but also to ensure that an account is kept of the significance to be given to each pulse. For this reason the code groups are transmitted in frames whose start and finish are identiflable, and in which the positions that pulses may occupy are premarranged in a pattern of codewoights.

The start of each frame and the timing within it can be commuicated on a separate channel, but in small systems this is wastefil because this information can be included with the data. A frame can be identifled by asignal which cannot be a pattern of data pulses, and the most obvious signal is a special group of pulses in every frame. This, of course, wastes channel bandwidth by requiring transmission of more pulses for the same data rate. A more subtle method which minimizes this wastage makes use of the fact that the data cannot change as quickly as half the sampling rate (see Section 1.3 ) and so uses a signal at this rate, made up most simply of a pulse in a fixed position in every alternate frame, and no pulse in this position in the other frames. In either case the frame signal may be separated with a filter.

Conventional PCM systens transmit the code pulses in each frame in return-to-zero form, and need to identify the pulse-rate as well as the frame-rate. A syachronization method has been devised which requires knowledge of only the frame-rate. Hence, it would be possible to use the non-returntomero (NRZ) form and save on bandwidth, as suggested in Figure 2.13 However, because in NRZ there is little energy present at the pulsemrate (on the average), this could complicate the process of pulsemregeneration (Section 2.3) which is essential on noisy transmission links.

### 2.2.1 Flywheel symeh.

Ideally, a synch pulse need be transmitted only as often as it is needed to prevent the receiver timing from drifting so far that the pulse code-weight is lost. This neans that quite long codes or groups of codes could be sent in each frame, making timemdivision multiplex attractive. However, such a method would require tolerances on the initial frequency and the rate of drift of the individual receiver, and ignores the possibility that a synch pulse might be lost, or one falsoly inserted, by noise inthe transmission system.

In practice it is desirable to transmit as many synch pulses as the data and channel bandwidths will allow, and also to make the receiver as imune as possible to the offects of missing or spurious synch pulses. This is aohieved by a method expressivaly called "flywheol synch" whose name is derived from the large energy reservoir fed by synch pulses, which controls the frequency of the tining oscillator in the receiver. It is shown in block form in Figure 2.14 .

The fiywheel oscillator can be pulled into synchronism from an initially incorrect frequency, and, once locked, can withstend relative frequency drifts to an oxtont dependent upon the rate at which the energy reservoir can react to change and the gain of the loop. The greater the amount of energy that is extracted from
the synch pulse, the more rapidly will synchronism be attained and the more tightly will it be held, but the more sensitive will the system be to noise.

The detector in figure $\boldsymbol{\Lambda}^{2-14}$ is a form of correlation circuit which performs continuous comparison of the controlled and controlling signals, and produces an output which is an odd function of the phase difference. The flywheel is a lowpass filter to average the detector output, and it must have zero bandwidth if the correlation averaging time is to be infinite. However, the product of two functions of different fundamental frequencies contains a component having the difference frequency, which cannot be passed by a zerombandwidth filter. If the receiver oscillator is to possess a pull-in range of frequencies the filter bandwidth must therefore be opened to allow the expected frequency difference. It also follows that as the pull-in range is extended by shortening the averaging-time, the phase control suffers; but it is the phase-sensitivity, or change in frequency per unit change in phase, which determines the hold-in range, since the two detector inputs then have the same frequency. Some compromises are therefore necessary for satisfactory performance, and these must be governed by the particular application. The flywheel filter usually contains both lag and lag-lead sections, and it may aren eaploy a switch to change the filter characteristics when synchronism has been achieved, so that the conditions for minimum synchronization time and minimum noise bandwidth can be made independent.

### 2.2.2 Godemulse detection

The oscillator inthe receiver must provide the timing needed for sampling the received code when a pulse is due. Information is therefore required about the pulse frequency and phase within the frame. If all frames have the same known interval timing arrangement, this information may be obtained by synchromizing the oscillator to a frequency suitably higher than the frame rate, counting its output, and then gating these signals to obtain timemglot pulses. One of these, at frame rate, may become the strobe pulse used to operate the synch system, and it must maintain the correct phasing between the received frame and the receiver Prame timing. The other timemslot pulses may then be used to strobe the received code pulses.

Thus, provided that the receiver oscillator can be satisfactorily syachronized to a lower-frequency signal by means of a signal derived from itself by frequency-division, only frame-rato information is needed inthe synch signal. It willbe shown in Section 33.2 that this operation is possible in a flywheel system.

### 2.2.3 Symeh Detector

A very simple synch detector, making novel use of a property of the clapp or d-c restoring circuit, has been developed for use inthe PCM equipment. Its operation is described here, and further applications are discussed in Appeñidx D

The basic clamp circuit shown in Figure 2.15. is for clamping the positive peak of the input waveform to earth. The capacitor $C$ is charged rapidly through the diode to the peak amplitude of the input waveform, and since it cannot discherge when the input changes sign (except into a load resistance which is assumed high), it superinposes a negative duc shift on the input so that the output is never positive.

The modification used in the synch detector is to clanp the input not to earth but to another voltage generator of the particular form shown in Figure 2.16. Both inputs are constant amplitude pulses, and for the purposes of explanation are of the same frequency, but the clamp bias $B$ has a smaller mark/space ratio than the input A. Difforent clamping actions occur with this circuit depending on the relative timing of the input and bias.
(a) Bias zero between the input's positive and negative transition.

The action is similar to that of the simple clamp in that the capacitor is charged rapidly through the diode when the input goes positive, its right-hand plate being held at zero potential, approximately.

When A goes negative, C retains its charge and the output goes negative, and if its amplitude is less than the peak value of A, the diode remains back-biassed. The output is therefore the same as for the simple clamp, as shown in Figure 2.17(a).

If $B$ exceeds $A$ in amplitude, the output changes to the amplitude of $B$ during its presence by charging $C$ to this new value. This causes the output to appear as the input waveforil clamped to a voltage which is the difference between the peak values of $B$ and $A$.
(b) Bias negative between the input's positive and next negative transition.

This relative timing is shown in Figure 2. 17(b) The capacitor is initially charged to the peak value ofA, and is further charged through the diode when B goes negative. Since it cannot discharge when $B$ falls to zero, the output remains at the peak value of B until A goes negative taking the output further negative by the peak value of A. Subsequently the output appears as the input waveform clamped to the peak value of the bias waveform.
(c) Bias negative during the input's positive transition.

This case is shown in Figure $2.17(\mathrm{c})$ and its analysis is similar to that of case (b), above.
(d) Bias negative during the input's negative transition.

Figure 2.17(d)shows the first two cycles, and this case also yields the same ultimate output as case (b), above.

The output therefore has two distinct mean values, the input being clamped either to gero or to the bias peak value depending on the relative times of their transitions.

If the input and blas waveforis have different fundamental frequencies, their relative phasings will slip at the difference frequency and cause the clamp to produce
an output whose mean value (per input cycle) varies
at the slip frequency. The output changes abruptiy (within one input cycle) as the positive-going edges of the two waveforms pass, as sketched in Figure2, 18. This phase response has the form deaired of an ideal synch detector, except for the steady-state delay of $t_{1}$. In such an application, wavefora $B$ would be derived from the received synch pulse, and waveform A from the output of the receiver oscillator.

The fact that the average output per cycle is non-zero is very useful inthe frequency control of a-stable maltivibrators, and since the actual amplitude can be made as large as is desired in the clamp circuit, the need for amplification is eliminated.

It can bo seen from Figure 2.15 that the widths of the negative parts of the two waveforms are unimportant in the action of the clamp cireuit, as long as $t_{2}<t_{1}$, but they do govern the fraction $\frac{t_{1}-t_{2}}{t_{3}}$ of the slip cycle during which the clamp output is low. If this ratio can be made nearer to 0.5 the requirements of the flywheel filter are eased because more energy is concentrated at the slip frequency.

### 2.3 Regeneration

Two of the most important features of PCM transmission are the extent to which the signal may deteriorate while still bearing information, and the possibility of repeated regeneration of the signal uithout distortion. The causes of signal degeneration can be classed as predictable or unpredictable, and these are differently amenable to regeneration. Predictable distortion is that resulting from known characteristics of the transmission channel, such as limited bandwidth, while unpredictable distortion is due to the superimposition of spurious signals onto the signal. The major cause of predictable distortion is limited channel bandwidth. High-frequency restriction results in rounded and delayed pulses (Figure 2.199) which may be unsuitable for gating operations inthe decoding process unless they are regenerated. Poor low-frequency response causes droop distortion (Figure 2.19(b)),
because the transmitted signal contains a d-c
component. By itself this is not serious because clamping can restore the d-c if the average pulse-height is sensibly constant. As would be expected, predictable distortion can be minimized if the oxtent of its effects is known in the particular application. Noise, however, is not so readily overcome. The problem of determining the presence or absence of a particular pulse, and its effect on the received $\mathrm{S} / \mathrm{N}$ ratio, is considered in Section 1.7 with the result that information is best interpreted from signals either side of a level equal to half the average pulse-height (Figure2.20) Before levelsensing can be applied, though, the d-c component must be restored, and this is not done so successfully in the presence of noise, although it is used in television reception. The only noise-discriminating action which can be of certain help is retiming of the received aignals, wherein use is made of the fact that the expected time of occurrence of each pulse is known from the demodulator.

Synch pulses as well as code pulses may be advantageously retimed, but only for repeater station regeneration; retimed synch pulses cannot be used in the synch detector because they themselves determine the timing via the flywheel oscillator. Their occurrence and length must be found by analogue methods for this purpose.

### 2.3.1 Regeneration Scheme

A complete pulse-regeneration scheme is given
in Figure 2.21. The input filter restricts the noise bandwidth, and its characteristic should be Gaussian, although it may need to suit the transmission link. It is followed by a d-c restorer which clamps the positive signal excursions to the signal peak value averaged over several frames. This places the slicing level at zero potential for the limiting amplifier, whose other function
is to remove anaplitude variations introduced along the transmission path. The signal is next to be reformed and retimed, so the syach pulse is separated at this stage by an integration method discussed in Section 3.3.2.

The pulse discriminator makes use of a bipolar integrator whose output is set to zero at the end of every time slot. The polarity of the integrator output at the instant of resetting is used as an indication of the presence or absence of a pulse, and a flipflop is set or reset accordingly. Because the polarity pulses occur one per time slot, the flipflop output is also automatically timed, and it is used as the regenerated signal by this method. The action of the system is shown by the waveforms sketched in FHgure 2.22.

The integrating discriminator detects a pulse as a certain minimum amount of energy of a definite polarity averaged over one time slot. In this way it is far more effective than a sampler of the slicer polarity which could falsely sample a noise pulse. The synch separator also usea integration, which helps its operation in the preseace of noise, but it cannot have the assistance of retiming. Its noise rejection is performed by the flyuheel of the synch system.

Regeneration by this method results in the signal's being delayed by one time slot. The receiver is anaware of this, so if aignals are compared after transmission via two paths employing different numbers of ropeaters, the delay difference may be significant and may need compensation.
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### 3.1 General Specification

The pulse-code modulator and demodulator were designed with intended application to the telemetry of seismic signals in the frequency range 0 to $1 \mathrm{c} / \mathrm{s}$, but this frequency was so low as to be inconvenient during the testing of the circuits, and the signal bandwidth was raised to $30 \mathrm{c} / \mathrm{s}$.

The modulator accepts signals inthe range 0 to -5 volts and samples at a rate of 62.5 samples per second. For each sample it produces a 6 digit serial binary code and a frame synch aignal, giving an output pulse rate of $1 \mathrm{kc} / \mathrm{s}$. Coding to 6 binary digits (bits) causes a quantitization error of $\frac{1}{2} \times 2^{-6}$, or $0.8 \%$, which is adequate for the data, and the $1 \mathrm{kc} / \mathrm{s}$ pulse rate is low enough for most transmission links likely to be used, whether line or radio. The output pulses are -12 volts for a digital 1 and 0 volts for a digital 0 , and all the code pulses have the same width, but the synch pulse is three times wider. The code pulses are arranged within a frame in decreasing binary weight, as shown in the format specification, Figure 3.1. Photographs of one frame of the actual output for the codes 111111 , 011000 and 000000 are shown in Figure 3.2.

The demodulatin iaccepts code which is in the proper format and has a pulse rate of approximately $1 \mathrm{kc} / \mathrm{s}$. It incorporates a regenerator which may be used separately in repeater stations if required. Synchronization locks the demodulator oscillator to the code-pulse rate, but a coarse ( $\pm 50 \%$ ) frequency control is provided so that the oscillator can be set within the $\pm 25 \%$ range of the synch. system. The demodulator output is available as either a filtered or an unfiltered voltage inthe range 0 to -5 volts, and in phase with the modulator input. The unfiltered output is constant over the period of one frame but delayed by one frame relative to the input code.

External regulated power supplies are required for both units. The modulator load is 60 mA at +12 volts and 180 mA at -12 volts, and the demodulator load is 35 mA at +12 volts and 160 mA at -12 volts.

### 3.2 Modulator

The modulator uses a weighing coder because with this type the code is available serially as it is produced, starting at the instant of initiating the coding process. This simplifies the format of the output frame and results in the lowest code pulse rate; it also gives the codef circuits the lowest operating speed. These decisions were made so that if high-speed applications for the equipment were considered, the techniques would offer the least possible restriction. However, the weigning coder requires that the input sample be available throughout the coding process, that is, for almost a full frame, and a means of storing the amplitude of the sample is therefore necessary. This is done with a "boxcar" circuit.

Since no coding can be done while the input is being sampled, this period is utilized for generating the synch pulse. The timing of the sampling, the successive weighings, and the production of the code and synch pulses is controlled by a set of time-slot pulses generated in each frame from a master oscillator.

### 3.2.1 Block Diagram

The arrengement of the modulator is given in Figure 3.3. A sampler and boxcar circuit provide one input to a high-gain differential d-o amplifier, the other input being weighted voltages with which the input is compared. Further d-c amplification converts the difference signal to a standard-height pulse, whose presence denotes that the weighted voltage sum has exceeded the input sample, or whose absence
denotes the opposite condition. In accordance with the weighing-coder method (See Section 2.1.4)
the presence of a pulse requires the removal of the last weichted-voltage, and this is performed by AND gates which strobe for an output code pulse in a particular time slot, and correct the voltare generator if an output is obtained.

The desired output code contains a digit for every weighted-voltage which is needed to make up the input sample, and is obtained by producine no disit when a pulse is received from the comparator, and a digit when no pulse is received. This is done with a (locical) inverting amplifier. To obtain blanked slots between the code digits, pulses are inserted by gating into the inverter input, so that they appear as spaces in the code output.

The weighted-voltage generator is controlled by six bistable stores. If the contents of a store are set to " 1 ", then it switches into the comparator the appropriate voltace, while if it contains a "0", no voltage is supplied. The stores are all reset to " 0 " at the end of every coding operation, and each is set to "1"; beginning with the most significant voltage, at the start of the tine slot into which it may place a code digit. The stores may also be reset by the AND gates which strobe for pulses from the ccopatator; then the weichted-voltage is removed as soon as the comparator shows the input has been exceeded by the sum of the weighted voltages used. The only store which is reset in such an event is the last one to have contributed a voltage, and the sum for comparison falls to its previous value so that the next amallest weighted voltage may then be added. If no reset command is received from the strobing gates, the store remains set, and that weishted-voltaje is left in the sum. This digital feedback loop ensures that the sum of the voltages is always less than the input voltage, and the error is decreased after each comparison.

The timing oscillator drives a chain of 4 bistable multivibrators, and the 16 equal time slots which make up a frame are generated by combining the outputs of these dividers in a set of AND gates. One of the slots is allocated to perfoxaing the ampling operation, so that the sampling irequency is $1 / 16$ of the oscillator frequency. Other time slot pulses are used for setting the stores successively, for strobing the comparator output, for inserting blanking and synch pulses, and for resetting the stores at the end of each coding operation.

### 3.2.2 Circuit Description

In the following circuit diagrans, time-slot pulses are mumered according to their positions in the frame.
3.2.2.1 Sampler and Boxcar (Fisure 3.4)

The analogue input signal is accepted by an emitter follower, primarily to provide a low charging impedance for the boxcar oircuit. Because its load current can flow in either direction, a complementaxy emitter follower is used.

The boxcar circuit consists of a storage capacitor and a transistor switch which isolates the capacitor from the input except during the sampling period. When a sampling pulse is applied tothe awitch drive resistor, one of the collector-base junctions of the two switch transistors is forward biassed and that transistor conduots heavily using its collector as an emitter. In this state the collector-emitter voltase drop is less than the collector-base drop, so that the other transistor has its emitter-base junction fonward biassed and it also conducts. The capacitor is then connected to the input by a very low resistance
and offset voltage, and it is charged or discharged rapidly from the emitter follower. Then no sampling pulse is present the sritch drive resistor is returned to earth potential and neither collector-base junction can conduct. The switch transistors are seleoted for high cain and lon collector-base leakage.

The storage capacitor is followed by a two-stage emittor-follower which has a very low input current to prevent discharge, and this pormits non-destructive use of the stored sample. These transistors are also selected for high gain and low leakage, and the capacitor is a polyester type to avoid diclectric leakage.

The results achieved with this circuit are illustrated in the photograph in Fisure 3.5; which shovs the droop in the boxcer output durine one frame to be 25 mv , or $0.5 \%$ of full scale.

### 3.2.2.2 Comparator and Pulse Amplifier (Higure 3.6)

The outputs from the boxcar and the weighted voltage generator are compared by being direct-coupled to opposite inputs of a long-tail differential amplifier. The smallest difference which must be discriminated is half the least-weight contribution, that is $\frac{1}{3} \times 2^{-6} \times 5$ volts = 40 mV , and the amplifier has a differential gain of about 20 for small signals; a diode clamp limits the output excursions to prevent saturetion from large signals, such as can occur during the first few weighings. Since the common-mode signal on the two inputs has a range of 5 volts, the emitter resistance for the amplifier must be compliant as vell as high valued, and it is composed of a transistor operating as a constant current source.

Stabilization of the amplifier against thermal drifts is not difficuly due to the cenerous offset voltage allowance of $\pm 20 \mathrm{mv}$. Gross base-emitter
voltage variation is minimized by tight thermal coupling between the two transistors, and variation in base currents, due to different coefficients of current gain, does not cause significant voltage offset because the source impedances for the amplifier are low and equal.

The output of the comparator is regeneratively amplified to a standaxd-height digital pulse by two Schmitt triçers isolated from the comparator by an emitter follower.

The photographs in Figures $3.7,3.8$ and 3.9 show, in order, the outputs of the comparator and the two Sohmitt triggers, all for the code 011000.

### 3.2.2.3 Format Blanking, Inverting Amplifier, Output

 Stage (Figure 3.10)The pulse amplifier output is combined in an or gate with the eppropriste interdigit time alot pulses, and then taken via an isolating eritter follower to the coincidence (AND) gates where the code pulses are strobed. The or gate output is elso inverted by a comon-emitter amplifier to form the correct pulse code and supplied to the modulator output terminal at low impedance from an emitter follower.
3.2.2.4 Coincidence Gates (Figure 3.11)

The blanking OR cate output supplies one input to each of five two-input AND gates. The other inputs are timing pulses in the first five of the six digit slots. An output is therefore obtained from any gate when the comparator has produced an output pulse in that time slot. No gate is provided for the sixth digit because no feedback action is necessary after the least-weight comparison.

The photograph in Figure 3.12 (a)
shows the output of Coincidence Gato 5 when a pulse is present in the fifth digit slot of the output. Figure 3.12(b) shows the output of Gate 3 when the output code contsins no pulse in the third digit slot. Both these photographs used the same CRO synch signal to show the relativo timing.

### 3.2.2.5 Stores (Figure 3.13)

One store is $p$ rovided for each of the first five code digits. They are set successively to switch the weighted voltages into the comparator, and are reset if no code digit is generated as a result of this. The sixth digit is controlled not from a store but from its time alot pulse, since no further comparison need be made after it has been chosen.

The store consists of a bistable multivibrator or flip-flop with three collector-triggering inputs. One collector is triggered by the setting tine slot pulse, and from this collector the output of tho store is taken to the waighted voltage switch. The other collector carries the two resetting inputs, one from the appropriate coincidence gato via a pulse shaper, the other from the time slot pulse which is used to reset all the stores at the end of the coding operation. If a coincidence gate resets the store, the main reset pulse which follows has no effoct on the state of the store.

An anglysis for the design of the bistable multivibrator is given in Appendix B.

The photograph in Figure $3.1 /(a)$ shows Store 2 set by its time slot pulse, but subsequently reset by a coincidence pulse, while Figure 3.14 ) shows Store 2 set normally, but not reset until the end of codingFigure 3.15 showe store 3 likewise resot by the main reset pulse.

It may be noticed that if a store is provided for the sixth digit, the six stores contain the output code in parallel form just prior to their being reset. The contents of the atores may therefore be sampled at the completion of the coding if a parallel output code is needed for operation of data handling equipment.
3.2.2.6 Weighted-voltage Generator (Figures 3.16(a) and (b)

The set of voltages weighted in the ratio of the decreasing binary sequence $1 ; \frac{1}{2}: \frac{1}{4}$; $\frac{1}{8}: \frac{1}{16}: \frac{1}{32}$ is obtained by driving fixed currents into a resistive network having particular attenuation properties. (See Section 2/4.4) This network, show in Figure 3.16(b) has its resistances chosen so that every currentinjection point presents the same input impedance, and so that application of equal currents at these points in succession results in an output voltage which is successisealy in ithe required ratio, while simultaneous applicaifun of equal currents at any of the inputs causes an output voltage which is the sum of the voltages produced by individual currents at these points. The values of the currentes and resistances governs the network output voltage, and hence the scaling of the modulator input.

The current sources, one of which is show in Figure 3.16a) use transistors operated in the common-base connection to obtain a high output impedance, and the NPN type is needed to develop negative weighted voltages. 411 the currents are made equal by difrixing the bases from the same temperaturemeompensated Zener-diode voltage source and providing equal high-stability emitter resistors.

This assumes that the differences in basememitter voltages are sufficiently small compared with the Zenermiode voltage - a fact found to be true for the few 2165 transistors available. The operating current is sat high at about 3 mA so that the collector-base leakage current is relatively small, but even transistor selection could not ensure that the leakage current differences would remain less than the necessary $\frac{1}{2} \times 2^{-6} \times 3 \mathrm{~mA}=25 \mu \mathrm{~A}$ over a practical temperature range of $2 \theta^{\circ} \mathrm{C}$ to $50^{\circ} \mathrm{C}$. The available components therefore limit the equipment to a terperature ifife:sntial of about $10^{\circ} \mathrm{C}$ unless the transistors are placed in a simple regulated oven.

The current source transistors inn continuously and can feed, via diodes, either the weighting network or a bypass load, depending on the potentials on the diode anodes. The switching method is illustrated in Figure 3.17. The bypass load is connected also to a transistor clamp which, when operated by the setting of its store, outs off the bypass diode and forces the current source to supply the weighting network. In this condition the bypass diode dous not load the networic node, and the forward drop acrose the network diode does not affect the node voltage. When the clamp is released by the resetting of the store, the source can supply the bypass load, and this resistance is chosen so that the voltage drop across it cuts of the network diode. In this condition the network is unaffected because the node is loaded with the high back-resistance of the network diode. A photograph of the output of the weighted-voltage generator for the code 000000 is given in Figure $_{3,18 \text {; for }}$ this code every voltage is removed after trial because the input
voltage is zero. Figure 3.19is a photograph of the output for the code 111111, and here the voltages are been to be all retained after trial. The C.R.O. vertical sensitivity is halved for this photograph. In Figure 3. 20 is shown the output for the code 011000 ; here the retention of the second and third voltages and the rejection of the others can be sean clearly.

### 3.2.2.7 Master Oscillator, Divider Chain and Pimemslot Matrix (Figures 3.21 and 3.22)

The fundamental timing of the modulator is derived from an astable multivibrator. This drives a chain of four bistable multivibrator dividors by collector triggering. The outputs of these dividers are combined in order in the 16 outputs identifying successive time slots. These diode AND gates can be conveniently laid out in an orderly pattern (see Figure 3.4. which prompts the title "matrix" for the set of diodes. Those outputs which feed the blanking OR gate are taken first through endter followers so that the diode AND gates willnot be heavily loaded. A typical timing pulse, that for slot 1 ; is shown in Figure 3.23.

The triplewidth synoh pulse, which occurs in the same position in all frames, is generated by the omission of a blanking pulse in slot 14 , and the doublewidth sampling pulse uses slots 15 and 16.

### 3.2.3 Performance

The sampling and coding parts of the modulator were checked by measuring the static linearity of the voltage-to-code conversion, the correctness of coding at frequencies up to $20 \mathrm{c} / \mathrm{s}$, and the temperature stability of the unit.

### 3.2.3.1 Goder.Linearity

The modulator input was supplied from a metired variable-voltage source and the iftput
code was observed on a CRO. The input voltage was then increased steadily from zero to $\mathbf{- 5}$ volts, and the voltages at waich the code changed were noted. The input was then steadily decreased from -5 volts to zero, and again the voltages at which the code changed were noted.

No significant difference tas observed between the results for the two directions of scanning, other than the expected consistent shift of one step. However, the instant of a code change was ill-defined because the boxcar droop caused the last code pulse to be too narrow at the onset of ito appearance and then to grow to full width as the input changed. The results plotted in Figures, ${ }^{2}$ give the voltage at the instant when the last code pulse was barely fully-fomed.

Thebestratit straight line drawn on the transfor characteristica shows the staircase to be a serieg of straight segments of slightly lower slope, separated by high-step discontinuities which are most predominant every 16 atope. This indicatos that the second largest weighted voltage is slightly higher in tolerance than the others.

The bestrift line also shows that full-scale code corresponds to an input voltage of -4.4 volts instead of the desired -5 volts. This is due to incorrect scaling in the weighted voltage network and resulte from the unavilability of the desired component values in Zener diodes and high-stability resistors.
3.2.3.2 Dynamic Coding

A technique was devised for observing the correctnoss of the code formation and, to some extent, the linearity of coding at frequencies up to the sampling limit.

The horizontal deflection of a CRO was synchronized to the modulator frame rate and the vertical deflection was obtained from a ramp voltage connected to the modulator input. Z-modulation of the CRO beam was then obtained from the modulator output. As the vertical deflection changed, the output code passed through all its combinations and brishtened the raster to form a binaxydcoded mask. This effect is sketched in Figure 3.25; it was not possible to obtain a satisfactory photosraph due to difficulties with CRO persistence and film speed. The linearity of the coding could be observed by noting that all the binary patterns were produced in the right order and that each code band occupied about the same vertioal deflection. It was concluded that the operation of the coder was correct up to $20 \mathrm{c} / \mathrm{s}$.

### 3.2.3.3 Temperature Stability

A stable d-c voltage was applied tothe input of the modulator, and the ambient temperature of the unit was slowly cycled from $20^{\circ} \mathrm{C}$ to $35^{\circ} \mathrm{C}$ and back asain, while the output code was observed. A maximam change of one digit ( 1 in $2^{6}$ ) was noted, although, due to the quantitizing process, this drift was a functions of the actual input voltage.

No drift over one hour at a constant temperature was detected.

### 3.3 Demodulator

The decision to use a weighing coder in the modulator was influenced by the need for a decoder, and, in fact, an identical weighted volta;e generator is used in the demodulator unit. Due to the serial code transmission, the decoded voltace is not available until the end of the frame and it is therefore necessexy to sample the voltage at this time and filter it by storage throughout the next frame.
frame is achieved by means of flywheel synch operating at frame-rate but controlling the timing oscillator at pulse-rate. In this way regeneration and decoding of the pulses can be done from only freme-rate information, giving the least wastage of channel bandwidth.

The re-timing of the code pulses is separated from the decoding so that repeater stations may use this part of the equipment without modification.

### 3.3.1 Block Diargram

The amangement of the demodulator is given in Figure 3.26 It shows some similarity to the modulator except that it has no comparator but it has a regenerator and a synch system.

The code pulses are taken to six coincidence (AND) gates, each of which has as its other input one of the demodulator time slot pulses derived from the timing unit. Each gate produces an output if a code digit occurs in that time slot, and this output triagers a binary store to abrituh on a weighted voltage from the generator.

A store can be set only by a pulse received from its coincidence gate, which occura only when a code digit is present in the strobed time slot. If no digit is present the store remains in its reset state, and the main resetting pulse applied to all stores at the end of each frame has no offect upon it. In this way the weighted-voltage sum gererated by all the stores depends on which of the dizit slots were filled by the modulator, that is, on the code transmitted. By arranging the weighted voltajes to deorease the binary sequence and to be switched on by code digits in the order in which the digits are received (Greatest weight first), the sum of the voltages at the end of a code group is made proportional to the sample coded in the modulator. The photographs in Figures 3.2.7. (a) and (b), show the voltaregenerator output for codes of 111111 and 011000 respectively. Just prior to the resetting of all the stores the sum voltage is sampled and held in a boxcar circuit while the next code
is demodulated. This introduces a delay equal to the period of one frame between the taking of the sample in the modulator and the reproducing: of it in the demodulator. A lowpass filter nay be used finally to restore the anelogue output to the same spectrum as the analogue input.

The demodulator timing pulses are generated in the same way as in the modulator, except that the oscillator is frequency-controlled by a voltage derived from its output and the incoming synch pulse by the synch detector. The mynch pulse is separated from the regenerated demodulator input by an intecrating process which makes use of its unique triple-width.

### 3.3.2 Circuit Iescription

Those circuits which are identical to the corresponding ones in the modulator are not described here. Where differences occur between similar circuits, these are noted. Time slot pulses are identified by their positions within the demodulator frame, and do not necessarily have the same absolute time of occurrence as identically mombered slots in the modulator because every reseneration of the code introduces a delay.

### 3.3.2.1 Regenerator (Figures 3.28, 3.29 and 3.30)

> A positive voltage, equal to the average pulse-height measured over several frames, is generated in a leaky peal-detector, and the input signal, clamped to allow only negative excursions, is added to it by means of transformer-coupling of the input. After buifering by an emitter follower the sum is taken to the limiter/alicer, which is a differential amplifier with the second input held at the optimum slicins level, namely zero. Two outputs are provided: the first, a signal swinging from earth to the negative supply rail, is taken to the synch separator, while the second is shifted
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frequency must rise with increasing control voltage, and the synch detector gives an output which is less than the oscillator supply voltage. An astable maltivibrator is used for the oscillator, with its capacitor discharge resistors returned to the control voltage, as shown in Figure 3.33. Itsihalf-period $t=R C \log _{\varepsilon}\left(1+\frac{\nabla}{V_{c}}\right)$, so that for $t=0.5 \mathrm{~m}$ sec, $\frac{v}{v_{c}} \div 0.5$ and $R=40 \mathrm{~K} \rightarrow$ to give reasonable base isolation $C=0.005 \mu f$.

The timing resistors are made partly variable with ganged potentiometers to accommodate variation in the initial frequency of the modulator oscillator while atill keeping the synch system in the centre of its control range. The full circuit is given in Figure 3.33.

### 3.3.2.5 Synchronization Control

The received synch pulse is unique in being triple-width, and it is separated after the pulse regenerator by detecting its widh with an interrator. The pulse from the synch separator has a width of about one time slot and is called the synch pulse within the demodulator.

The synch detector (Section 2.2.3)
has a certain phasing of its two input signals at which relative slip produces a sudden change in its output, and this, after filtering, becomes the oscillator control voltage. Synchronism can be obtained if the synch pulse is used for the clamp bias voltage and a frame-rate signal derived from the controlled oscillator is used for the other input. Since it is necessary that the latter signal have a larger mark/space ratio than the synch pulse, the output of the last binary divider is used for the purpose.

In the absence of a code input, the frequency of the demodulator oscillator is lower than synchronous but within the pull-in range and it xisess when synch pulses slip through the synch detector until the two frequencies axe equal.

When the loop is syncironized the negative transistions of the two synch detector inputs occur at the same instant, so the numberins of the time slots is based on the position of the front edge of the synch pulse in the frame. There is actually a small static phase error which would cause a difference of about half the width of the synch pulse between the modulator and demodulator timings, but this is overcome by shifting the edge of the synch pulse appropriately.
3.3.2.5.1 Synch Separator (Figure 3.34)

The synch separator comprises an integrator, a voltage-slicer and a pulse amplifiex.

The intesrator uses an RC circuit with a charging time-constant of about two slots for negative signals, but a discharge time-constant of about one-fifth of the slot period so that the capacitor does not build up a pattem-dopendent charge. This is done with a resetting diode. Figure 3.35 shows the integrator action on a frame containing the code 011000 and a synch pulse. The slicins amplifier compares the integrator outpul with an adjustable voltaje and produces on outpat pulse when the elicing level is exceeded. It uses an emitter-coupled differantial amplifier which switches the second transistor rapidly between the conducting and non-conducting states; this signal is coupled to ${ }^{\text {a }}$ regenerative amplifier to produce a standard-height pulse. Two of the resulting synch pulses are shown in Figure 3.36 for which photograph the oscilloscope trigerer
was the same as for Figure 3.35.
Variation of the preset alicing level alters the width of the synch palse and the position of its negative transition relative to the end of the frame.

### 3.3.2.5.2 Synch Detector and Filter (Figure 3.37)

The two inputs to the synch detector clamp are driven by PNP emitter followers to provide rapid cherging of the clamp capacitors, and the synch pulse input is direct-coupled from its amplifier to retain the correct voltage levels. Fisure 3.38 is a photograph of the detector output in the synchronized condition, showing the stable phasine of the system.

The filter contains both lars and lar-lead sections to control the pull-in and jitter. In this equipment it must provide good rejection of the frame frequency so that the oscillator which is controlled by its output will not be greatly modulated at this frequency; for this would affect the demodulator timing. The filter output voltage is shown in Pigure 3.39 at a scale of 50 nv per centimetre, and its effect on the oscillator is indicated in Figuce 3.40 for which the oscilloscope was triggered by the leading edge of each oscillator pulse so that the modulation could be viewed as jitter of the trailing edge; the modulation effect can be seen to be negligible. Another photorraph of the oscillator output is given in Figure 3.41.
3.3.2.6 Oatput filter (Figure 3.42)

A simple lompass filter with a sharp cutoff frequency and good phase response is achieved by combinin; the steep slope of an 10 half-section with the null of a parallel-T section. The half-section is chosen to show a peak in the region where the
parallelm section starts to fall off, so that the overall response of the two cascaded sections is flatter in the pass-band. A compromise is made with the phaso response, but this may be made fairly linear while yiolding reasonable component values. The values show are for a filter with a cutoff of $50 \mathrm{c} / \mathrm{s}$ designed for use in sampling experiments rather than for the PCM application. The characteristics of this filter are given in Figure 3.43.

### 3.3.3 Pexformance

The demodulator tests performed were measurements of the linearity of the decoder staircase and of the thermal drift in output voltage.

### 3.3.3.1 Decoder Linearity

The demodulator input was supplied with codes from the modulator, and the output voltage was measured after synchronism had been reached. The codes were swept steadily through their full range and the output voltage at each code change was noted for both increasing and decreasing voltages. The results were almost identical to those for the modulator. This is not surprising because both units use the same component values and types in their samplers and uoighted voltage generators.

### 3.3.3.2 Temperature Stability

A fixed code was supplied to the demodulator input, and the ambient temperature of the unit was slowly cycled from $20^{\circ} \mathrm{C}$ to $35^{\circ} \mathrm{C}$ and back again. The output voltage was monitored, and showed a maximum change of 55 mV .

The drift in output voltage verer one hour at constant temperature uas 17 mV .

Whe completed demodulator is shom in the photorraph of Figure 3.44. The modulator is very similiar in appearance, except for an additional row of circuits behind the panel. Close-up photographs of parts of the units, shomins tho method of construction, are given in Figures 3.45, 46 and 47. The first of these shows typical stores and weighted voltare generators in the modulator, the second shoms the demodulator current sources and resistor neturik, and the third whom the timing pulse matrix in the modulator. The circuits are nade up on pairs of tag-strips apaced $\frac{1}{2}-i n c h$ apart on bress rods trhich act also as busbars for supply voltages and sinnals. Ech row of circuits is attached to the front reck-panel and is supported at the rear by spacing strips. Since many of the basic circuite are repeated in the equipment, consideration ress given to a construction method usine etched-wiring cards to mount and connect the components. However, the cost of comercial production of relatively amall numbers of cards was prohibitive.

The only panel controls provided allow fine frequency control of the modulator oscillator and coarse frequency control of the demodulator oscillator. Input, output and power supply connections to both units are mado on the front panels.

### 3.5 Performance of PCII gyatem

A dynamic test was made of the full gystem using an imitation open-wire line as the link, but, althoug an experinent nad devised for the purpose, it was not possible to conduct an investieation into the noise-threshold properties of pCll becwuse the tecinnique for detecting the frequency of exrors was too complex for the facilities available. Instead, the oquipment mos uned in an invostisation of the spectra of sampled signels; this morle is reported in Section4.

### 3.5.1 Dymanic Response

Lov-frequency signals niere suppiad to the nodulator, Whioh was connected to the demodishator by an equivalent one-ailo open-rire line, and the output of the domodulator pas observed.

The photoscaphs in Pisures 3.48 and 3.49
show the outputs obtained for sinusoidel and trien, jular inputs at 1.2 seconds per cycle and 2 volts peak-to-peak amplitude. No output filtor wes used in these exporinuents, which accounts for the presence of the sempling-2ote component. Otierrise the reproduction appeare to bo excellent and bears out the resulta of the staircase linearity teats.

### 3.5.2 Noise-threshoid Bxperiment

A proposed method for assessing the error-rate for different signal-to-noise ratios is shom in Fifure 3.50. The PCPi code is trensmithed along two paths, ono containing a simulated tranmisaion link, a noise generator and the rezenerator and the other containing only a delay equal to thet of the link and a pulse amplifier. Tiwing puises taken from themenerator are used to strobe the outputs of both paths in AND gatios, which are combined so that an output is obteined only if the signels differ. Spurious pulses added by the line and regenerator will yield an output of opposite polarity to that from pulses which have been deleted so thest these two types of error can be counted separately. A momlede of the pulse rate then permits the emror rate to be assessed for different code patterns if it is felt that the regencrator is pattern-sensitive.

Although no tests oould be conducted, it is concidered significant that during all the teasts the equipnont was operated in close proximity to an unsuppressed arc-neldor without one apparont loss of synchronism or of simnificant code digits, even though the welder radiation was detocted cran on the power-supply rails of the equigment.

### 3.6 Conciubions

The successful japlementation of all the requirements for a PCII system has been achieved in simplc transistorized equipment. Wovel circuits aro used for sampling, codin, regeneraing and synchronizins.

Available components restrict the accuracy of the equipment
to about $1 \%$ over a limited temperature range of $15^{\circ} \mathrm{C}$, which
is not satisfactory for field equipment. Nevertheless, it
is considered that improved components - particularly transistors will enable practical temperature ranges of $40^{\circ} \mathrm{C}$ to be reached at higher accuracy.

No obvious speed limitation was noticed at the low sampling rate used, but the téchnique of switching currents into inductive resistors in the ladder networks is a likely source of difficulty at the pulse rates of hundreds of kilocycles per second needed for speech transmission.
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The result of failing to sample a signal at a sufficient rate bas been illustrated in Section 1.3. Overlapping of the sidebands in the sampled signal occurs, and the demodulation filter cannot separate the spurious components which have been Introduced into its bandwidth.

The nature of these components will be investicated both theoretically and experimentally by letting the input signal bandwidth exceed half the sampling rate.
4.1 The spurious frequencies

Let the input signal be a sinusoid of frequency $\mathrm{f} / \mathrm{s}: \quad f(t)=A \sin 2 \pi f t$, and let the sampling rate be fe per sec. Then the nth sample, taken at $t_{n}=\frac{n}{\overline{f c}}$ will be $f\left(t_{n}\right)=A \sin \left(2 \pi n \frac{f}{f c}+\theta\right)$.

Letting $f$ be greater than $\frac{1}{2}$ fc, write

$$
f=m f_{c} \pm f^{1}
$$

where $m$ is an integer and $f^{1}<\frac{1}{2}$ fo.
Thaking this substitution, the sample is

$$
\begin{aligned}
f\left(t_{n}\right) & =A \sin \left\{2 \pi n\left(\frac{m f c^{\prime} f^{1}}{f c}\right)+\theta^{1}\right\} \\
& =A \sin \left\{2 \pi n m \pm 2 \pi n \frac{f^{1}}{f_{c}}+\theta^{1}\right\} \\
& =A \sin \left( \pm 2 \pi n \frac{f^{1}}{f c}+\theta^{1}\right) \text { for ail } n .
\end{aligned}
$$

This sample is the same as would be obtained from a properly bandlimited signal of frequency $f^{1}$. Thus every input frequency $f$, greater than $\frac{1}{2} f c$, contributes power to the base-band zero to $\frac{2}{2} \mathrm{fc}$, and at a frequency $f-m f_{c}$, where

$$
\left(m+\frac{1}{2}\right) f_{c}>f>\left(m-\frac{1}{2}\right) f_{c}
$$

This effect can be described as a concertina-folding of the input signal spectrum at the harmonics of the sampling frequency, and this is illustrated in Figure4. 1.

As a general result of the foldback, effect, all harmonically-related frequencies give rise to a line-spectrum set in the band zero to $\frac{f_{c}}{2}$. If the input has only an haranonic line spectrum itself - as will any repetitive waveform - the foldback spectrum can be made into sets of harmonic line spectra by making the input frequencies lie one to each "fold", that is, one to each band $f_{c}\left(m \pm \frac{1}{2}\right)$, as far as possible. It is not possible to put only one in every such band because there exists an $I$, however large, for which an input harmonic and the corresponding $m f_{c}$ differ by more than $\frac{f_{c}}{}$. When this occurs, one harmonic set is complete and another starts, and unless the above difference is exactly $\frac{1}{8} f_{c}$ the new set is not related to the previous one. If the input fundamental frequency $f$ is situated in the first fold, that is, $f=f_{c} \pm f^{\prime}$, where $f^{\prime}<\frac{1}{2} f_{c}$, then the set of the first $\frac{f_{e}}{2 f}$, hamonics folds back as the first set and has the same shape of amplitude distribution as the input. The set of the next $\frac{\rho_{c}}{2 f}$, harmonics also folds back, but has a reviersed amplitude distribution. Subsequent sets behave alternately as the first two, until eventually the remaining harmonics contain negligible power. If the first set can be given sufficient harmonics to contain most of the power of the input signal (by making $f^{\prime} \rightarrow 0$, for example) this set forms a good replica of the input uith a fundamental of $f^{\prime}$, and it can be separated from the input and sampling signals simply by the $\frac{1}{2} f_{c}$ lowpass filter. That good replicas of several useful waveforms can be generated in this way is shown by a novel analysis imppendix. C. This technique therefore provides a simple way of separating and observing the spurious components caused by too low a sampling rate.

It is interesting to note that as the input fundamental frequency is decreased through $f_{c}$, the replica fundamental frequency passes from positive through zero to negative values. If the input is an odd function of time the replica, being likewise odd, must change sign as its frequency passes through zero. This follows because an odd function has a Fourier expansion of the form: $A_{n} \sin 2 \pi n f t$, and its replica is consequently of the
$f_{\text {orm: }} B_{n}$ sin2<nf't, each term of which changes sign with $f^{\prime}$. On the other hand, an even function gives as a replica a series in $\cos 2 \pi n f^{\prime} t$, which does not change sign with $f^{\prime}$. An experimental investigation of the foldback effect was made by applying to the modulator input signals with repetition rates close to the sampling frequency, and observing the filtered output from the demodulator. Although the experiment required only a sampler and a filter the intervening analogue-to-digital and digital-tomanalogue conversions were retained because they did not affect the result and the existing equipment could beused with little modification. The only change made was to the output filter which was given a cutoff just below the minimum input frequenoy so that it would have little influence on the foldback signals.

The odd-function signal used was a sawtooth wave, and the even-function was a triangular wave; these two are analysed in Apperiatix C. FLgures 4.2 and 4.3 show the replica waveform resulting from the sawtooth when the input frequency is above and below the sampling frequency, respectively, while Figure 4.4 shows the replica obtained from the triangular wave In either case. The shape of the weveform is easily recognizable despite the presence of only a few harmonics and of considerable mains-frequency pickup. The triangular replica is partioularly good because about $90 \%$ of its amplitude is first harmonic. The predicted reversal of the sawtooth slope is quite obvious in Figures 4.2 and 4.3.

The results of the experiment are taken as satisfactory verification of the foldback effect theory developed in Section 4.1. A graphical method for constructing replicas is given in Appendix C. The sawtooth and triangular waves are drawn as examples, and similarity between these and the experimental results is very distinct. This provides proof of a satisfactory experimental technique.
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## Theorom 1

A signal $f(t)$ bandlimited to $B c / s$ is uniquely specified by amplitude samples taken every $\frac{1}{2 B}$ seconds.

## Proof

Let the transform of $f(t)$ be $F(p)=\int_{-\infty}^{\infty} f(t) e^{-p t} d t$.
Then although $F(p)=0$ for $|w|>2 \pi B$ because $f(t)$ is bandifimited, it can be made arbitrarily periodic with period $4 \pi B$ and expanded in a Fourier series of this period if its use is almays restricted to the interval $\mid \overrightarrow{|x|} \leqslant 2 \pi \mathrm{~B}$,
Hence
and

$$
\begin{array}{rlr}
F(p) & =\frac{1}{4 \pi B} \sum_{-\infty}^{\infty} c_{n} e^{j 2 \pi n} \frac{w}{4 \pi B} & \ldots 1) \\
& =\frac{1}{4 \pi B} \sum_{-\infty}^{\infty} c_{n} e^{j} \frac{n}{a B} & \text { for }|m|<2 \pi B, \\
& =0 & \text { for } \mid m i>2 \pi B,
\end{array}
$$

where the $o_{n}$ are defined by

$$
c_{n}=\int_{-2 \pi B}^{2 \pi B} F(p) e_{2 B}^{-j n} d w
$$

But, by definition of $\mathbb{F}(p)$,

$$
\begin{align*}
f(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(p) e^{p t} d w \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(p) e^{p t} d w
\end{align*}
$$

so that at the particular time

$$
\begin{align*}
t & =-\frac{n}{2 B} \\
f\left(\frac{-n}{2 B}\right. & =\frac{1}{2 \pi} \int_{-2 \pi B}^{2 \pi B} F(p) e^{-j \frac{n}{2 B}} d v \\
& \left.=\frac{c}{2 \pi} \text { from } 2\right) .
\end{align*}
$$

Thus the expansion coofficients of $F(p)$ nay be obiained from amplitude samples taken every $\frac{1}{2 B}$ seconds. Then, since equation 3) defines $f(t)$ in terms of $F(p)$, it also defines $f(t)$ by these 2B eamples per second. This completes the proof.

If the substitution for $c_{n}$ is made in equation 1),

$$
\begin{align*}
& F(p)=\frac{1}{4 \pi B} \sum_{-\infty}^{\infty} 2 \pi f\left(-\frac{n}{2 B}\right) e^{j} \frac{n}{2 B} w \\
& \quad \text { for } \quad|m|<2 \pi B
\end{align*}
$$

Therefore from equation 3 ),

$$
\begin{aligned}
f(t) & \left.=\frac{1}{4 \pi B} \int_{-2 \pi B}^{2 \pi B} \sum_{-\infty}^{\infty} f\left(-\frac{n}{2 B}\right) e^{j w\left(t+\frac{n}{2 B}\right)} d w . .6\right) \\
& =\frac{1}{4 \pi B} \sum_{-\infty}^{\infty} f\left(-\frac{n}{2 B}\right) \int_{-2 \pi B}^{2 \pi B} e^{j v\left(t+\frac{n}{2 B}\right) d w,}
\end{aligned}
$$

since the integral must be finite, and $f\left(-\frac{n}{2 B}\right) \rightarrow 0$ as $n \rightarrow \infty$
for a real signal. Therefore,

$$
f(t)=\sum_{n=-\infty}^{\infty} f\left(-\frac{n}{2 B} \frac{\sin 2 \pi B\left(t+\frac{n}{2 B}\right)}{2 \pi B\left(t+\frac{n}{2 B}\right)}\right.
$$

This shows that at any instant $f(t)$ is made up of the sum of all samples weighted by a factor centred on the time of taking that sample.

## Theorem 2

A lowpass filter is sufficient to reconstruct $f(t)$
from amplitữe samples taken at a uniform rate of 2B per second iff $f(t)$ has been bandlimited to $\mathrm{B} \mathrm{c} / \mathrm{s}$ before being sampled.

## Proof

The samples $f\left(\frac{n}{2 B}\right)$ may be either constant-amplitude pulses of width $\tau$ seconds, or impulses of amplitude $\left.\tau \frac{f(n)}{\sim}\right)$, because the Fourier transform of either is

$$
F(j w)=f\left(\frac{n}{2 B}\right) \tau e^{-j w t_{1}} \text {, where } t_{1} \text { is the time }
$$

of occurrence of the pulse.
The response of an ideal lompass filter of bandwidth $B$, unity gain, and linear phase-shift is

$$
\left.\begin{array}{rlrl}
G(j v) & =1 \cdot e^{-j \nabla t_{0}} & & \text { for } \quad|w| \leqslant 2 \pi B \\
& =0 & & \text { for } \quad|\nabla|>2 \pi B
\end{array}\right\}
$$

Hence the output of such a filter in response to the input pulse is

$$
\begin{align*}
G(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(j w) G(j w) e^{j w t} d w \\
& \left.=\frac{1}{2 \pi} \int_{-2 \pi B}^{2 \pi B} \frac{f(n)}{2 B}\right) \tau e^{-j w\left(t-t_{0}\right) d w} \\
& =2 B f\left(\frac{n}{2 B} \tau \frac{\sin 2 \pi B}{2 \pi B}\left\{t-\left(t_{0}+t_{1}\right)\right\},\right. \tag{...10}
\end{align*}
$$

which, by comparison with equation 7), shows that the lowpass filter applies the desired veightin factor to the pulse.

Now this factor is unity for $t=\left(t_{0}+t_{1}\right)$, and zero for $t=\left(t_{0}+t_{1}\right)+\frac{m}{2 B}$, where $m= \pm 1, \pm 2, \pm 3, \ldots \ldots$ Therefore, if other pulses are applied at intervals of $\frac{1}{2 B}$ they will not interact because at the instant of application the weighting factors for all other pulses are zero, while the factor for the applied pulse is unity. For such a pulse train, the filter output at any instent is simply the superposition of all the outputs given by equation 10),

$$
\left.g(t)=\sum^{\infty} 2 B \tau f\left(\frac{n}{0}\right) \sin 2 \pi B\left(t-\frac{n}{2 B}\right) \quad \ldots, 11\right)
$$

Hence, from equation 7),
$g(t)=2 B \tau f(t)$.
A lowpass filter is therefore sufficient to reconstruct
$f(t)$ from, the sample pulses.

## BISTABLE RULITVIBRATOR DESIGN

## B. 1 D=C DESTGN

The basic bistable multivibrator, or flipflop; is shown in Figure B-1. It comprises two comon-amitter amplifiers connected in a positive feedback loop to produce two stable states: the left-hand transistor fully conducting and the rightmand transistor cut off, and vice versa.

A d-c design is satisfactory if these two states are maintained despite component tolerances and temperature variation, and the following analysis is made to determine whether a solution is possible. The conducting and nonconducting states are considered separately to find a range of values for the base resistors which satisfies both requirements.

ON_condition: In Figure B-2(a), which shows the drive requirements of the saturated transistor,

$$
\left.I_{B}=\frac{V_{C C}-V_{B} \text { on }}{R_{L}+R_{D}}-\frac{V_{B B}+V_{B} \text { on }}{R_{B}} \ldots \ldots .1\right)
$$

From Figure B-2(b) the collector current may be found as

$$
\begin{aligned}
I_{e}= & \frac{\nabla_{C C}-\nabla_{C E S}}{R_{L}}-\frac{V_{B B}+V_{C E S}}{R_{B}+R_{D}} \\
& \text { (neglects } I_{c B o} \quad \text { into 0FF } b_{a_{B e}} \text { ) } \\
\doteqdot & \frac{V_{C C}-\nabla_{C E S},}{R_{2}}, \ldots 2 \text { ) }
\end{aligned}
$$

to be justified later.
Now the base current which will saturate all transistors is


OFF condition: Figure B-3 shows the base conditions for the nonconducting transistor.

$$
\left.I_{B \text { off }}=\frac{\nabla_{B B}-\nabla_{B \text { off }}}{R_{B} \cdots}-\frac{\nabla_{B \text { off }}+\nabla_{C E S}}{R_{D}} \quad \cdots .4\right)
$$

To ensure cutoff $I_{B}$ off must $b e \geqslant I_{c B o}$ max ${ }^{\text {at }}$ the highest temperature of operation. Therefore,

$$
\text { that is, } \quad R_{B} \leqslant \frac{R_{D}\left(V_{B B}-V_{B \text { off }}\right)}{R_{D} I_{\text {cBo max }}+V_{B} \text { of }{ }^{\ddagger V_{C E S}}} \cdots .
$$

$$
I_{C B O} \leqslant \frac{\nabla_{B B}-\nabla_{B} \text { off }}{R_{B}}-\frac{\nabla_{B \text { off }}+V_{C E S}}{R_{D}}
$$

Equations 3) and 5) define permissible values of $R_{B}$ and $R_{D}$ for chosen values of supply voltages and transistor characteristics. If $R_{B}$ is plotted as a function of $R_{p}$ for the two cases, a region should be defined in which both equations are satisfied, so that a choice can be made of a set of values for $R_{B}$ and $R_{D}$.

The transistor type is 0644 , for which $h_{\mathrm{FB} \min }=20$ at $I_{c}=5 \mathrm{~mA}$, and $I_{C B O} \max =100 \mu \mathrm{~A}$ at $55^{\circ} \mathrm{C}$ witb $\mathrm{V}_{\mathrm{B} \text { off }}=0.5 \mathrm{~V}$. A typical $V_{B}$ on $=0.3 V$, and $V_{C E S}=0.2 \mathrm{~V}$. The supply rails are at $\pm 12 \mathrm{~V}$, which fixes the load resistor as approximately $\mathrm{R}_{\mathrm{L}}=\frac{12 \mathrm{~V}}{5 \mathrm{~mA}}=2.2 \mathrm{~K} \Omega$.

The resulting plots of $R_{B}$ as a function of $\mathrm{R}_{\mathrm{D}}$ are given in Figure B-4e The set of values, $R_{D}=12 K \Omega, R_{B}=47 \mathrm{~K} \Omega$, is chosen in the centre of the large regionof permisaible solutions in order to ensure high reliability, in the face of adverse component and voltage tolerances. A more economical solution is obtained towards the top of the region, but at the expense of rellability and switching speed. It is now necessary to check the assumption made in the simplification of equation 2). Substituting,

$$
\frac{V_{c c}-V_{G E S}}{R_{L}}=5.37 \mathrm{~mA},
$$

which is much greater than

$$
\frac{V_{B B}+V_{C B S}}{R_{B}+R_{D}}=0.21 \mathrm{~mA},
$$

so that the assumption is justified to sufficient accuracy for this analysis.

## B. 2 Transient Analysis

By use of capacitors across the base drive resistors in Figure B-1 it is possible to improve the switching-time of the flipflop. The drive circuit is then analogous to the phase-advance network in a

Inear amplifier, although.it is better considered as a transient overdrive source for the base. The switching-time improvement follows a law of diminishing return as the capacitors are increased, and the maximu triggering rate also decreases.

In Figure B-S consider the instant at which transistor II is switched on. The capacitor $C_{D}$ must discharge through the parallel paths of $R_{D}$ and $R_{B}+R_{\text {sat }}$ where $R_{\text {sat }}$ is the saturated collector reaistance of Tl. This timemconstant is therefore

$$
t_{1}=\frac{C_{D} R_{D}\left(R_{B}+R_{\text {gat }}\right)}{R_{D}+R_{B}+R_{s a t}}
$$

Now consider the instant at which Tl is switched off. The charging paths for $C_{D}$ are now through $R_{D}$ and through $R_{L}$ in series with the parallel paths $R_{B}$ and $r_{i n}$, where $r_{\text {in }}$ is the comon emitter input impedance of T1. This time-constant is therefore

In this design, $t_{1}>t_{2}$, so that the maximum triggering frequency is of the order of

$$
\begin{aligned}
\boldsymbol{s}_{\max } & \doteqdot \frac{R_{D}+R_{B}}{C_{D} R_{D} R_{B}} \\
& =\frac{(12+47) \times 10^{3}}{12 \times 47 \times 10^{6} \times 1.2 \times 10^{-9}} \mathrm{c} / \mathrm{B} \\
& =80 \mathrm{Kc} / \mathrm{s}
\end{aligned}
$$

which is certainly satisfactory in this application.
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$\therefore$ :


Construction of replica praveforms from harmonic sets derived by foldback can be performed graphically.

In this analysis $f^{\prime}$ is chosen for convenience so that the harmonic sets coincide and so that only a few harmonics are formed. To maintain close relation with the experimental results, twelve hexmonics are used by putting $\frac{f_{c}}{2 f^{\prime}}=12.5$, corresponding to $f_{c}=62.5 \mathrm{o} / \mathrm{s}$ and $\mathrm{f}=65 \mathrm{c} / \mathrm{s}$.

The two waveforms constructed are a sawtooth and a triangular wave, whose Fourier series expansions are:-
$\begin{array}{ll}\text { sawtooth: } & y_{1}=\frac{2 E}{\pi} \sum_{n-1}^{\infty} \frac{(-1)}{n} \sin n \theta \\ \text { triangle: } & y_{2}=\frac{8 E}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}} \cos n \theta\end{array}$
Table C. 1 shows the method of performing the construction of the replica, and its explanation is as follows:

Line 1: The frequencies of the first 12 hamonics of f .
Line 2: The corresponding values of $f^{\prime}$ found from $f^{\prime}=f-n f_{c}<\frac{1}{2} f_{c}$. Because of the choice of
$\frac{f_{c}}{8 f^{\prime}}=12.5$ there are only 12 possible values.
Line 3: The coefficients of the appropriate haxmonics in the Fourier series for $y_{1}$ (say), written from left to right.

Line 4: The coefficients of the next 12 harmonics of $y_{1}$, written from right to left.

Line 5: The coefficients of the next 12 harmonics of $y_{1}$, written from left to right.

L The last two steps are repeated until the coefficients becomes sufficientiy small compared with unity. Lines 3, 4 and 5 arecthe coefficients of the first three harmonics sets folded back.

Line 6: The sum of the coefficients for each harmonic of $f$. These are the coefficients of the harmonic expansion of the replica.

Line 7: The Fourier coefficients of the first 12 harmonics of $f$, for comparison with Line 6.

A graphical construction is then used to draw the replica function from the coefficients in Line 6.

The two replices constructed from the calculations in Table C. 1 are given in Figures C. 2 and C.3. They show that the foldback effect can generate excellent replicas from a few harmonics. The similarity to the experimental results given in Figures 4.2 and 4.4 is most marked.
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## APPDNDIX D

Other Applications of Synch Detector
The modified clamp circuit described in Section 2.2.3 has several Interesting applications resulting from its umsual two-level output.

Reference to Figure 2-18 shoms that if the repetition rate of $A$ is an integral multiple of that of $B$, then as long as the negative part of $B$ is narrower than the positive part of $A$ the clamp action will be the same, and the phase response will be similar, although there will be an integral nuaber of phasings of $B$ with respect to $A$ which yield the same output. This response is sketched in Fisure D-1 for a frequency ratio of tro.

If $B$ is considered as the synch pulse, this means that a flywheel oscillator can be synchronized to any interral maltiple of the synch frequency, although the phase will be ambiguous. The sipnificant feature is that the two detector output levels are independent of the frequency ratio.

It is also possible with this synch dotector to lock an oscilletor to a frequency lower. than the synch frequency. If $B$ has a repetition rete which is an integral multiple of $A^{\prime} s$, as in Figuro D-2, the phase response vill again be a pattern repeating every $\omega \tau_{3}$ where $\omega$ is the slip angular frequency. There is a further restriction that $\tau_{1}<\frac{\tau_{3}}{n}$ in this case, so that the negative part of $A$ can span n successive synch pulses and thereby bo unarfected by all but the first. This incidentally gives the output a greater average amplitude per slip cycle, but asain it can have only tro possible values regardless of the frequency ratio.

Although the analysis have been given for sisnals with zero risetimes, this is not essential: a sinusoidal flywheel oscillator Will give an approximately sinusoidal phase response with a narrow synch puise.

The two techniques described are noteworthy for giving a flywheel control which is independent of the frequency ratio, and a phase-lock which is as tight as the waveform risetimes are short. It could be expected that, in applications of this circuit to lockedoscillator frequency dividers and multipliers, ratios as hiju as 100
could be easily maintained, for ratios of 20 have been achieved in very simple experiments. The only difficulty arises in firat establishing the correct ratio, and this is merely a setting-up procedure. With appropriate flywheel filter and oscillator design, a frequency maltiplier or divider could be constructed which mould be capable of tracking a frequency modulated input.
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## DIVERSE EOUIPMENT

## INTRODUCTION:

Miscellaneous design tesks, undertaken to assist the instrumentation of geological research, yielded some novel circuit techniques. Pieces of such equipment are described in the following Sections.

The first Section contains a description and analyais of two improvements to low-tension high-current regulated power supplies, and gives a circuit of a general purpose unit which is protected against short-circuit faults.

In the second Section, the design of a portable unit for measuring bore-hole temperatures to better than $0.01^{\circ} \mathrm{C}$ is described. This unit is a modification to an earlier design using the same bridge technique but having improved circuits.

Equipment which was designed and built to provide timing signals for a seismic research laboratory is described in Section 3. This comprises a digital "clock" which marks data recordings with a ruler timescale, and a modulator and detector which enable timing signals to be transmitted to a remote station via a telephone line which is simultaneously used for transmitting data.

## 1. REGULATED TRANSISTOR POWER SUPPLIES

### 1.1 Introduction

For equipment being developed in the laboratory it is highly dosirable to have power supplies which are not damaged by boing short-circuited. Fusing is not satisfactory because permanent damage can be done to semiconductors during the time taken for a series fuse to blow. The protection must therefore be built into the overload characteristics of the regulator.

The series regulator is regarded as the least lossy type for constant-voltage applications because the series transistor can operate with only a small voltage drop across it, but it becomes seriously inefficient when short-circuit protection is incorporated. The shunt regulator, on the other hand, is inherently safe under short-circuit conditions but it is lossy and this power is dissipated in the control transistor.

Only one reference to the use of a transistor shunt regulator has been found ${ }^{(72)}$ but attention is directed there not to protection aspects but rather to the achievement of a high loop gain for low output impedance.

This report describes one improvement to the basic shunt regulator which reduces the maximum control element disaipation by a factor of nearly four, and another improvement which permits simple control of the output resistance of such a regulator to zero or negative velues.

### 1.2 Series Regulator Protection

The basic series regulator shown in Figure l-l is an emitter follower with the load as its emitter resistance and current-limiter. When the load is short-circuited the emitter current is limited only by the resistance of the unregulated source, and the voltage across the series element is equal to the unregulated voltage at that current. The simultaneous
states of high collector current and high collector-emitter voltage (and therefore the condition of high dissipation) can therefore be avoided by inclusion of a resistance $\mathrm{R}_{\mathrm{B}}$ to pad the output resistance of the unregulated supply. $R_{s}$ is chosen so that the series transistor is almost bottomed at the highest normal load current; at higher load currente, the regulator acts as a source of resistance $R_{g}$, as shown in Figure 1-2. Unfortunately the peak current which the series transistor mast handle is $i_{m}+\frac{V}{R_{s}}$, where $i_{m}$ is the memimum load current required at a regulated voltage $V$, and unless $R_{s}$ is high a transistor rated well above $i_{m}$ is necessary. If $R_{g}$ is chosen large, the input voltage at no-load must also be large, and the series transistor power dissipation during normal regulation is increased, necessitating improved cooling or again a larger transistor.

### 1.3 Shunt Regulator Digsipation

The simple shunt regulator shown in Figure 1-3 contains a shunt load V2 controlled by an error amplifier V1. Ao the load decreases, current is diverted into V2 by the drop in the base-emitter voltage of V1. By keeping the voltage constant across the shunt paths V 2 and $\mathrm{R}_{\mathrm{L}}$, this regulator maintains a constant current through the series resistance $R_{S}$ (for a constant input voltage). For example, as the load current decreases, more current is diverted into V2 because the increase inthe basememitter voltage of V1 increases the collector current in both transistors. During a short-circuit condition no clurrent flows in the shunt path V2, and the load current is limited by $\mathrm{R}_{8}$. The most stringent operating conditions for V2 occur at no-load, when it must withstand simultaneously the full-load current and the regulated output voltage.

### 1.4 Modification To Shunt Regulatox

The high-dissipation condition in the shunt regulator can be improved with no loss in regulator performance by the inclusion of a resistance $R_{c}$ in series with V2, as shown in Figure 1.4. $R_{c}$ is chosen to be approximately equal to the minimum load resistance under normal conditions. In this way, the resistance
of the ohunt path via $\mathrm{V}^{2}$ has a minimum valuo of $\mathrm{R}_{\mathrm{L}}$ min. , occurring at no-load; ncarly allthe oufpat voltage is dropped across this resistor, leaving $V 2$ with a low collector-anitter voltage. The shunt transistor power dipsipation is now sero (1doally) at no-load and full-load, and nexdman at half-10ad, when it is $\frac{V}{2} \cdot \frac{i_{m}}{2}$ - an improvement of Pour times. The shunt resistor $R_{c}$ is chosen slightly lower than the minimam losd resiatance so that $V 2$ is not bottomed noar no-load. This allows the ripple voltage to be cevoloped at the collector of V2 without clipping.

## 1.5 ontiput Resistance

The output resiatance $\mathrm{H}_{0}$ of the shunt regulator nay be calculated from Figure 1.5. The voltage orror $\varepsilon$ between the output $\theta_{0}$ and the reference $V$ controls an amplifier of tranafer conductance g. Neglecting the current drawn by the amplifler VI,

$$
\left.\frac{\theta_{n}-\theta_{0}}{n_{E}}-i_{0}=g \varepsilon \quad \quad \ldots .1\right)
$$

and

$$
\varepsilon=\theta_{0}-\nabla
$$

therefore

$$
\theta_{0}\left(g+\frac{1}{R_{8}}\right)=-i_{0}+\frac{e_{1 n}}{R_{s}}+g V_{2}
$$

$$
\left.E_{0}=-\frac{\Delta \theta_{0}}{\Delta 1_{0}}=\frac{1}{g+\frac{1}{R_{g}}} \quad \cdots 3\right)
$$

This can never be made sero, and a simple amplifier might haveg $=10$ amp/volt, giving an output resigtance of about 0.1 oha.

### 1.6 Load_Componcation

It is not necessary to resort to a more elaborate amplifier to reduce the output resistance if use is made of load compensation. The circuit in Figure 2.6 shows a aimple way in which to incorporato load compensation by using the probence of the liaiting resistor $\mathrm{R}_{\mathrm{c}}{ }^{8}$ a fraction $\alpha$ of the shunt transistor collector voltage $\theta_{c}$ is added to the reference voltage $V$. Then, neglecting the currents in V1 and R1; for oimplicity, but assuming the source resistance of the voltage $\alpha \theta_{c}$ to be very low

$$
\left.\begin{array}{rl}
\frac{\varepsilon_{j n}-\theta_{0}}{R_{B}}-i_{0} & =g \varepsilon_{J} \\
\varepsilon & =\theta_{0}-V-\alpha \theta_{c},
\end{array} \cdots L_{4}\right)
$$

and

$$
\left.\theta_{0}=e_{0}-\left(\frac{e_{\ln }-\theta_{0}}{R_{B}}-i_{0}\right) R_{0} \ldots . .6\right)
$$

Substituting 5) in 4),

$$
\frac{\theta_{1 n}-\theta_{a}}{R_{s}}-i_{0}=g\left(\theta_{0}-V-\alpha \theta_{c}\right)
$$

and substituting 6) in 7), and regrouping terms,

$$
-i_{0}\left(1-\alpha g R_{c}\right)=\theta_{0} \quad\left\{g+\frac{1}{R_{g}}-\alpha g\left(1+\frac{R_{c}}{R_{g}}\right)\right\}-g V+\frac{e_{i n}}{R_{g}}\left(\alpha g R_{c}-1\right)
$$

Therefore

$$
R_{0}=-\frac{\Delta \theta_{0}}{\Delta I_{0}}=\frac{1-\alpha g R_{c}}{g+\frac{1}{R_{g}}-\alpha g\left(1+\frac{R_{c}}{R_{s}}\right)}
$$

This reduces to the result in 3) if $\alpha=0$, but the more
important case, which makes $R_{0}=0$, is

$$
\alpha=\frac{1}{g R_{c}}
$$

When typical values of $g$ and $R_{c}$ are inserted in 10 ), it is seen that $\alpha$ is very small. The potentiometer Rl may therefore be chosen tojustify the earlier assumption that $\propto R I$ is of the order of ohms even though $R 1 \gg \mathrm{~F}_{\mathrm{c}}$ -

Use of a value of $\alpha$ greater than $\frac{1}{\mathrm{gR}_{c}}$ results in a stable negative output resistance.

It is also interesting to note the effect of $\alpha$ on the stabizization factor $\frac{\Delta \theta_{0}}{\Delta \theta_{i n}}$. From 8),

$$
\left.s=\frac{\Delta \theta_{0}}{\Delta \theta_{\text {in }}} \quad \frac{1-\infty g R_{c}}{R_{s}\left(g+\frac{1}{R_{s}}-\alpha g\left(1+\frac{R_{c}}{R_{s}}\right)\right.}=\frac{R_{0}}{R_{s}} \ldots .11\right)
$$

Hence the value of $\alpha$ which makes $\mathrm{R}_{0}=0$ also makes $s=0$.

### 1.7 Regulator circuit and Performance

The complete circuit of the $\pm 121$ anp supplies is given in Figures 1-7. Each unregulated supply is obtained from a full-wave rectifier and a capacitor-input filter, and feeds the regulator through a series resistance which is also employed us a ripple filter. The regulator differs slightly from the basic circuit of Figure $1-6$ by the inclusion of a 9 volt Zener diode in the emitter of V1 to reduce the power dissipated in that transistor. The two Zener diodes in series comprise the reference voltage, and no adjustment is provided for the output voltage.

The load compensation factor $\alpha$ is made adjustable over a small range from zero to 0.03 , so that the output resistance can be set finely. Since the amplifier has a transconauctance of about
$10 \mathrm{amp} /$ rolt, the critical value of $\alpha$ is about 0.01 , and the output resistance can therefore be made negative to about $-0.1 \Omega$. The amplifier gain is a function of the load current, since the transistor current gein varies with the collector current, and consequently the critical value of $\alpha$ cannot be maintained over the full load range. Nevertheless, the compensation technique holds the output voltage variation, including ripple, to less than 2 mV during a full-load change and an AC input voltage change of $\pm 15 \%$.

### 1.8 Conclusions:

Two techniques have been developed which can be applied easily to any shunt regulator and ofer easing of transistor dicsipation and improved performance with no penalty. These techniques are believed to be novel.
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2. PORTABLE BRTDGE FOF BOREHOLE TEMPERATURE MEASUREEIENT

### 2.1 Introduction

An earlier design ${ }^{\dagger}$ of a transistorized unit for measurement of borehole temperatures was found to be inconvenient in operation due to its having a long settling time after switching transients.

The principle of operation of this unit was to match the resistance of a calibrated thermistor in an a-s bridge, balance being detected by a transistor amplifier and a phasemsensitive rectifier, and indicated by ameter. The fault lay in the capacitive-coupling of the bridge amplifier, and this part of the unit was remesigned. As a result, it was found that the heavy phase-detector transformer could be eliminated, and the whole amplifier, rectifier and meter amplifier was integrated in a new design.

This report describes the bridge technique and the new null-detection system.

### 2.2 Bridge Technique

The bridge consists of two equal oscillator-fed transformer arms, the thermistor, and the ratio arm. Bridge unbalance due to inequality of the two resistive arms produces a square wave voltage at the exciting frequency between the centre of the transformer arms and the centre of the resistive arms. If the unbalance is also capacitive or inductive, a transient analysis will give the modified square wave which isproduced. The aign of the output voltage with respect to the exciting voltage differs either side of resistive balance, the amplitude passing through zero at balance. However, since the excitation waveform is symmetrical, a change of sign through zero is the same as a discrete change of phase of $180^{\circ}$, and a phase-detector provides a very sensitive unbalance detector.

```
\dagger
G.H. Newstead: "A Portable Light Weight Bridge for Use in Borehole Temperature Measurements", University of Tasmania, February, 1958.
```


### 2.3 Exidge Amplifier

The phase detector is proceded by a high-gain amplifier and followed by a low-gain d-c amplifier to drive the indicating meter.

The redesigned preamplifier is direct coupled, and by use of a balanced amplifier it is possible both to reduce temperature drift sifects to insignificance and to incorporate a simple phase detector not requiring a bulky and heavy transformer. The meter anplifior also uses a balanced circuit, and is direct-coupled to the phase detector.

Consequently the amplifier and phase detector circuits are inseparable and not easily recognised inthe schematic diagram, Figure 2.1.

The amplifier will be described first, and the action of the phase detector can then be more easily explained.

In Figure 2-2, the basic amplifier circuit can be seen as a three-stage balanced amplifier. The first stage is a comon-emitter difference amplifier provided with common-mode feedback equivalent to a long tail in order to stabllize the stage against temperature unbalances in the two transistors. It drives balanced emitter followers which provide a low impedance source for the final commonemitter difference anplifier driving tho meter. The resistances in the collector circuits of the emitter followers are used only to establish the desired d-c conditions, and a gmall amount of exitter feedback is used in the final stage. The amplifier has a very low input impedance and a balanced input, which are ideal features for a bridge halance detector. The amplifier has a differential input imperance of $30 \Omega$, an output voltage swing of 2.5 volts for maximum input, and a voltage gain of about 5000.

## $-56$

In this application $1 t$ is necessary only to obtain the maximum gain before the phase detector, and minimum drift in the subsequent d-c amplifier. Hovever, the amplifier must be stabilized so that it always operates in its linear range. To achieve this, transistors selected primarily for equality of leakage current and secondarily for current gain are used in each pair, and each transistor pair is mounted in an aluminium block which acts as a thermal shortcircuit, to reduce the zero-drift resulting from differences in
base-emitter junction temperatures. Provision is made for balancing the circuit by triming the collector currents of the first stage while the input is short-circuited.

### 2.4 Phase Detector

The phase detector acts as a synchronous shant gate, as shown in Figure 2.3, by switching the input to earth via diodes. Both input potentials always have the same (negative) sign, and the output voltage $e_{0}$ is equal to their difference unless the switch is closed, when $e_{0}$ is zero, The switch is operated in alternate half-cyoles, being driven in phase with the bridge excitation, and a phase-sensitive output is obtained when the phase of both input signals changes with respect to this excitation. This is shown in Fisure 2.4(a) and 2.4(b),

The input poinis $A$ and $B$ both have a negative d-c component greater than the signal amplitude, but both are returned to earth when the switch is closed. The output voltage is therefore zero for every alternate half-cycle, but otherwise equal to the difference of the input voltages, which is the brider output. It is immaterial that each of the output terminals carries a necative pedestal because this pedestal is a common-mode voltage, and does not appear in the difference voltage.

Use of a delayed gating voltage permits a sifnificant improvement in rendering the bridge insenstive to reactive unbalance. The thermistor cable capacitance produces transients in the bridge output as shown in Fisure 2.5(a), which, with the syncrhonous gating described above, produces a phase-detector output as in Figure 2.5(b). The initial amplitude of the transient depends largely on the amount of capacitive unbalance, and the final amplitude is largely dependent on the resistive unbalance. The bridge is provided with several switched capacitances on the ratio arm to decrease the capacitive unbalance, but the transient peaks still contribute significantly to the average detector output voltage. They can be removed to some extent by holdine the phase gate closed longer than one halfcycle until the transient has decreased to a tolerably small amplitude, as shorm in Fizure 2.5(c). A combination of capacitance belancing and gate delay satisfactorily overcomes the cable effects. Delayed gatine decreases the average detector output even in the case
ii of capacitive balance, but the gain of the proamplifier is easily sufiticient to permit full drive of the output amplifier.
2.5 Gating Circuit

The phase-gating is done at the output of the omitter followers which provide low inpodance sources of the balanced phasemetector inputs. This circuiti is shown in Figure 2-6. The shunt switch consists simply of a common-omitter transistor mhich is driven by a gating pulse. The collector resistances in tine eaitter followers not only set the standing d-e level at the emitters, but also limit the current drawn through the gating transistor. A small potentiomater; Pl, permits balancing of the gate circuit.

The gating pulse is derived from the bridge oxcitation, and delayed by a monostable multivibrator, which is trigeered at the begioning of every cycle, and whose time-constant is chosen so that the output returas to its stable state approximately 1.3 halecycles later. An emitter follover is used to drive the multivibrator output into the gatc, as shown in Figure 2-7.

### 2.6 Qutout Amplifiers

The output weter used inthe original equipment was a 25-0-25 MA movement, and is retained. Then the bridge is well of balance, the amplifier output current conld damage the meter; a "coarse and cine balance" attenuator in therefore used. The anplifier saturates if the input voltage exceeds $500 \mu \mathrm{~V}$, and the coarse aeter attenuator is chosen so that the meter gives FSD when this condition is reacher. The elne attenuator is incluced since the sensitivity of the bridge is excessive. A non-polarized $100 \mu f$ cepacitor filters the amplifier output to $d-c$. Provision is made for operation of an external 2.5ß $\Omega$ pen-recorder at a lower sensitivity.

### 2.7 Results

It has been found that the zero stability of the amplifier and phase detector cystem is equivalent to about $5 \Omega$ bridge unbalance. For the thermistor used during temperature meesurement, this corresponds to about $0.001^{9} \mathrm{C}$, which is an improvenent of one
order on the zero atability of the previous design, and makes the amplifier the least source of orror in temperature measuroment.

## 2.8 comments

The excellent stability of the bridge axd amplifier makes this device ideal for the measurement of resistances by matching with a stanciard decade resistance box. Its present sensitivity is about $5 \Omega$ in $100 \mathrm{~K} \Omega$, or $0.005 \%$. An increase in the bridge oscillator power would be necessary for bridge arms less than about 1000 ohms.
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3.1 General Description

This equipment is operated by a clock contact actuated every second, and provides a 5 millisec pulse every second, minute, 5 minutes, and hour. These pulses may be varied in amplitude from zero to +6 volts, and may be distinguishod on a record by being given different heights in the manner of ruler graduations. A gating voltage is also provided consisting of +6 volts available for aperiod lasting from one minute before the hour to one minute after. The output voltage $s$ are all supplied from impedance of 100 and are short-circuitproof. A further facility provided is a changeover relay contact actuated for one second after every minute pulse, and for two seconds after every hour pulse. The make contact is used to switch a $1 \mathrm{Kc} / \mathrm{s}$ signal into a telephone line which is also employed at lower frequencies for data telemetry. A separate unit, for use at a remote station, demodulates the high-frequency signal and operates a relay. All circuits have been designed to operate in ambient temperatures between $10^{\circ} \mathrm{C}$ and $55^{\circ} \mathrm{C}$, The current drawn from the clock contacts is limited to a peak of 0.4 mA to ensure long life. Block Diagram of Unit

The block diagram of the equipment is shown in Figure 3-1. The clock contact operates a pulse shaper which removes the contact bounce and generates a standard pulse suitable for triggering the frequency dividers and pulse generators. These generators produce the 6 volt 5 mililisec positive pulses at the appropriate times, and are followed by attenuators to change the relative heights to the desired format of a ruler time-scale. An OR gate then passes the largest of these appearing at any second, and feeds the drive amplifier which produces the low output impeaance and short-circuit protection suitable for cabling the signals to a recorder. AND gates connected to the frequency dividers select the appropriate instants when the gating voltage and relay operation are to be made available, and these gates feed drive amplifiers to provide these functions.

### 3.3. Gircuit Details

### 3.3.1 Pulse Shaper

consisting of a common-colleçtor common-base pair of transistors, whose static input is derived from a fixed divider across the supply rails. The input diode is normally biassed off by an integrating capacitor charged from the negative rail, and closing of the clook contact discharges the capacitor towards the positive rail. When the diode becomes biassed on, a step of +1.9 volts occurs at the base of the first itransistor, turning it off, and causing a +6 volts step at the output of the second transistor. While the clock contact is closed, the input voltage remains positive, and when it opens the voltage falls instantaneously to the initial negative bias, a negative output step being generated. Contact bounce on the closing contact is overcome by the integrating capacitor, the time-constant being chosen so that the positive output step isused to trigger the Pulse Generator, while the negative output step has no effect upon it.

### 3.3.2 Pulse Generator and Attenuator

The Pulse Generator, Figure 3-3, is a monostable multi-vibrator with a relaxation period of 5 millisec. It is base-triggered by the positive edge of the Pulse Shaper output, and once triggered it is independent of external conditions until it has returned to its stable state. The output is taken from the collector of the triggered transistor, and is a negative 6 volt 5 millisec pulse. An NPN inverting amplifier returns this to a +6 volt pulse, and an attenuator permits selection of any fraction of this amplitude for the output drive amplifier.

### 3.3.3 OR Gate

The 4-input OR gate, Figure 3-4, employs NPN transistors with a common emitter resistor. This multiple emitter follower gives an output of the largest of the four positive inputs, and presents high impedance loads to the four attenuators.

### 3.3.4 Drive Amplifier

Capacitive loads may be driven from the complementary emitter follower shown in Figure 3-5, since load current
may flow in either direction. A series resistance is included in the output so that shortmeircuiting of the output to earth does not damage the output transistors. The output impedance of the amplifier is composed largely of this resistance.

### 3.3.5 Frequency Dividors

Frequency division iqbotained with cascaded bistable multivibrators using gated resetting to give the desired count.

For a count oin $n$, AND gates identify a count of $n-1$, and operate gatos for the input to the appropriate binary atages so that the next input pulse resets the chain. Positiveneing waveforms represent "1" in the convention adopted and are used throughout the unit for iriggering. Resctting to "10s" ensures that no pulses are transmitted from one stage to tho next during resetting, for this would causi a false count. The output from the chain of binaries is obtained from another AND gato which identifies the count $n$, which is the same as the reset state.

Division ratios of 60,12 and 5 are required, and these are provided as follous;

$$
\begin{aligned}
& 12=2 \times 2 \times 3 \\
& 60=5 \times 12=5 \times(2 \times 2 \times 3) .
\end{aligned}
$$

Dy breaking down the ratios into prime factors the simplest combinations of binary stages may be found. In ihis case only two prime factors other than 2 are required, viz. 3 and 5, and these are made up from binary stages with feedback resets. A typical bistable aultivibrator is shown in Figure 3-6, and the complets $\div 3$ and $\div 5$ circuits are given in Figures 3-7 and 3-8. It is possible to econonize on compononts in the $\div 3$ section, so that the essential action of tilis circuit is not obvious, but the $\div 5$ section contains the sypical olements of the gateduresct nethod. Iaput pulges base-trigger the first binary via stearing diode AND gates which aro normally open and the third binary on the "l" side via a ciiode AND gate which is normally closed. The first binary output feeds the
second binary, and this feeds the third, in the usual way, the connections being via gates to provide a steering acition which is conveniently available (but not essential). The input pulses trigeor the binary cascade normally until the gates on the input change. The transistor AND gate is oporated by the three coincident inputs, $A, B, \bar{C}$, which, according to the table accompanying the circuit, corresponds to a count of 4 input pulses. This then opens the eate from the input to the inird binary, and closes the gato to the fitat binary so that the next input pulse goes directly to the thind binary and roseta it to " ${ }^{\prime \prime}$. Since the othor two binaries are already in the sciaie "1" and receive no triggering pulce, the whole circuit is reset by this fifth pulse. This reset action closes the transistor AND gate, restoring the gates on the input to cheir opiginal conditions. The fifth pulse causes a "I" to appoar on the third binary, and as thig is the only time during the count that this occurs, it is taken as the output of the $\div 5$ circait.

The countors may be reset to zero counc at any tine for synchronization vith local tine sigals.

The complete circuits of the three dividere in the unit aro given in Flguro 3-a.

## 3.3 .6 Gating-70ltase AND Gocec

To obtain an output fron 1 minute before each hour until 1 minute aftcr, it is necessary only to select counts of 59 and 0 in the minure counters. A count of 59 is recognized as the 4th minute in tiae llth 5-minute period, that is, a count of $\&$ in the minato counter and simultaneously of 11 in the 5-minuta counter. A count of 0 minutes is given by counts of zero in both these counters, since the whole unit recycles hourly. The states of the appropriate Binarles on these counts are given by

$$
\begin{aligned}
& 59=\mathrm{HJKLM} \overline{\mathrm{H} P}=\mathrm{HJKLMP} \\
& 0=\mathrm{I} J K L M \mathrm{MP}=\mathrm{HJILLP}
\end{aligned}
$$

Since 4 of the 6 inputs to these two gates are the same,
these are combined first, and the complete gates are shown in Figure 3-10.

### 3.3.7 Minuto-and-Hour Relay Operation

To produce a 2 second gating voltage after each hour, the 1 minute-after-the-hour voltage already available in the unit is combined in an AND gate with a 1 secoud voltage beginning 1 second after the minute voltage. Another AND gate produces a 1 second-everyminute output. These two outputs are then put through an OR gate so that either may operate the relay. The gating is calculated as follows;
from 0 seconds to 1 second-after-every-minute
$=$ seconds counter 0
$=A B D G$,
and from 1 second to 2 seconds-after-every-hour
$=1$ in seconds counter,
zero in minutes counter, and zero in 5minutes counter,
$=\overline{\text { ABCEFKCMP }}$
KLMP is already available as 1 minute-after-every-hour, labelled "O mins" in Pigure 3-10, so that an AND combination of this and $\overline{A B C E F}$ gives an output from 1 to 2 seconds-after-every-hour. This and $A B D G$ as inputs to an $O R$ gate give $0-1$ second-after-everyminute, and 0-2 second-after-every-hour. The circuit is given in Figure 3-11.

### 3.4 Time-Marker Telemetry System

The relay function incorporated inthe ruler time-scale unit may be used to provide time markers at a ramote station connected by a telemetry link. An existing link uses a telephone pair for $0-30 \mathrm{c} / \mathrm{s}$ seimic signals, and the time markers are transmitted by on-off modulation of a $1 \mathrm{Kc} / \mathrm{g}$ signal applifed to the telephons line. At the receiving end, a tuned $2 \mathrm{Kc} / \mathrm{s}$ amplifler drives a domodulator whioh operates a relay to provide a marker on a recording instrumsnt.

The block diagram is shown in Flgure 3.12.

### 3.4.1 Iransmitting Unit

The $1 \mathrm{Kc} / \mathrm{s}$ signal derived from the engstal clock
is switemed by the fime Scale Unit relay onto the line, as shown

In Pigure 3-13, vin an uabalancentomalonco trangformer and isolating copacitorg.

## 3.4 .2 Recpiringunt

A balanco-to-ugbalance traneformer dee irolated from the line feerls a twin-I tuact aryilistor. This is followed a nopmincar ampieser and loupass filtor to datact the modulation, and then $=\mathrm{d}-\mathrm{o}$ arpllelerg which drivee the relrys. The efrouit is ehorm in Figure 3-14.

The frecuency remponso of the completo recelving unit is given in Figure 3mT5. The rean of tho rotectorm amplifier any bo varied by control ef the holemon blas: the sotting chosan givee on overall o of obout 10 so that a gonerous tolerance can he placed on the sreciageymatomining notwork in tho tanod arpilsior. A siaple low-paso fiter Io includec in the coupling betweon the funer amplisiar and the detector to ellminate bigh frogieact lino nolsa thich pacaes through the ipolation cireut t? onr orovioada the tuned amplifier.
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