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PREFACE

The purpose of this thesis is to establish the
significance of the factors that determine the volume of

- Australian imports.

An econametric model is constructed which is simple
in form as it does not include price or incame equations
for the economy. All estimating equatibna are linear
and all variab;l.es aggregates. Results are obtained by
the simple single equation least squares method from 30
quarterly observations covering the period 1958/59 to
the second quarter of 1965/66.

The relatively small number of observations is a
limiting factor but the_sy cover the end of a boom, a recession
and a recovery of the economy. They also cover a number
of periods when artificial limitations were imposed on the
demand for imports. These were in the form of import
licensing controls. Such a diversity of conditions is
rarely found in the space of only 30 quarters. Althai gh
the number of periods is rather small for the purposes of
statistical estimation the conclusions are based an data
that covers a wide variety of circumstances. Therefore
it will be unlikely that the results of the study will be
biased through the prolonged existence of one set of econamic

conditions.

The final import function enables the conclusion to be
reached that 96.4% of the variation in the total imports of
goods and services in any quarter to be explained by the
independent variables in the function.
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Although the study does not aim specifically to
forecast future levels of the volume of imports, the final

import function allows predictions to be carried out on
a limited scale. Such predictions are included in Chapter

III.

The statistics used in the calculations are in
general obtained from various publications of the Bureau
of Census and Statistics. Specific sources for all

data will be given in the text.

The study has been undertaken at the macro level.
The difficulties which prevented a non aggregative approach

are mentioned in Chaper II.

A general review of the results of studies already
undertaken on similar topics has not been included. These
studies relate to the ecénamies of the United States,
United Kingdem and Canada. As yet no published material

exists on this subject for the Australian econamy.

Finally I wish to acknowledge the assistance given to
me by my supervisor, Professor G.G. Pirth, and by other
members of the Faculty of Cammerce. I would also like
to extend my appreciation to Dr. J.N. Baxter for the time

he gave in writing many computer programs for me.
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CHAPTER __ONE

Introduction

(1) Determinants of Imports

The degree to which a particular country depends upon
international trade is reflected by the ratio of imports to
G.N.P, (the import ratio). (1) _ In general terms the
smaller this ratio becames the greater the degree of

economic independence.

The import ratio will, however, vary from country to
country as the amount and type of product imported is
closely related to the level of -econcmic development that
the country has attained. For example, an underdeveloped
country that is predominantly rural, will export goods from
this sector and import capital equipment and finished
manufactured goods. This will result in a high import
ratio due to G.N.P. being relatively small as campared to
the level of imports. The opposite is the case of a highly
industrialised country. Therefore, in general terms, the
- import ratio will fall as the level of economic development
rises. Thus for each level of economic development attained
by a particular country there will be a separate import-ratio.
This being‘t.he case, a separate level of economic activity
and associated levels of demand and imports will exist for
each stage of development.

(1) The import ratio is discussed in:

Report of the Cammittee of Econamic Enquiry, Caommonwealth
of Australia, 1965.
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If the level of economic development were held
constant then the levels of demand and imparts could be
represented by the lines DD and MO in Diagram I constructed
on a log scale so as to show the rate of. growth. Thus
for a particular country there is associated with each
level of econamic development an "actual® level of demand
and an "actual” level of impékts which in turn will maintain
the required econamic activity.

In reality the assumption of constant or stable
econaomic development is unreal, it is therefore assumed
that it increases with respect to time. Consequently
the associated "actual” levels of demand and imports are
dgpicted by the trend lines DPD' and MM' in Diagram I.

It will be noticed that as the level of econamic development
increases over time, thetrend lines DD*' and MM' are
diverging so that the import ratio is falling.

In reality the trend lines DD' and MM' will not be
smooth curves, in fact a number of fluctuations will occur
in the "actual“ levels fdr a variet:} of reasons. Periods
of excess and deficient demand will cause DD' to become
DD" and therefore the associated level of imports to change
from MM' to MM",. The line MM"' depicts the level of
imports after other factors that influence imports have been
accounted for, the most important of which is relative

price. (2)

If the price of an imported article is less than a
similar good that has been damestically produced then
assuming other factors (especially the substitution effect)
to be constant, the imported article will be purchased in

preference to the hame produced one.

(2) Relative price is the level of import prices relative
to the level of domestic prices.



Thus for a particular economy there exists a number
of factors that help determine the volume of imports of
goods and services. On the one hand there is the "actual"”
level of imports that are associated with the "actual"®
level of demand. In addition to this, fluctuations in
the "actual" level of demand, described here as éxcess
or deficient demand, will cause fluctuations to occur in
the "actual"” level of imports. On the other hand, the
different types of demand are not the only causal factors
of imparts. Relative prices directly influence the
volume of imports in ahy one period.’

Summarising, the hypothesis is that there are three
determinants of imports namely, "actual®” demand, excess
demand and relative price. Bach of these factors would
be subject to a suitable time lag the size of which would
depgnd on the structure of the economy.

To test this hypotﬁeais, a simple guarter econametric
model of the Australian ecanamy will be constructed. Befare
doing so, however, a brief investigation of the Australian
' post-war économy will be made in order to establish whether
in fact the above hypothesis can be "a priori® assumed and
also to see if there are any special circumstances that may
have influenced the determinants of imports in this period.

(ii) The Australian Post War Economy (3)
Since the end of World War II, the Australian economy

has achieved cutstanding development and expansion, with

(3) A general discussion of which can be found in:
Karmel and Brunt, The Structure of the Australian
Econamy (Cheshire, Melbourne, 1962).

Beport of the Committee of Pconamic Enguiry, Vol.l,

Chapter 1, Commonwealth of Australia, 1965.



real gross national product growing at the rate of 4.5%
p.a. (bricea at 3.0% p.a.). This growth rate has

been associated with the increasing proportion of
expenditure on fixed capital equipment in G.N.P. (from
20% to 26%) and a population growth rate of 2.2% p.a.,
thus enabling productivity to grow at 2.3% p.a. Relative
to its geographical aize,‘Austtalia has a small population
but the work force is highly mechanised with approximately
35% being engaged in manufacturing and 10% in primary
production. With this relatively small percentage of tte
total civilian work force, primary production is responsible
for 90% of Australian exports; total exports accounting
for some 20% of National Inéame. - The high percentage
of primary products in total exports is explained by the
fact that Australia has a very &mall pepulation, but one
wvhich has a high average productivity especially in the
rural sector. The small damestic market thus has a large

surplus of primary products for export.

_ In any discussion on Australia's position in
intérnational trade, it must be remembered that exports of
primary production are subject to both warld price instability
and domestic seasonal conditions - thus Australian export
proceeds are subject to wide fluctuations. The
'specialization in rural exports, coupled with a high real
incame per-head, has resulted in the msajority of imports
being manufacturers' materials (55% of total imports);

25% are of capital equipment while the remaining 20% are
finished consumer goods. Australia's geographical
position also adds to international trade difficulties.
Situated long distances from principal export and import
markets, there is considerably delay between the ordering
and delivery of goods (this is discussed more fully omn
page 47.



i The post-war expansion of the econamy has been
acckmpanied by high levels of demand and production both
of;ﬁhich have helped to create serious balance of payments
dﬂéficulties and inflatinmnary tendencies. Full
e. loyment of the labour fofce, however, has been almost

tinuous throughout. Hence Australia's productive
’apacity has been very nearly fully attained for many |
ears, therefore, any sharp or unexpected change in the
level of demand has been reflected in both damestic
production and iﬁports. I1f, for example, %he level of
total demand increased sharply (e.g. as a result of an
unexpected increase in export proceeds) then the level of
production, because it -is already at, or very mear to,
full capacity, could not raise the level of cutput to a
complementary degree. To increase the productive
capacity of the econamy (in such a situation) is usually
a long and difficult process and therefore to'satisfy
the new level of demand existing supplies were supplemented
by increasing imports. The increase of dmmestic supply,
when the econamy was below full capacity became more difficult
as the econamy moved towards full capacity. As there
was little scope for increased output (in the short run),
stocks were run down, idle capacity eliminated and then an .
attempt made to enlarge the capacity. The creation of
"bottlenecks” caused by the shortage of labour continually
frustrated attempts to achieve higher output. Some
industries may have had the facilities to increase'output

but lacked the necessary labour to do so.

The situations described above were not necessarily
peculiar to the Aastralian economy. = They also applied
to those countries with a high growth rate and an almost

continuous full employment of factors. They were, however,
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sufficiently distinctive for the following discussion
on Australian imports to be viewed in the light of the

post-war expansion of t‘hﬂ_econmy.

(iii) Australian Imports

The post-war Australian econamy haa-been growing
at the rate of 4.5 p.a. (see page 5 ) so that significant
economic development has occurred. Por instance, the
industrial sector of the economy has been steadily
growing in relation to other sectors while immigration
has boosted the population growth rate. For this reason
the level of econamic activity has been continually
changing, so much so, that a comparison of the econamy of
1948/49 and that of 1965/66 would amplify the changes
in its structure.

Hence the “actual® levels of demand associated with
levels of economic development would also have been growing
in a similar fashion. During this period, however,
demand did not grow at a cofitinuously steady rate as

.- both excess and defidient demand occurred in significant

proportions on a number of occasions, e.g. 1950/51 and
1960/61. (4) This being the case, it would be reasonable
to conclude (without the benefit of empirical testing)

that two of the three causal factors for importing are
applicable to the post-war Australian econamy.

(4) Rarmel, P.H., "Perspective March 1961", Econamic
Record, March 196b, pp.l-3.

Perkins, J.,0.N., Anti Cyclical Policy in Australia

1960-64, (Melbourme University Press, Melbourne)
1965, p.5.



As previously mentioned, the post-war era has
been constantly associated with different types of
inflation, thus the domestic price index has been rising
almost continuously. (5)

Overseas prices have also fluctuated but not necessarily
to the same degree as the Australian prices, for this
reason relative prices may play an important part in
Australian international trade along with "actual”® and
excess demand. '

Mention must be made of two special features connected
with imports which exist at present or have existed in
the Australian economy. Both of these features may be
interrelated. Much has been written on the subject
of import licensing controls. These controls were
enforced with varying degrees of intensity fram 1939
until their abolition inm 1960. (6). This means that the
effective demand for imports was suppressed during this
period. The question of how to measure their effect. is
difficult but can be accamplished in one of two ways.
On the one hand a dummy variabl(g )can be introduced, taking

the value of unity in the pericds in which import licensing
controls are in force, while in all other periods the variable

assumes a value of zero.

(5) Downing, R.I. “The Australian Econamy, March 1956°¢,
Bconamic Record, May 1956, pp.2-3.

Arndt, H.W., "Bmerging Independence of the Australian
Economy”, Econamic Record, December 1957, p.299

(6) Main contributions to the literature are by:

Department of Trade, History of Australia‘s Import
Licensing Measures from December 1939, Canberra 1959

Mofatt, G. “The Australian Import Licensing System

1952-1960", Australian Economic Papers, Vol. 1, September
1962, pp.119-138.

(7) A discussion on the dummy variable can be found on p. .



On the other hand the strength of such controls could be
measured by export proceeds. (8) This relies on the
assumption that the government varies the severity of the
licensing controls in relation to the balance of payments
situation. The balance of payments figure itself, however,
would not be an entirely satisfactory measure as it

would be affected by the licensing. Seeing that exports
are not subject to government control and are the other
“half” of the balance of payments, it would be reasonable
to assume that export proceeds of the previous per iod
would provide an indication to the javerment of the
expected level of overseas reserves. Thus the government
could alter its import policy to vary the effective demand
for imports and in this way maintain an acceptable level

of overseas reserves.

The other special _feature pertains to shipping.
Australia provides a relatively small market for external
economies and it is a considerable distance from the world's

main trade routes. Consequently Australian imports may
| not be shipped imediat.ely after they have been ardered.
Possibly they are retained until shipping is available and
is needed for the movement of Australian exports. In

other words, there may be a delay in the delivery of imports
because of the fact that exports are not ready to be shipped
overseas at that time. Hence imports may again be related
to exports through the availability of shipping.

It follows that there will be a time lag between the
actual demand for, and the delivery of, the imported goods.
The extent of this lag will be determined by the time taken
in aordering, acquiring shipping space and the length of the
sea voyage itself. 'If the time lag is too great, then

(8) Kmenta, J., “An Econametric Model of Australia, 1948-61°,

Australian Economic Papers, Vol. 5, December 1966,

wry 1 1R--Q
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it would be reasonable to assume that demand in the majority
of cases would be satisfied by a home produced substitute.

To test the hypothesis that the causal factors of imports

are relevant in the Australian economy they must either be
quantifiable in themselves or represented by a measurable
value. It is assumed that "actual” demand is the total
flow of final goeds and services in a given period (National
Turnover of goods and services as defined in the Australian
National Accounts). For the purposes of this discussion
"actual" demand will be divided into two components, aggregate
demand and the demand for exports. 'The reason for the
division is the "a priori” assumption that the latter type

of demand has a separate and distinct influence in the
determination of imports. Exports have ali'eady been
mentioned but a detailed discussion on this topic is
resented on p. 30, | It is sufficient for the present to
know that "actual” demand has been separated into two
components. Hence there are three types of demand inherent
in the causal factors of imports.

Aggregate demand will therefore be total demand
(National Turnover of goods and services) less export
proceeds which ig Graoss National Expenditure, the "total
expenditure within a given period on final goods and
services ... bought for use in £he Australian éconcmy“. (9)
Gross National expenditure will be valued at market prices
so that direct comparisons can be made with imports of the
" current period. Valuation on this basis is consistent

with the construction of the deflating price index. (See p 14).

(9) Commonwealth Bureau of Census and Statistics,

Australian National Accounts, "National Income and
Expenditure 1948/49 to 1964/65~, Canberra, 1965, P.3.
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Perhaps the most difficult causal factor to represent
in a measurable quantity is that of excess demand. An
attempt was made along the lines suggested by Dicks-Mireaux
and Dow, (10) but the finer adjustments proved too difficult
in the Australian context. The measure finally adopted
was the excess of registered vacancies over the registered
unemployed divided by the former and expressed as an index. (11
This assumes that when vacancies in the econamy exceed the
number of the members of the work force seeking employment,
then the economy is in a situation of excess demand, i.e.
theré are more vacancies than people to fill them and
therefore we can expect "bottlenecks” to occur because of a
shortage of labour. (See p. 6 ). The components of the
relative price index, the import and domestic price indexes,
are available but adjustments afe required for tﬁe bdblished
data. (12) Now that all the causal factors for determining
imports have been identified in the Australian economy (in
an "a priori” sense) a simple quarterly model in the form of
a total import function followed by a number of equations
représenting the Australian economy will be constructed to
test the basic hypothesis. |

(10) Dow, J.C.R., L.A. Dicks-Mireaux, "The excess demand for
labour. A study of conditions in Great Britain, 1945-56°

Oxford Economic Papers, Veol. 10, 1958, pp.l1-33.

(11) Arndt, HW., op. cit., pp. 292-302.
Karmel, R.H., op.cit., p.2.

(12) A description of which can be found én p. 41,
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The model is described as "simple® for a number of
reasons. Firstly the model is not a complete estimation

of the Australian economy - price and income sectors are
treated as data. Secondly all estimating equations are
linear and independent variable are not always the best in

an economic sense in estimating the dependent variables.

This is especially true in the equations estimating the
different forms of investiment expenditure where trend and
timing variablesare used instead of expected sales and cost,
uncertainty, and speculation varilables. Finally, difficulties
in the quarterly estimation of data prior to 1958/59 only
allowed data after this date to be used in estimating
equations, In these circumstances data refers specifically
to the last decade and not to the jpoét-war Australian
economy. ‘ The previous diacu_asion on the post-war economy
‘does however apply to the period 1958/59 - 1965/66.

This period witnessed a boom, a_recession, a recovery as

well as import liceneing controls. A variety of conditions
which will test the "a priori“” assumptions on the determinants
of the volume of imports. ‘
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CHAPTER _ TWO
A _SIMPLE BCONOMETRIC MODEL TO EXPLAIN IMPORTS

(1) Introduction

"Econametric models can be designed to serve any or all
of three purposes; to increase understanding of the structure
and of the underlying characteristics of an economy, to aid in
forecasting, and to help evaluation of policy measures." (1)

The model constructed below being based on 30 periods
of quarterly data is short-run and dynamic (2) and is not
primarily designed for the purposes of forecasting or evaluvation.
Because the structure of the Australian economy is changing,
it would be unwise to use this short-run model for policy
calculations or to forecast future possibilities when the
model has been based on data relating to a past set of conditionsa.
Relevant differences probably exist between the past and
future structure of the econamy. As the future structure has
not been specifically accounted for, the model will be used
to forecast for 2 periods only. Furthermore, the quarter-by-
quar ter changes may only be gradual.

Thus the main function in constructing this model is to
analyse a particular aspect of the Australian economy, namely,
imports of goods and services. The model is based on the
hypothesis that variations in the demand far imports are
explained by variations in aggragate demand, demand for exports,
excess demand and import prices relative to domestic prices.

(1) Nevile, J.W. "A Simple Econometric Model of the Australian

Bconamy", Australian Economic Papers, Vol.l, September 1962,
p.79.

(2) A short-run dynamic model is a model that shows-the
reactions of unknowns to changes in the data quarter-by-
quarter in contrast to year-by-year.
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Thus it is a macroeconometric model and as such depends

on conventional macroeconomic theory.

All the estimat@ng equations are of the following linear

form,
= °6 + oG
y ® OClxl K+ i XX 4y
, XxXn
where Y = .. endogenous variable
: Xl ...Xn - lagged endogenocus and exogenous explanatory
variables

| u = randem disturbance.

The parameters are based on thirty dbSezvatibns, i.e. guarterly
figures from 1958/59 to the seéond quarter 1965/66 inclusive.
This is not as many.as one would have.Liked; but reliable
quarterly statistics for all of the variables employed in the
model are available only from 1958/59. '

(1i) Method of Deflation

The majority of the basic data used in the model are
contained in the “Quarterly Estimates of National Income and
Expenditure” No.22 and Supplement to No.22,. The remaining
data are to be found in the “Monthly RevLeQ of Business
Statistics” fram 1958 to 1966. These statistics are all
valued at current prices, while the theory on which the model
is built assumes constant prices, consequently an adjustment
has to be made for price level changes. Three distinct methods
were tested to convert current into real values. The first
two were discarded in favour of the final method for reasbns
that will be gi&en.

The first method was to deflate the current values of
all value variablés'by an appropriate price index, e.g. personal

consumption expenditure by the consumer price index and

exports by the export price index.
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In addition to the absence of corresponding price indexes
for all value variables, another objection was registered,
which will be explained, !

The second method tested consisted of indexes interpolated
from annual data obtained fram the Australian National
Accounts. (3)

By dividing the value of an aggregate, e.g. exports,
expressed in average 1959/60 prices into the same aggregate
expresaéd in current prices an index can be obtained for each
year. Quarterly indexes are then found by interpolation.
This methed gives the average change per guarter for any one
year and therefore is not a true reflection of price indexes

on a quarterly basis,

For theoretical and practical preasons, the following
method was the one finally adopted. All value variables were
deflated by the same price index which is assumed to portray
the changes in the general level of prices in the economy.
The benefit of adopting a single deflating index for all
value variables is that it avoids any distortion that different
price indexes may introduce into a relationship between
variables, as would be the case in the two previous methods
of constructing a price index. (4) Having decided on the
type of price index the next problem was to decide on what
index should be used. Unfortunately there was ro general
index available, hence one was constructed along the lines

suggested by Nevile in his econometric model of Australia. (5)

(3) Commonwealth Bureau of Census and Statistics,_Australian
National Accounts; Table 11, "Value of Main Aggregates at
Current and Average 1959/60 Prices $m.", Canberra 1966.

(4) This is adequately explained in Christ, C.F., "Aggregate

Econometric Models", American Economic Review, Vol. 49,
June 1956, pp. 395-397.

(5) Nevile, J.W., op, git., p.81
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Here use was made of "a composite index which is a weighted
average of the consumer price index and the basic materials
and foodstuffs wholesale price indexes.”. (6) The consumer
 price index was given a weight of two while the wholesale

price index a weight of one.

As Nevile points out, the weights are somewhat arbitrary
but the method assumes that the prices of approximately "one
third of the goods making up gross national product move
more in accordance with changes in wholesale prices than with
changes in retail prices."” (7) This index along with all
other indexes used in the model has as a base the average
of the four quarters of 1962/63 i.e. 1962/63 = 100.

Once all value variables have been deflated they are along
with all other seasonally affected variables, de-seasonalised
by the four-quarter moving average method. The seasonal
indexes are based on the éverage of six years in the case of
the first and second quarters, and seven years for the third
and fourth guarters. Hence seasonal influences are assumed
to be approximately the same each year. Per sonal expenditure
on vehicles was an exception to this as the four quarters of
1961 were excluded from the calculation of the seasonal indexes.
This was done so as to eliminate non-seasonal influences due
to the fact that in the year 1961 expenditure on vehicles was
reduced by specific measures of fiscal and monetary policy.

(6) Nevile, J.W,, op. cit,, p. 81l.

(7) Nevile, J.W., op., cit,, p. 8l.
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For a discussion on the limitations of statistics de-
seasonalised by this method see p.19.

(iii) Import Data
Consideration was giyen to three classifications of‘

import statistics. The first, "Degree of Manufacture",
contained in the "Monthly Review 6f Business Statistics",
listed three groups, Producers' Materials, Finished Consumer
Goods and Total Imports each of which was subdivided into
crude, simply transformed, and elaborately transformed.

' This classification was rejected as the eqﬁations of the model
could not be constructed to correspond to the sub-groups.
Figures for "Imports into Australia" which were for individual
imports were annual, and were therefore not suitable far the
purpose of this model. These statistics can be found in the
"Overseas Trade Bulletins" 1959-1966. |

The classification finally chosen was "Imports of
-.Merchan&ise, Economié Classes $m.f.o.b, Port of Shipment". (8)
To allow a discussion of a micro based model, two adjustments
have been made to the published classification 8o that each
economic class corresponds to a portion of aggregate demand
as estimated in the model. Producers' Materials for use in
Motor Vehicle Assembly has been tranéferred to Capital
Equipment - Complete Road Vehicles, while imports of Fuels
and Lubricants, and Auxiliary Aids to Production have been
included with Producers' Materials - Manufacturing Other.

(8) Commonwealth Bureau of Census and Statistics, Monthly
Review of Business Statistics, 1959 to 1966, Canberra,
1959 to 1966. _
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This means that Total Imports are divided into eleven
econonmic classes. Another reason for choosing this
classification was that soma of the classes have corresponding

import price indexes.

One major adjustment has been made to total imports
and that is the conversion from a ‘f.o.b.' to a ‘c.i.f.'
basis. This adjustment is limited to the total as a break-
down of the factors involved is not available for the economic
classes of imports. The purpose of the conversion from
‘f.o.b.' to 'c.i.f.' is to enable camparison between imports
and home produced goods, i.e. the actual cost of landing the
imported goods in Australia as opposed to the price paid to
the exporter. "Imports are recorded statistically in the
month in which import entires are passed by the Department
of Customs and Excise. Normally this is within a few days
of discharge of cargoes." "All Import values are 'f.o.b.’
port of shipment ...", this means that "... all charges
in particular the cost of freight and insurance, incurred
af ter the goods have been exported from the port of shipment
are excluded”. (9)

Consequently freight and insurance charges are édded
to imports 'f.o.b.'} but in order to arrive at the total
cost of importing a particular good the amount of customs
duty incurred must also be added. Thus the value of import
'f.o.b.' plus freight and insurance charges (from port of
shipment to Australia) plus customs‘duty gives the value of
imports 'c.i.f.'.

(9) ~ Commonwealth Bureau of Census and Statistics,
Overseas Trade, 1965-66, No. 63, 1966, pp. iv. v.
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The construction of the import price index on a 'c.i.f.':

basis can be found on p. 41.

(iv)) Seasonal Adjustment

"Relationships between economic variables are postulated
by econamic theory. Statistical analysis enables us to test
whether the postulated relationship are consistent with the

observed facts, and if so, to give empirical content to them."

(10).

The 'a priori' assumption is that the volume of imports
is determined by certain conditions thaf exist in the economy.
The validity of this assumption will now be empirically
tested and to do so, adjustmeﬁts to the published data are
required. The conversion of data from current into real
terms has already been described. = Data in real terms are
then seasonally adjusted. A description of the method by
which seasonal adjustments.is achieved and its limitations are

now examined, (1l1)

Quarterly data frequently exhibit strong seasonal
movements which must be eliminated if comparisons between
quarters are considered desirable. This operation is known as
seasonal adjustment and is a "means of removing the effect of
the estimated normal seasonal variation from statistical
series" . (12). De-seasonalisation does not remové irregular
fluctuations or other types of influences (such as, cyclical
and trend) in theseries. Usually seasonal variation indexes

are calculated over a small number of periods as the seasonal

pattern can alter. The method used in this model is the four-

(10) Karmel, P,H,, Applied Statistics for Economists, Melbourne,

1957, p. 195.

(11) Seasonal adjustment only applies to data that is seasonally

affected.

(12) Commonwealth Bureau of Census and Statistics, Segsonal
Adiusted Indicators 1967, Canberra, 1967, p. viii.
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quarter moving average method which assumes that the seasonal
influences are reasonably constant,h throughout the period
covered. If in the short run a large change occurs (e.g.
motor vehicle registrations in November and December 1960)
then the moving average method is too inflexible to accurately
measure the seasonal variation. To assist in overcoming
this problem the guarters of a series which have been subjected
to a large outside influence were eliminated from the series
for the purpose of the construction of the seasonal indexes.

A similar prdblem.occura at the turning points of some series
where the limitations of this method of de-seasonalisation
cause seasonal indexes to be incorrectly calculated. The
moving averages are affected.by the periods well before and
after the change so that “they fail to get into the cormers

at peaks and troughs of the seriga“. (13).

The final limitation is that the seasonal indexes
only apply to the periods used in their calculation. If
the indexes are applied to extensions of the relevant series
then the assumption that seasonal influences are unchanged must
apply. Other de-seasonalising methods such as the use of
a dummy variable for each quarter, or the Census II method
(used by the Commonwealth Statistician) were considered but
not adopted.

The real de-seasonalised data are now used for the
calculation by the method of simple linear least squares
regression of the structural parameters of the estimating

equations.

(13) Seasonal Adjusted Indicators 1967, op, ¢it. p. XV1l1l.
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(v) Statistical Procedures
(a) Re 881 a Correlatio

The regression equation estimates a dependent

variable (Y) from independent variables (xl’ le e xn),

i.e. the regression equation of Y on Xl‘ Xz, cescee Xn

which in its simplest form for two independent variables is
Y = ) + + £
aCll X X

_ 10 1 12 2
where ‘310' L 11 and eclz are constantg, being the
structural parameters. Sometimes it is neceesary to

measure the correlation that exists between the dependent
variable (Y) and one part:i.cula._r independent ‘variable (say xl)-
thus the influence of the other independent variable or

variables x2 ceees Xh, must be remoﬁed i.e. held constant.

This measure is called the partial correlation.coefficient

(r12 3) and it shows the relative impdrtance of x1 in

explaining variations in Y. The strength of the relationship
that exists between all the independent variables (three or
more) and the dependent variable is known as the multiple

correlation coefficient (R ). The value of both R

1.23

and Ly, 3 (and any other r) lies between O and 1. The

closer they are to unity the better is the linear correlation
between the variables, If the coefficient is zero then

1.23

there is no linear relationship, but if the value is unity
then perfect correlation exists, It must be remembered that
a high correlation coefficient (eiths: partial or multiple)
"does not necessarily indicate a direct dependence of the
variables." (14) In other words correlation does not

necessarily imply causation.

(14) Spiegel, M.R. ° Statistics, (Schaum, New York) 1961 p.244.
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(b) Dummy Variable

Mention has already baen made of the dummy
variable tzt) , however, their use as an econometric tool
has not yet been explained. "They are used to represent
temporal effects such as shifts in relations between wartime
and peacetime years, between different seasons ..." (15).

In this model the dummy variable is used as an independent
variable to assist in explaining the effect on the volume

of imports of the imposition of import licensing controls.
(See p. 435.). ‘

(c) Tests of Significance
Two tests of significance are used in all estimating

equations. One of the assumptions on which linear least
squares estimation is based is the serial independence of the
random disturbance. The Durbin-Watson Statistic ('d4') .is
used to test the null hypothesis of independence of disturbances
against the alternative hypothesis that successive disturbahces
are positively correlated. The random disturbance (u)

in the estimating equations includes all effects other than
those which are explicitly included in the regression function.
The value of ‘@' wili be giﬁen after each estimating equation.
If this first test is successful the ‘'t' distribution is used
to test for the significance of each structural parameter
(whether it is significantly different from zero) by taking

the parameter of each independent variable (=( ) and the
corresponding standard errar (©; ) and entering the normal
table at 't' = °942; . ‘In the following equations

is recorded in parantheses below <oC which will have a level

of significance of 1% unless otherwise stated.

(15) Johnston, J., Econametric Methods, (McGraw Hill, New
York), 1963, p.221

7
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(v) The Model

The hypothesis on which the model is based is that
variations in the volume of imports are explained by
variations in - | ‘

(a) "Actual" demand - aggregate demand

- demand for exports

(b) excess demand
and (e¢) relative prices - import prices relative to

domestic prices,

all subject to suitable time lags.

Before constructing the model a brief discussion is
included on the reasons for adopting the macro rather than
the micro approach. |
(a) The Micro Approach

As explained on Page 17 the classification of
import statistics finally chosen were those divided into
economic classes. This meant, theoretically, for each
economic class a micro based estimating equation could be
constructed. This being based on the assumption that the
demand for each econamic class would be determined by a
number of different independent variables. (16) Once all
the estimating equations for the economic classes were
established they could be aggregated to form an estimating

equation for the demand for total imports.

Basically the independent variables in the estimating
equations for each econamic claés of imports would be
variations of the three causal factors discussed in the
introductory chapter and reiterated above. Thus for each
economic class a corresponding demand variable, would have to
be established to account for the "actual"” import demand of

that class.

(16) For example, the demand for imported finished consumer
goods would be determined by independent variables
different from those determining the demand for imported

P R T R T
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Similarly, independent variables for excess demand and
relative prices would have to be established for each economic
class. In addition to the three causal factors mentioned,
each estimating equation would have to include independent
variables to represent any artificial level placed on the

demand of a specific economic class.

As a starting point the above approach was adopted.
Attempts were made to establish micro based independent

variables representing the hypothesis.

The aggregate demand section of "actual" demand for each
econanic class was represented in the estimating equations by

the components of gross national expenditure. (17)

In this way it could be ' a priori' assumed that the
first section of "actual" demand, aggregate demand could be

successfully estimated.

The estimation on a micro basis of the remaining section
of "actual" demand; the demand for exports, was unsuccessful,
Sufficient breakdown of total exports into relevant micro
components, in order that they be applied to the econamic
classes of imports could not be achieved. The main problem
was the identification of export proceeds corresponding to
particular econamic classes of imports. This difficulty was
maindly due to the difference in the nature of the goods

exported and those imported.

As an alternative it could be assumed that total, father
. than any one portion of export proceeds,determined the
relevant section of "actual" demand for each economic class of

import.

(17) For example: Imports of finished consumer goods - food,
had as an independent variable for aggregate demand,
personal consumption expenditure on food; imports of
producers materials far building and construction had

investment in dWelling construction plus investment in
‘other building and construction.
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This assumptidn has some basis on purely economic grounds
but it also results in each micro based estimating equation -
containing the macro variable total export proceeds.
Including a macro variable in a micro equation is not
acceptable in this model.

Similar difficulties were encountered when developing
individual excess demand variables for each economic class of
import. The method by which total excess demand in the
aconomy-is estimated is described in Chapter II, viii.

It is sufficient to know that total excésa demand has been
estimated by means of labour excess demand; statistics being
registered vacancies and registered unamplofed. These two
sets of statistics are available in specific qlaases, but
difficulty is found in establishing relevance to each economic
class of import. ' |

When this same difficulty was confronted with export
proceeds it was assumed that perhaps total exports determined
partion of "actual” &mand in each estimating equation. The
equivalent assumption, that excess demand is similar in all
sectors of the economy, is not realistic and is, therefore
rejected. ‘

The final independent variable, relative prices, is 'a
prior' assumed to be one of the most important in a 'micro’
based approach. |

A number of problems were confronted with this variable
and unfortunately they could not be solved with the available
étatistics. The first problem was that the majority of
econamic classes of imports did not have a corresponding
import price index (See Page 18 ). Similarly, in same
cases a domestic price index was also unavailable. Even if
sufficient relevant import and domestic price indexes could
be established to construct separate relative price indexes

for each econamic class, a further difficulty is encountered.
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As explained in Chapter 2. ix, the relative price index,

or more specifically the import price index component must be
on a c.i.f. rather than on a f.o0.b. basis. Published

data of import price indexes are f.o.b., consequently
relevant custams duty, freight and insurance charges must be
added to these indexes. (18) The problem is, although
customs duty could with some difficulty be identified with
individual economic classes of imports, freight and insurance
charges could only be obtained from the Bureau of Census

and Statistics in the aggregated form. Unfortunately no
successful or acceptable method for apportioning this
aggregate over the different economic classes of imports could
be found. As with the case of excess demand, it is
unrealistic to assume that the relative price of all economic
classes will be identical.

A considerable amount of time was spent éttempting to
solve the problems preaentéd by this micro approach as
theoretically, this method is considered to be the more
acceptable of the two. The solutions to these difficulties
although not completely acceptable could in some cases (19)
be introduced into the estimating equation. = However, the

'micro approach was finally abandoned when solutions to the
problems of individual excess demand variables, import and
relative price indexes could not be found or compramised.
Once the micro approach was found to be impractical the macro
approach to estimating a total import function was adopted.

(b) The Macro Approach .

The macro model is based on the hypothesis that
variations in the volume of imports are explained by variations
in - _

(a) "actual" demand being comprised of

(i) aggregate demand, and
(ii) the demand for exports.

(18) The method by which this is achieved on a macro basis 1is
found on Page 41. The same method would apply for a micro
approach, B

(19) For example, Total Export proceeds.
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(b) Excess demand, and

(c) Relative prices.

Construction

(i) A summary of the construction of the total
import function.

(ii) Independent variables are developed to represent
aggregate demand, the demand for exports, excess
demand and relative prices.

(iii) A Qummy variable is introduced to represent
import licensing controls.

vel nt

The model is developed in a congiStent manner. Once eact
independent variable has been estimated it is correlated and
regressed with total imports. This has been done to enable the
importance of each independént variable to be established.
Further to this, the imdependent variables are correlated and
regressed with total imports on a cum basis. For example,
after the estimation of the components of aggregate demand,
the total form is correlated with total imports. The
equation is known as the Import Function Mark I. The results
are discussed and evaluated. A similar procedure is adopted
with the demand for-exports; Following from this, the
independent variable representing the demand for exports is
added to the Import Function Mark I to form the Mark II Import
Function. . This enables "actual" demand to be evaluated as a
determinant 'of total imports. Thié procedure is followed for
all remaining independent variables. (20)

After the completion of Import Function Mark Vv, the
independent vakiables that are not significant at the 1% level
(by the 'd' statistic and 't' distribution tests) are
eliminated from the function. The result is the final Import

Function for the Australian Economy.

(20) The excess demand variable is added to the Import Functio
Mark II to form the Import Function Mark III. The
Relative prices variahle is added to form Mark IV and the
Import Licensing Controls variable to form Mark V.
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Summary of Construction of Total Import Function

Aggregate demand. R R2 d.

M = -189.63 + .214D__ + ul .9552  .9124  .8193
(50.88)  (.013) |
"Actual" demand (aggregate demand plus demand for exports).

11

M, 93.97 + .131D, | + .392E__, + u

(76.41) (.045) (.202) .9528 .9078 .8743
"Actual" demand and Excess demand

E I1I

Mt 69.60 + ‘099Dt-1 + .381Et_4 + .411Dt_1 + u

(56.28) (.029) (.129) (.070)

.9818 .9639  1.9595

"Actual" demand, Excess demand and Relative Prices.
M, = 123.187 + .098D__ + .383E__, + .408D,

1 t-4 t-1
(339.38) (.013) (.133) (.074)
Iv
- '490Rt—1 + u | |
(3.077) . 9819 .9641 2.0178

"Actual" demand, Excess demand, Relative Prices and

Import Licensing Controls.

+ .349E + .495DE +

M, = - 92.46 + .094D__, md -1
(364.33) (.031) (.132) (.084)
2.13R - 26.792 4+ Y
t-1 t-1
(3.52) (18.81) .9835 .9673  1.9206
Where M =  total imports

Dy = aggregate demand

Et = exports demand

Dﬁ = excess demand

Rt - relative prices

zt - a dummy variable representing import

licensing controls.
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(vi)  Agaregate demand (D¢)

Aggregate demand is defined as the Gross National
expenditure of the econaomy. As discussed in the opening
chapter "actual demand" consists of aggregate demand and the
demand for exports. This provides the base amount of imports
for the Australian economy at a given level of economic
deve lopment. Consequently the economic activity associated
with the levels of aggregate demand would determine a very
large proportion of the total imports of Australia.

' To measure the relevance and importance of this
independent variable, G.N.E, with varying time lags is
correlated and regressed with tota; importa,c.;.f. Both
variables being deflated and de-seasonalised by the methods

descr ibed earlier.
I

t t-3
(94.94)° (.024)

M_ = -189.63 + .214D,_, +u R = .9552
(50.88)  (.013) d = .8193

M= -162.34 + .210D,_, +u r = .9186

' (70.13) (.018)

M = -148.53 + .210D *u r = .8658

(21)
The lag giving the highest correlation cocefficient is for one
period. In fact as the lag increases the correlation coefficient
progressively worsens. Consequently the estimating equation
with Dt lagged one period is adopted. This suggests that Any
change in the "actual" demand for imports is satisfied within
three months of the change that affects orders for imported

goods and services.

(21) All equations are constructed with the maximum number of
periods that is allowed by the lag structure in the
relevant equation. It may be noted that as a result, in
some equations an independent variable, although ceorrelated
with the same dependent variable, will have a different
correlation coefficient.

a
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~
This equation will now be shown as the import function

Mark I and means that 91.2% of the variations in imports

c.i.f. are explained by this regression with Dt-l'

The value of 'd', .8193, is very low and indicates
that rejection of the null hypothesis in favour of the
alternative hypothesis of positive correlation is required.
In other words, there are determinants of imports other than
aggregate demand. From the introductory chapter it will
be remembered it was 'a priori' assumed that aggregate demand
plus exports (‘actual" demand) was the causal factor for
determining "actual" imports and not total iﬁports.

A discussion on the otherlcomponent of "actual" demand,

the demand for exports, will thereforefollow.

(vii) Exports
The demand for exports is represented in the model by .

the level of export proceeds. °~ This is treated as an exogenous
variable as the majority of Australian exports are disposed of
in markets which are outside the control of the econamy, e.q.
wool. Apart from this fact, separation from aggregate demand
is warrantdd on the grounds of different lag structure. In
this section an analysis will be made of the way in which the
demand for exports assists in determining the level of "actual
imports, and this will be followed by a discussion on the size
of the lag attributedrto export proceeds,

In the Australian case, a high (or increased) level of
overseas reserves resulting fram sustained (or increased) export
proceeds, provides excellent conditions for a rise in the demand
for imports, depending of course on other factors such as import
licensing controls and tariffs. Any general increase in
econamic activity initiated by an increase in export proceeds
will increase the demand for imports in either or both of two

ways.
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On the one hand the export proceeds provide the overseas funds
nacessary  to enable the new level of demand for imports to become
effective. At the same time proceeds themselves stimulate
increased levels of production and expenditure in the economy.
I1f the level of econamic activity changes then so does the
volume of imports associated with it. Increased levels of
production and expenditure will include; impbrted materials,
which will be transformed into finished goods by the new level
of damestic productiony imported finished cnnsumer goods to
assist in satisfying the new level of expenditure, and imported
éapital equipment and stocks to enable the increased level of
production to be sustained.

In these circumstances the demand for exports indirectly
assists in determining the total demand for imports. Export
proceeds do €his by stimulating the level of economic activity
and therefore the "actual" imports associated with it. There
is no evidsence to suggaest that changes in the level of export
proceeds directly change tﬁe velume of imports. This is due
to the essential difference between the nature of the goods
imported and the nature of the goods exported. Australian
imports mainly constitute capital equipment and materials for
use in the manufacture of domestic goods, while exports are
predqninantly fraom the rurél sector and do not directly require
imported materials or imported capital equipment.‘(zz)-

The process by which the demand for exports assists in
the determination of the volume of imports is therefore
indirect and time consuming. The influence exerted by the
value of export proceeds in changing the level of econamic

activity may take many months. Howaver, once the levels of

(22) In the case of U.K. imports imported raw materials
are used in the manufacture of exports. Thus the
volume of U.K., exports are an important factor in
determining the demand for U.K. impotts.
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production and expenditure have adjusted to the new level

of activity the increaseddmand for imports will be satisfied
in a similar manner to those determined by aggregate demand.
The time that elapses from the original change in export
proceeds until the’ satisfaction of demand for imports that

it generates will be greater than that which follows changes

) t-l) -
Any delay that is encountered in acquiring shipping

in aggregate demand (D
space for imports as well as the departure date of the ships
fran a foreign port, may be linked with the demand for exports.
Although there is a lack of evidence, it may be correct to
assume that ships will time their arrival in Australia to
correspond to export orders. This being_so imports may be
delayed in arriving in Australia. This type of delay plus
the duration of the voyage would teﬂd to generate a
considerable lag between ordering and delivery dates of
imports. This delay could also be éxpected'to exist for
imports determined by aggregate demand.

| The most successful lag associated with the value of
export proceeds is one of four periods where r = .9347 (23).
It will be remembered that aggregate demand and the demand for
exports have been 'a priori' assumed to be the causal factors
of 'actual’ imports. Aggregate demand has already been
estimated in the Import function Mark I so by including in
this function the value of export proceeds lagged four
periods, the causal factor "actual demand"” will be completely
| estimated. The Import Function Mark II becomes:

(23) E__ returns an r = ,7962

E returns an r = .8832
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I
M = -93.97 + .131D _ 4 .392E_, +u
(76.41) (045) (.202)
R = .9528
a = .8742 (24)

The value of the 'd' statistic is similar to that achieved
in the function Mark I. This result is to be expected as it
wag' a priori' assumed that aggregate demand (Dt_l) and the
demand for exports (Et_4) are not the only determinants of
the volume of imports. (These two independent variables are
assumed to account for "actual" imports). .

Returning to Diagram I (p. 2 ) it will be remembered
that the trend line DD' was not sufficient toexplain all the
causal factors of imports, only those of "actual" imports.
For this reason the line DD" which was assumed to represent
the fluctuations caused by periods of excess and deficient
demand was introduced. The corresponding import line
was MM", The Import Function Mark II will now be refined

by adding the causal factor, excess demand.

(viii) Excess Demand

The interpretation and measurement of excess demand
in the Australian economy is very difficult. Distinction
will be made between two types, both of which can exist
in the Australian environment either separately or jointly.
Firstly, there is 'long run' excess demand, where demand for
a particular article is cdntinually satisfied from both
damestic and foreign sources. Diagram II illustrates this

concept.

(24) R has decreased in value from the one achieved in Import
Function Mark I as the partial correlation coefficient
(r) of Dt-l is now .9449. In the Import Function Mark I
the r of Dt-l was .9552. The fall could be due to the
number of periods being decreased from 29 to 26.
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001 is the domestic supply at price OP.

0Q2 is the total supply at price oP.
Hence Q,0, is the quantity impotted at price OP.

As QlQi is continually imported period after period this

type of excess demand can be viewed as part of "actual”

demand and therefore Q,0, will be a portion of "actual"
imports. When the economy moves to another level of
economic development Qlcz may change. ~In fact it may be

the establishment of another plant to manufacture domestically
the products represented by Q that causes the change in the
industrial structure of the economy. This being the case the
associated "actual" levels of demand and imports will change.
The quantity supplied from overseas will, hoﬁever,

fluctuate with quarterly movements in aggregate demand and
domestic supply. (25) These movements are represented in
Diagram II with small changes around Q2 and Q1 (i.e. Qi '

_ QE, Qi. Qi). These are referred to as 'short-run' excess
demand. The quantity of imports resulting from these
movements (plus those determined by "actual" demand) are
represented by MM" in Diagram I. (See p.2 ). In most
cases, therefore, both types of excess demand will be present
together. ‘Short-run' excess demand will exist separately
when the source of supply is only occasionally in the overseas
sector. This is illustrated when domestic production fails

. in the short run to provide sufficient supplies due to a
sudden increase ih demand or because of the short supply of

essential raw materials.

(25) Changes in domestic supply will result from breakdowns,
strikes and temporary short supply of materials. In
other words small fluctuations in damestic supply.
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In this model no specific attempt will be made to
measure the extent of 'long run' excess demand. It will be
assumed that this type of excess demand is included in the |
independent variable "aggregate demand" and is therefore
partion of "actual" demand at the current level of econamic
development. As the economy grows, some types of domestic
production will be increased at a greater rate than aggregate
demand. This may reduce the level of 'long run’ excess
demand. At the same time new 'long run' excess demand will
occur as the demand for new products is created. Hence the
assumption, that the net effect increases and decreases with
fluctuationsin "actual” demand and hence "actual" imports,
is adopted.

The problem of how to measure 'short run' excess demand
is now encountered. It has already been mentioned that the
method adopted by Dow and Dicks-Mireaux was tested and
re jected. Nevertheless a measurement of labour excess demand
will be used to indicate the extent to which ‘short run'
excess demand is present in the economy. The reason for
choosing labour excess demand is due to the low level of
unemployment that has generally existed in the Australian
post-war economy. This coupled with the high rate of
growth of G.N.P, at factor cost (see p. 5 ), has lead to
"bottlenecks" in domestic production when the economy has
attempted to satisfy increases in aggregate demand and exports.
Consequently on a number of occasions domestic production has
fallen short of the level requiréd to satisfy this new demand.
Thus the burden of satisfying demand has been taken by
overseas sources of supply.

Therefore there exists a situation where demand is
greater than supply in both the product and factor markets
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i.e.where aggregate demand (plus the demand for exports)
is greater than total supply, and where registered vacancies
(demand for labour) are greater than the registered un-
employed. -Although both markets may be in a similar
situafion,'labOur excess demand may not necessarily reflect
the true extent of 'short run'excess demand. At best it
:can only give an indication of the economy's position or
the direction in thch it is moving. Labour excess demand
therefore, does not g}se an absolute figure as to the
extent of ‘'short run' excess demand but provides the
information that it is either negative (‘'short run' deficient
demand) or positive and whether it is increasing or
decreasing in size.

Labour excess demand has been expressed in the

following manner.

Registered vacancies less Registered unemployed
Registered Vacancies

i.e. the excess of vacancies over those seeking
employment relative to registered vacancies. (26)

Representing °‘short run' excess demand by-DB, correlation

t

with imports c.i.f. returns an r of .7134 when Dﬁ

one period. (27) Incorporating this result in the Import
Function Mark II the Import Punction Mark III is calculated

is lagged

and becomes:
. E
M, = 69.90 + .099D__ -~ + .381B _, + .411D_, +u
(56.28) (.029) (.129) (.070)
R = .9818

d =1.9595 (1% level)

111

(26) The data for this calculation has been de-seasonalised.
The resulting index has been converted to a base of
1962/63 = 100. ' '

(27) With lags greater than 3 months, r falls.
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The 'd' statistic and all parameters are significant at
the 1% level. With the introduction of the causal factor
Di the functions ability to explain variations in total
imports has increased by 5.6% percentage points. (28).
The results obtained by the Import Function Mark III state
that the two types of demand, "actual" and excess, as
defined in this model explain 96.39% of variations in the
volume of imports. This result, along with the value of
the 'd' statistic strongly indicates that there is very
little chance of other independent variables existing which
will significantly improve the function.

DéSpite this conclusion the foufth causal factor
that was 'a priori' assumed to be relevant in theAustralian

economy is introduced.

(ix) Relative Price

By accepting the assumptién that imports are price
elastic (29) and for the moment ignoring the substitution
effect, changes in the level of both the import and
domestic prices will play an iﬁportant role in determining
the volume of imports for any period.

The extent to which they do so will depend on the degree
of price elasticity of demand for imports. (See BRppendix I).
A rise (or fall) in the level of domestic prices would, with
the assumptions given above, be expected to increase (decrease)
the volume of imports. While a rise (fall) in the level
of import prices would result in a reduction (increase)
in the volume of imports. Thus in any one period a movement
in one of the price levels could reduce, offset or amplify
changes in the other, consequently a combination of the two

price levels is constructed.

(28) gae Imgort Function Mark II explained 90.78% i.e.

078, and
the Import PFunction Mark III explains 96.39% i.e.
RZ = .9639,
(29) Wherever the terms "elastic" or"inelastic" are used,

they should be understocd to mean, respectively, that
the numerical value (negative) price elasticity is
greater or less than unity..
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This represents the net effect of the price level changes
and is known as the relative price index. . This type of
index is applicable to the Australian economy as it is only
on very rare occasions that either of the two price levels
has remained constant on a quarter-to-quarter basis. -

The relative price index R, is defined as import

price (Pt) relative to domestic price (Pﬁ), thus Rt =

63463:

where Pﬁ and Pz are both price indexes. Before Rt is
constructed and empirically tested, it is interesting to note
the results of some studies undertaken with data from the
United States economy. “"Changes in import prices relative to
the level of domestic prices have apparently exercised only
a negligible influence on the volume of imports". "Imports
are essentially price-inelastic - a change of relative
prices of imports apparently having caused but minor changes
in the 0ppbsite direction of the volume of imports.Y (30)

In a more recent sgudy, however, R.J.Ball and K, Maywak
conclude that apart from imports of foodstuffs and crude
" materials (which accounted for 50% of total merchandise
imports), imports "are elastic with respect to relative
price". (31) There would therefore seem to be a wide
difference of opinion as to the nature of the price
elasticity of (U.S.) imports, on the one hand imports are
said to be inelastic, while on the other hand same wfiters
contend that imports are price elastic. Ball and Mavwark
state "the truth of the matter clearly lies between these

two". (32).

(30) Adler, J.H.,E.R.Schlesinger and E.van Westerborg,
"The Pattern of United States Imports", Federal Reserve
Bank of New York, 1952, p.40.

(31) Ball, R.J.and K, Mavwak, "U.S. Demand for Imports 1948-

1958", The Review of Econamics and Statistics, Vol.44,
1962, p.400.

(32) Ball, R.J., K. Mavwark, op. cit., p. 400.




40

Little has been written on this subject with respect
to Australian imports but Cameron's article (33) does make same
mention of relative price, but not of the size of the price

elasticity of Australian imports. (34).

PI: is assumed to be the internal price index which has
been used to deflate all current data, (see p. 14). The
M
t

to the import data. It will be remembered that imports

construction of P_ follows closely the adjustments made

waere first expressed on an f.o.b. basis and tﬁen converted

to a c.i.f, basis (i.e. the addition to imports f.o.b. of
customs duty, freight and insurance). In order to be consistert
with the import data the import price indekx must also be
expressed in c.i.f. terms.  "The relationship between the
quﬁntity of imports and the import price is not a simple
one®. "Cost of buying imported goods is not the price

quoted by the foreign sellers" (i.e. f.o.b.), "but the gquoted
price c.i.f. plus import duties". (35) The method of
constructing the import price index c.i.f. is best explained
by theldiagram IIX. The relevant data can be found in
Appendix IV.

(33) Cameron, B, op. cit., p.47.

(34) Price elasticity measurements can be found in
Appendix I. '

(35) Chang, T.C., "British Demand for Imports in
" Interwar Period", Economic Journal, June 1946,
p. 193,
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Diagram IIIX

Value of Imports f.o.b.

v

Import :Price Index f.o.b.t Volume _of Imports Index f.o.?.

-1

Index of Customs Duty,

Freight and Insurance , Implied Price Index of

Volume of Imports Index f.o.b. Customs Duty, Freight and

Insurance p
/
/7
: ' /
Import Price Index f.o.b. . Imports f.o.b. /
Imports c.i.f./,/
/
7

Implied Price
Index of Customs Duty,
Customs Duty, ' Freight and
Freight and Insurance
Insurance Imports c.i.f.

(+)
Import Price Index c.i.f. (i.e. Pf}

This method of constructing the import price index c.i.f.
is also used by B. Cameron in his publication Production,
Employment and Prices in Australia 1958/59 to 1963/64.

Kemp also uses a similar method to the one adopted here
by obtaining the import price series c.i.f. "from the f.o.b.
ser ies correcting for insurance and freight charges, import

duties .... and wholesalers mark-ups." (36)

(36) Kemp, M.C., The Demand for Canadian Imports 1926-55,
University of Toronto Press, 1962, p.9.
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The relative price index, as defindd above, is constructed
with a base of 1962/63 = 100, using the assumptions with
which this section began, this index would be expected fo have
a nagative.stxuctural parameter in the import function. (37)

The importance of movements in relative price cannot be
discussed without briefly mentioning the effects of
substitution. ‘

"The demand for imports ... is influenced not only
by the price of imports ... but also by the price of home-
produced substitutes, If the latter increases, for example,
it will tend to increase the demand for imports", the size of
the increase depends on the extent. of the price rise and the
similarity of the two products, i.e. "on the size of the
elasticity of substitution between them". (38).

The importance of substitutability is best explained by
‘the following example. If the domestic price of an article
falls then although there is a movement away from the imported
article to the home produéed substitute the increased demand
for the latter will not be as great as the reductionin imports
if the goods are not exactly substitutable. Thus if the
imported and domestically produced articles are not identical,
the amount to which the price falls and the extent of the
substitution that follows are each related in a positive
manner. Changes in relative price may also "lead to'
substitution between ... two foreign sources of supply," (39)
rather than exclusively between damestic and foreign sources of
supply.

(37) This method of constructing the relative price index and
the correction of the import price index is very similar
to the method suggested by T.C. Chang in another of his

articles, Chang, T.C.,"International Comparison of Demand
for Imports", ggvigw of Econaomic Studies, Vol.13. p. 63.

(38) Scott, M,F.C., A _Study of United Kingdom Imports, Cambridge
University Press, 1963, p.7.

(39) Adler, J.H., E.R, Schlesinger and E. Van Westerborg,
op.cit., P.24;
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Hence the volume of imports may'not alter following a change
in relative price as the substitution effect may counteract the
latter, or at least minimize its impact.

unfortunately the different effects caused by
substitution on the volume of imports cannot be represented
in this model as the relevant data is not available to allow
for their specific inclusion or for adjustments to be carried
out to other data.

Apart from the subatitution effect, the effect on the
volume of imports of changes in reiative price will also be
distorted by the imposition of tariffs and import controls.
"Pariff changes represent only one particular form of change
in the price of imports ... and their effects are likely to
be the same as those of other price changes*. (40). A
detailed discussion on the effectiveness, extent and range of
tariffs on dutiable imports can be found on pp. 53-54 of
Adlers article. There have been a number of suggested methods
by which tariffs can be incorporated into the import price
“index, but as has already been shown above, a simple method
has been adopted in this model (see p.22 ). (41)

' The only other major limitation with respect to relative
prices is the imposition of import licensing controls; this
topic is fully discussed on p.45 .

PD and PM with different time lags are correlated with
imports c.i.f. to enablelcompariaon of partial correlation
coefficients. Since the highest partial corgelation coefficients

for both indexes are obtained with a lag of one period it is

(40) Adler, J.H., E.R. Schlesinger and E. van Westerborg,
op.cit. P.53.

(41). Other methods can be found in
Chang, T.C. "British Demand for Imports in Interwar
Period", op.cit., p.201.
Chang, T.C. "International Camparison of Demand for
Imports", op.cit., p.63.
Kemp, M.G., op.cit., p.60.
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assumed that a smmilar lag will be the most effective for

the relative price index. Empirical results are as follows:

For B0 ’
M = -1848.07 + 24.99P)_ + u r = .8023
(359.03)  (3.58)
M_ = -1582.87 + 22,50, _ +u r = .6913
| (460.52)  (4.61)
for P
M_ = -4154.85 + 47.87P, . +u - r = .7330
Mt = -3935.54 + 45.80P¥_2 + u r = .6621
(1020.72)  (10.16)
and for R | .
M = 4007.28 - 33.38R__, +u 'r = -.6967
(664.03) (6.62)
M_ = 3475.16 - 27.98R__, +u r = -.5579

(820.67) (8.16)

By including Rt-l in the Import Function Mark III we are able
to construct the Import Function Mark 1V which becomes:

E
M, = 123.187 + 098D, + .383E,_, + .408D] ) - 490}
(339.38) (.031) (.133) (.074) (3.077)
v
+ u
R = .9819

4 = 2.,0178
Both the multiple correlation coefficient and the 'd' statistic
have improved on the results of the Mark III function. All
are significant at the 1% \

level. The relative price para:ater, although negative is
only significant at the 90% level. For the purposes of this
model a 90% level of significance is not acceptable, however,
Rt-l will remain in the function while a dummy variable is added
to explain the affect of import licensing controls on the demand

for import=a

independent variable apart from R
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(x) Import Licensing Controls

To account for the effect caused by the imposition
of import licensing controls a dummy variable will be
introduced into the model. It is not proposed to discuss
the methods by which these controls were implemented,
knowing that they existed and had some effect on the volume
of imports is sufficient.

The reason that a dummy variable is required is that
the controls were not enforced uniformly throughout the
period covered by the data. In fact they apply to only
four of the thirty quarters, Dummy variables are designed
to account for situations similar to this. Despite the
small number of periods an attempt must be made to account
for their effect as "controls .... can reduce the effective
demand for particular groups of‘imports by substantial
amounts" ., (42) Apart from the direct reduction of the
volume of imports, these controls also distort the influence
that relative prices and other factors have on the démand
for imports. In fact import licensing controls could
completely distort the effects that independent variables
have on the volume of imports.

In this model the dummy variable (Zt) takes the value
of unity in all periods when import licensing controls were
enforced, and is zero in all other periods. Zt has been
lagged one period so as to enable the effect of changes in
import licensing controls to be reflected in the volume of

imports. The Import Punction Mark V becomes -

(42) Scott, M.P.G., op, cit., p.71
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M = -92.46 + .094 D. . + .349E  _ + .495D° . + 2.13R,

t t-1 t-4 t-1l 1l
(364.33) (031) (.132) (.094) (3.52)
v
26.?92t_1 + u
(18.81)
= .9835

d = 1.9206

Again the multiple correlation coefficient has increased so
that the Mark V function explains 96.7% of the variations in
total imports. The 'd' statistic has,fallen‘but still

remains at the 1% level. The relative price index is
significant at the 40% level but now has a positive parameter.
zt—l is significant at the 20% level, probably because of the
limited number of periods in which its value was unity.

All the causal factors thatlwerp 'a priori' assumed to
determine the volume of Australian imports have now been
accounted for. In addition an attempt to refine the function
by introducing a dummy variable to explain import licensing
controls has been made. However , acceptance of the Mark V
function is rejected as it contains two independent variables
that are not significant at an acceptable level. Hence in

the construction of the final import function 2 and Rt-

t-1 1

will be eliminated from the equation.

(xi) The Total Import Function
The hypothesis on which the model is based, that "actual"

demanq, excess demand and relative prices are the causal
factors of the volume of Australian imports, can now be
represented by the Import Function Mark V. The results
obtained by this function indicate that the hypothesis should
be rejected - in part.
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The 'd' statistic is significant at the 1% level, consequently
the significance of all exogenous variables can be tested
at this level with reference to the 't' distribution. The

independent variables Rt y and Z are rejected as their

parameters are not significa.ntlytdifferent from zero at the
1% level.

For this reason it is concluded that the causal factors
of the volume of Australian imports are "actual" demand
(aggregate demand and the demand for exports) and excess
demand (as defined in this model). This conclusion is
represented by the Import FPunction Mark III.

E
= - - - - +
M, 69.90 + .099D _  + .381E__, + .411D_ +u

(56.28) (.029) (.129) (.070)
R = ,9818
d = 1.9595
With the 'd' statistic and all independent variables
significant at the 1% level, this function explains 96.4%

I1IX

of the variations in total imports. (43) As one would

expect, "actual" demand (D and Et_4) determines the

largest portion of importstw;ile short run excess demand
(DE) is only marginally involved.

The length of the lags as finally determined are
consistent with expectations. Aggregate demand and short
run excess demand are both lagged one period. This period
which consists of ordering and voyage time will be known as
the 'order lag®. An ‘'order lag' greater than three months
would in many cases cause consumers to turn to home produced

substitutes where they exist. This situation would be

(43) Rz the coefficient of determination = ,9639.
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amplified when short run excess demand is highly positive.

It must be remembered that the four period lag of the demand
for exports (Et_4) is not the 'order lag' but is the time
taken for this causal factor to exert its influence on the
level of econemic activity (as the demand for exports is
portion of "actual" demand) and the satisfaction of the
change in the volume of im@orts that the new level generates.
Three months of thanine to twelve months constitutes the

. B
[ ] ]
order lag' as is the case for Dt_,_l and Dt—l.

The macro import function has noﬁ been aeveloped to
the fullest extent. An attempt is now made to 'break down'
the independent variables that are represented in the import
function and consequenfly see as fa; as possible the
determinants of imports.

Of the three independent variables, E E

t gnd Dt are
considered to be data. Et because the majority of
Australian exports are disposed of in markets which are
outside the control of the econamy. DE, simply because of
the method of construction of the excess demand index. The
index is constructed from statistics of regisfered vacancies
and registered&unemﬁloyed. No attempt has been made to
introduce functions to explain these two series of
statistics.

The only remaining significant independent variable

which can be further explained is Dt i.e. aggregate demand.



49

CHAPTER THREE

Aggregate Demand

Aggregate demand (Dt) is the most significént
determinant of the volume of imports and also represents
.a large segment of the Australian economy, namely Gross

National Expenditure.

‘The most important elements of aggregate demand
should be determined so that aggregate demand can be
discussed in more detail with respect to the volume of
imports. ‘Consequently a number of equafions and one
data have been constructed to represent G,N.E. _

It is not the intention of this section to construct
a complete model of the Australian aconomy but rather to
explain the determinants of aggregate demand. Once this
has been achieved, the estimated values of aggregate
demand generated by the estimating equations for aggregate
demand will be used as an independent variable in tﬁe total

import function already constructed.
Aggregate demand is defined as follows:

D=C+ I+ IS

where D = gross national expenditure

C = net current expenditure on goods and seryices.

I = non stock gross fixed capital expenditure.

IS = increases in the value of total stocks.
C + I account for approximately 98% of aggregate demand
(C = 74%, I = 24%) and therefore, they require particular
attention. To facilitate their estimation, C and I have
been separated into distinct subdiviéiona, four for
coaaumétion, and three for investment, the following

diagram illustrates:
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AGGREGATE DEMAND (D )

CONSUMPTION (@) INVESTMENT (1) 1°
B oG v /c: € ;OB H
\
p: ch PO
c c C

where C = consumption expenditure on goods and services
by business entarprises. |

C~ = consumption expsnditure on goods and services

by pﬁblic authorities.

= personal consumption expenditure on vehicles.

C = personal consumption expenditure excluding
vehicles,

c = personal consumption expenditure on food,

' beverages and tcbacco.

C ~ = personal consumption expenditure on clothing and
accessories,

c = personal consumption expenditure on 'other goods

and services'.

Ic = non stock investment in fixed capital equipment.
IOB = investment in other building and construction.
IH = jinvestment in dwelling construction.

IS = investment in total stocks.

PC, CPF and cpo

As can be seen above, CP is sub-~divided into C
the sum of which is not C', as additional items such as

electricity, rent, postal and telephone services and fares
are included in CP. The remaining compopent of aggregate

demand Is will be discussed on Page 70 .
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(1) Su; of estimating e tions for Aus
Consumption R.
cP = 465.25 + saix D 44 9870

t - - t-l -

(59.47) (.021)

c: = 59,90 - 2.338T

t-1
(41.03) (.710) - (.011) (.157)
.2010
G . .
-ct = -31,26 + .SIOGt + “6 .9763
(18.33) (.021)
CB = ,583 4+ ,013 (¥Y-F) + u .9598
t t-1 7

(2.77) (.0008)

Inves nt

H

I, = -4.665 + .532H__, + .ossxﬁ_l + ug

t-1
(7.338) - (.051) (.004)
' .9855
c 1.9 A
I, = -6.39 + .082Yt + .SOTIt_l + Ug
(28.21) (.030) (.194)
.9713
OB 5l.9
I = -51.33 + .049Yt + '049Vt—1 +u,
€27.01) (.005) (.020) :
.9864
.ggggggate Demand
P v G B H c 0B
Dt Ct + Ct.+ Ct + Ct + It + It + It + I

D v
+ .028,_, + .534B,

ia

R .

.9742 2.,2704

+ u

-1

.8118

.9532

.9212

.9712

.9434

.9730

5

d.

#

1.1266

.9753

.9050

1.5524

1.9938

1.3800
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(ii) Consumption

Introduction - The principal component of aggregate
demand is consumption expenditure and this is therefore dealt
with in detail. = The aggregate consumption expenditure of the
economy is represented in the Australian National Accounts by
“"Net current expenditure on goods and services". This is the
total consumption expenditure of the household, government
and business sectors of the economy, each of which is
sufficiently unique in character and function to warrant a
separate estimating equaéion. Quotations from the Australian
National Accounts as to the composition of each type of
consumption expenditure serve to illustrate their differing
characteristics and consequently their dependence on different
variables.

Personal consumption expenditure is defined as "net
expenditure on goods and services for purposes of consumption
by pérsons .... excludes purchase of dwellings ... but includes
expenditure on motor vehicles and other durable goods ..." (1)
Motor vehicle purchases, for the purposss of this model, have
been separated from personal consumption expenditure to form
the second consumption equation, The reason for this is the
recent recognition of the use of sales tax on vehicles as a
fiscal policy measure, | |

Public authority current expenditure includes
"axpenditure on wages, aalarieé and supplements, and on goods
and services other than fixed assets and stocks .. all

expenditure on defence is classified as current". (2)

(1) Australian National Accounts, op,cit., p.73.

(2) Australian National Accounts, gg;git,, p.73.
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Consumption expenditure of financial enterprises
includes that of "banks, instalment credit companies ...
building aocietiéa, after deduction of bank charges to
customers." (3)

The mbdal wili therefore have four separate current
consumption vﬁriables, personal, (CP), vehicle, (Cv),
government, (CG) and business, (CB). Further explanation
of all consumption equations including the three sub divisions
of CP is given below.

(a) Personal cqnsgmgtigg Function (cp)

The Keynesian consumption function states that consumption
is a stable function of incame, i.e. the agéregated incomes of
different sectors in the econcmy, e.g. businessmen and wage-
earners from the farm, non-farm and govermment sectors. This
hypothesis has been empirically tested many times with annual
data from the U.S, economy, however, little attention has been’
given to the testing of quarterly data and consequently to the
short run consumption function. Despite empirical studies,
results are far from eonclusive (Especially for the short run
‘consumption function) and do not entirely support the Keynesian
hypothesis, Ackley summarises for the U.S. studies where
" .... current disposable income alone does not fully explain
consumbtion spending in either the short run (e.g. by guarters)
or in the medium run (i.e. by years) ..." (4). HOWever; no
acceptable alternative has yet been offered for either the U.S.
or Australian economies. Thus the simple hypothesis, that

consumption is related to income, will be employed in this study.

(3) Australian National Accounts, op.cit., p.73.

(4) Ackley, G., Macroeconomic Theory, (Macmillan, New York)
1961, p.266.
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Disposabla income seems a more logical choice than gross
income, as provision for personal income, estate and gift duty
taxes are usually made prior to income being committed for
consumption, In the majority of cases thewge-earners personal
income tax is deducted from gross wages beforé payment while
businessmen make provision for taxation in anticipation of their
final tax settlement. Gift and estate duty taxes are in
general also calculated and provided for in anticipation of
their payment. Thus it would seem that consumption expenditure
is more likely to be related to disposable income than gross
income.

The next question to be answered is what type of disposable
income should be used in an Australian short run consumption
functien. Arndt and Cameron (5) suggest real non-farm
personal disposable incame in preference to the frequently used-
(in U.S. studies) real total peraahal disposable income. They
base this suggestion on results obtained from correlation
between personal consumption expenditure and non-farm disposable
io¢ome. The exclusion of real farm personal disposable income
was primarily due to large fluctuations in farm income that
were not reflected in consumption expenditure. Arndt and
Cameron's jQStificatinn.of this exclusion was that the farm
sector followed the consumption habits of the non-farm sector
rather than farm income received. Thus if it is assuméd as
Kmenta does that "farmers tend to adapt their consumption to the
level of consumption in the non farm sector”, (6), then real
.nop#farm petaohal disposable income could be used as the '

independent variable in the personal consumption function.

(5) Arndt, H,W., B. Cameron, YAn Australian Consumption
Function", Econamic Record, April 1957, p.1l08.

(6) KXmoenta, J. op. cit., p.134.
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This argument is not theoretically sound, consequently
"the more theoretically acceptable function of consumption being
related to real pefsonal disposablae income is adopted, even though
a higher corralation coefficient is registered when farm
disposable - income is omitted. (See results below). There is,
however, a difference between studies based on this type of
function and the one to be used in this model. . Being a short
run function and tobe consistent with the model, (quarterly data)
real personal disposable income has been lagged one parlod
In atudles usxng annual data this lag does not exist.

The personal consumption function is therefore
c; = 465.25 + .81 X, + u .

' (59.47) ~(.021)

R = _ ,9870

4 = 2.2704 (absence of serial coraelatlon at 1% level)
where xD =  real personal dispoa&ble incama )
By lagging xD two periods r = ,9855. [7) If XD is not lagged
_at all, r increases to .9874., By correlating cp with real non-
farm diaposable incone (XNFD) the following result is obtained:

¢} = 463.84 + .802 X + u
(64.71) (.025) ‘

R = .9873 (8)
| By including real farm personal disposable irc ome (xFD) lagged
'two periods as an independent variable R increases to .9876.

P D
C, = 467.60 + .7%4 XerY 4 .065 Xo, +wu

(65.50) (.028) (.090)

(7) Where estimating equations have a single independent variable
R and r are the same. In all following equations R is used
with reference to the estimating equation and r with the
independent variable.

(8) It is estimated that the average amount per quarter of
personal income tax, plus estate and gift duty taxes, that
relates to the non farm sector is 88:.5% of total personal
taxes. This is based on calculations made from data

contained in the Taxation Statistics Bulletins and Australian
National Accounts.
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It will be_nobed that xi?Z is only significant (by the
't' distribution test) at the 50% level giving weight to
the conclusions drawn by Arndt and Cameron that fluctuations
in xFD are not reflected in cp. It has already been
concluded that the farm sector must be included aolreal total
personal disposable income is accepted as the independent
variable. _ '

' To establish separate demand variables (Refer Appendix
11) c¥ has been subdivided inta ¥, c*€ and cf°.  The

results of :egreaaion and correlation of these variables with

t-1 are as follows:

PF |
Cyl = 343.55 + .177 X, +u, R = .9840
(17.16)  (.006) 4 = 1.6958
, )
$ @
C, 121.89 + .055 X, . +u, R = .9707
(7.33) (.003) d = 1.3340
PO _ : _
Coo = 73.60 + .271 X, +u, R = .9852
(25.21)  (.009) d = 1.7036

In all cases the value of 'd' indicates rejection of the null

hypothesis at the one per cent level.

(b) Personal Vehicle Expenditure cv

© Personal expenditure on motor vehicles which "includes
cars, station wagons, motor cycles and‘mbtor scooters bought
on personal account" (9) accounts for approximately 5% of
total personal consumption expenditure. Although this is a
relatively small portion of the total the reason why this type
of expenditure warrants a separate equation is that vehicle
expenditure has an unique relationship with aggregate demand.
Governmental attempfs at control have simgled out vehicle
expenditure from other types of personal consumption

expenditure.

(9) Australian National Accounts, op.cit., p.80.
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The use of sales tax on vehicles as a method of
regulating the demand for vehicles and thereby assisting in
the overall éOntrol of aggregate demand, has received greater
recognition in the period covered by the data for this model
than in previous periods. (10) The most notable example of
this diacriﬁinatory measure being in November 1960 where
vehicle sales tax reacﬁea 40%, however, the government
stressed that it would only be a temporary increase, thus
greatly adding to the impact it caused on sales of vehicles.
Consequently an explandtory variable for sales tax is included
in the estimating equation for personal vehicle expenditure,
it is expressed as a percentage and is lagged one period.

The lagging is not entirely due to any possible time lag
between implementation and the effect on demand, but because
in the majority of cases the alteration of vehicle sales tax
has been made during and in barticular towards the end of

a quarter. This is borne out by tests that show a higher
partial correlation coefficient for lagged rather than current
sales tax.

Other variables that should be considered when
estimating the personal demand for vehicles are income,
“availability of crédit'and relative prices i.e. vehicle
prices relative to pricés of other consumer durables. It
could be argued that the first two are in fact complementary
and therefore only one variable is required. For vehicle
demand to be effective it must be backed by the ability to
pay, either in cash or over a number of periods in the form
of hire purchase. (11) Before credit facilities are available
to a potential purchaser his ability to regularly pay
instalments has to be shown, the most common way of which is

his present, and .to a lesser extent, future income.

(10) See Perkins, J.O.N., op.cit., p.10.

(11) This term is used here in a very broad sense.
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.Therefore the inclusion of a single income variable is
sufficient for both determinants. As in the case of the
ﬁaraonal consumption function, and for the same reasons, this
will be real total perscnal disposable incame lagged one
period, A number of variations of X° were tested before
xz_l was adopted, because it was thought that on a priori
grounds xD would not be highly significant as such. One test
included xﬁ-tf +24+ 3+ 4)i.e. the total xD of the preceding
yearj this was an attempt to include the influence of past

income. xiél proved to be the most highly correlated and
v
. t.
The estimating equation becomes:

cy = 63.22 = 2.30T,__

. +.049 X0, + 0

1 1

(48.60) (.841) (.011)
R = .8741 o
On the other hand, it can be argued that the influence
of credit should be treated separately. The availability of
vehicle credit and real total personal disposable income may
not varf in acqcmdaﬁce with each other. If, for example,
the economy was developing towards boom conditions, xD would
be rising, howaver, under these circumstances the availability
of vehicle credit would be progressively tightened. So that
at the peak (or troughf of the business cycle the availability
of credit and xp are not complementary. A variable to represent
the availability of vehicle credit for a particular period
~ was difficult to estimate. The most successful was found
to be vehiéle,tnstalmnnt credit 1dgged one period (B:_l)u
By inecluding this variable in the equation above the
éstimagingﬁequntion'bedamas:

v | v
C, = 59.90 - 2,338 T __ + .028 Xp_ + .538 B | +u,

) (41.03) (.710) (.011) (.157)
R = .9010
d = 1,1266
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The value of '4' means that the test was inconclusive at the

one percent level, This being the case v_ may contain an

independent variable not explicitly includ:d in this equation,
It also means that the validity of the independent variables
cannot be discussed with reference to the 't' distribution
signifiéance‘test; However, as a matter of interest we refer
to the 't'-test where it will be noted that x2-1 is now
significant at the 2% level rather than at the 1% level. It
could be concluded from this that the xp of only one quarter
would, as already mentioried, not on 'a priori' grounds, have

a great influen@e on the purchase of a vehicle. (Xi_l did,
however, prove to be the best indication of.incoma).

The remaining determinant to be considered is that of
relative brice (vehicle:prices relative to other personal
durables) which will be assumed to be repféaented by the sales
tax variable. . Apart from the fact that an index of vehicle
prices does not exist, sales tax is one of thé main components
(and is at least subject to the greatest variation), of vehicle
prices. Therefore it is assumed that changes in vehicle
sales tax reflects movements in the relative price.

From the results obtained, especially that of 'd‘, this
estimating equation is not very aatiafactor?. Other
independent variables must exist that would assist in

~explaining personal consumption of vehicles. -
G

(c) Goverpment Consumption Expenditure (C )

Government consumption expenditure has been included in
this model as a separate estimating equation because of the
manner in which government expenditure on goods and services
is determined.

Personal consumption expenditure, it will be remembered,
is dependent on tﬁa income of the immediate past and not that

of the future, ‘Government consumption expenditure,his, however,

planned four quarters in advance on the estimates of receipts
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that will be received in the ensuing year. This can be

. accomplished because the government knows wWith a reasonable

amount of certainty that theanticipated income will be forth-
coming. Modification of the estimates may have to be made
dufing the year, but broadly speaking this type of ekpenditure

is determined a year in advance. Therefore the main

. explanatory variable for government consumption expenditure is

the estimated receipts for the coming year. Unfortunately
these estimates (12) are annual gigures. The testing of them
on this basis (the same annual amount for each of the four
guarters in any one year) gave low correlation, therefore

the éollawing adjustment was made.

The annual estimates of government receipts for any one
year were appottioned over the four quarteré of that year in
relati®n to thelavgrage of the respective Quarterly actual
receipts received for the period 1958/59 to 1965/66. The
portion for each guarter of the total receipts received in any
one year proved to be very consistent so that little detail is

" lost in the adjustment. (13)

.Due to this consistency hé single variable has been
included to account for mid period adjustments.
The estimating equation for government consumption
expenditure becomes -
cf = -31.26 + .510G, +u
(18.33) - (.021)
R = .9763 |

&@" =..9753
wheré G = estimated quarterly government receipts.

6

s

(12) . Contained in the Budget Papers 1958 to 1965, _
(13) Proportion of total for each quarter is as follows:

Quarter 1 - 18% Quarter 3 - 25%
~ Quarter 2 - 20% Quarter 4 - 37%
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The low value of the 'd' statistic indicates rejection of the
mull hypothesis in favour of the alternative hypothesis of
positive correlation. Therefore, although R is rather high
there must exist one or more independent variables that
assist in‘thg determination of Ce- The most likely are timing
or adjustment variables for mid period fluctuations and
abnormal circumstances. These are not included here as no
satisfactory variables could be established.

(a) Financial Enterprises Consumption Expenditure gg?)

The final type ofﬁccneumption expenditure to be
considered is related to current purchases by financial
enterprises. CB has been separated from the other types of
consumption expenditure because it is an unique type of
consumption, i.e. it is carried out by the financial sector
of the economy whereas those already coﬁsidered are from the
household and government sectors, Thus it ie claimed that
the independent variables associated with variations in cB
will be different from those affecﬁing F, cvor cC.

As the expenditure is solely consumed by financial
institutions the indepéndent variable used in the estimating
equation is real G.N.P. (Y) less real farm income (P) i.e.
real non farm G.N.P..

Cg = .583 + .013 (Y-P)__, +u

(2.77) (.0008)
R = ,9598 '
d = 9050

' fﬁe valua of the 'd'-statistic for this éstimating aquation

7

indicates the alternative hypothesis of positive correlation
is the correct one. The reasons for-this would be similar to

those suggested for CG The only other independent variable

t’
tested was gross operating surplus where the estimating

equation’returned an r of .9220.
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The argument that c® is not determined by the same
indepgndentlvariables as cf was not borne out when cP
and c? were aggregated. If it is assumed that cP + CB = CB,
then results are as follows:

Cq = 463.35 + .699 X0 . +u

(60.92) (.022)

R = .9870

d = 2.261?
This is an improvement on the results obtained from the
estimating equations for_cp and CB. The R for CP when
regressed and correlated with xﬁ_l is .9774. The most
notable diffaerence being in the value of the 'd' statisticy
for ¢’ it is 2.2704 anad for c®, .9050. cF has a 'a’
statisgic of 2.2617. The improvements in R and 'd' may be
caused through aggregation as no evidence can be found to
support the fact that cB is directly related to xD except that
it represénta.a large portion of G.N.P. Despite the result

fdbtained by using CE; CB and CP will still be treated as

aaparate dependsnt variables.

(iii) ZInvestment,

Investment in Australia has usually been much ﬁore
unstable than consumption expenditure, but because it
represents approkimately 24% of aggregate demand, its correct
estimai:ion is most important for the model. For the moment,
inveatment in stocks will be excluded and non-stock inveatment

" will be divided into the three following divisionas'

" .(a) ‘Investment in housing (I ),

(b) Investment in fixed capital equipment (IC),

OB

(c) ‘inééétment in other building and conatructioﬁ(l ).
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As a basic principle the investment equations are simply
const;ucted and do not attempt to explain the reasons for
investment, : Rather, relevant variables are used to predict
the level of;the different types of investment, This is
éimilar “to the strategy adopted in construction of the
consumption functions where the influences of the
propensity to consume were not included in the estimating
equations. ~Thus the expected rates of profit, sales

and costs, along with the elements of uncertainty'and risk,
are not included in the investment equations as such.
Instead, the estimating equations for investment are based
on the simple hypothesis that there is a‘ long-term
expectation vﬁriable accompanied with ceétain timing
variables. These will be explained in detail for the
relevant equations, . -

One fact which emergéd from empirical testing was that
the acceleration principle was not significant in the
determination of any of the types of investment. This is

" contradictory to the results obtained by Smyth and
Nevile. (14) However, the use of quarterly rather than
annual data may contribute to this result., Smyth concluded
that the_fixed capital accelerator of the'type suggested
by Hicks (15) was about half the size of the inventory
accelerator, (.34 to .15). On the other hand Nevile,
with an accelerator using company income as a measure of
profits, also obtained acceptable resulta. In tests for
this model quarterly estimates of G.N.P, were used where the
value of the acceleration coefficient was calculated to be
.22 (for the change of G.N.P. in the previous two periods
(t-1 = t-2) it was .16). This was only significant at
the 40% level ('t' distribution) and was therefore rejected.

”(14) " Smyth, D.N, "The Inventory and Pixed Capital
- Accelerators"”, Economic Record, August 1960, pp.414-18,
Nevile, J.W., pop,cit, pp.83-85,

(15) cks, J.R. ﬁ coatrihutigg to the Theory of the Trade
. ly-wie‘ ({)xl}f.!r rel : ess, Oxford)‘ 1950.

l
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Investment in housing (IH) is a cambination of private

| gross fixed éapital expenditure in dwellings and public
enterprise expenditure in houses and flats. Investment in
‘other building and constructien' (IOB) is also a combination
of expenditure by the private and public sectSrs. Investment
in fixed capital equipment (Ic) is comprised of public
enterprises expenditure and all other investment excluding
that of stocks, I and I°C.

(a) \4 nt_in Housing (1"

In general 19% of the total non-stock investment is
investment in houahg (16) of which the largest share (usually
in excess of 90%) is atiributad to private investment in
dwellings, e.g. public axpenditure on hoﬁaea and flats only
accoun;ed for 6.5% of I in 1960/61 and 8.2% in 1962/63.

Thus the majority of I is determined in the private sector.
Therefore "in the short run ‘the demand for new housing, like

the demand for other goods and services, depends on a camplex
of factors including incomes, rents, building costs, interest
rates, and the availability of finance". (17) Rather than
attempt to include each of thesevariables in the equation for

- housing investmant reliance has been placed updn the independent
variable "hd;;.sing approvals (Ht) , after being lagged one period_
the correlation between I' and H,_, produces an r = .9528. It
is felt that Ht aggregates the majority of the short run
determinants for investment in housing as such items as the

cost of .construction and interest rates are asaﬁmed to have been
taken into account prior to the plans for the dwelling being
suﬁﬁitﬁed far approval. By the time approval has been given,

(16) ,Thé wards "housihg“'and “dwelling" are used interchangably.

(17) Ball, A.R. and M.R. Hill, "Housing Demand in Australia
1959-74", Economic Record, December 1960, p.550. '

Economic Papers, "Housing a Nation", Bditor R.H. Scott,
March, 1967.
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tenders have beqn called for and let, and actual
construction has begun; the lag of one period for Ht
would seem to be the minimum amount of time that should be
given to this independent variable.

In the long run, however, the demand for housing will
be determined myinly by the demographic forces. In post-war
Australia the pbpulation growth rate has been approximately
2.2% p.a. In an attempt to include this growth of
population on a shart run basis along with completion of
dwelling units, a measufe of the housing shortage (or surplus)
existing in the economy in any one quarter was estimated.

‘It was not an absolute measure as the figures for both the
number of dwellings demolished or withdrawn from the stock of
available dwellings and those unoccupied were not available
for all periods. This variable prVed insignificant in
tests in the guarterly modsl. The nain reason for this is
that it is probably.a long run rather than a ahogg run
measure. This conclusion is strengthened by the' results
obtained by Kmenta (18) in an annual model where a similar

' measure was found to be_aiénificant; Kmenta's model was
based on data running from 1946/47 to 1960/61.

As the majoriéy of investmd@nt in housing is carried
out by the private sector special consideration was given to
- the availability of housing finance and to personal disposable
incaome. The total level of savings banks deposits was
teated'in the estimating equation to represent the accumulated
savings of houssholds. This was done because it was thought
that past savings represent a significant determinant of
private dwelling construction. Such was indicated not to be
the case as the partial correlation coefficient was very low,

(18) Kmenta, J., op.cit. b.136

{19) Hil}, M.R, Housi
(uelhourne University Press, Megbournei, 1959 pPP.81-93,
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Hoﬁavar, further testing of the total level of savings
banks deposits was prompted by a suggestion put forward by
M.R, Hill, (19) who felt that there was & close connection
between savings banks and building societies. The series
of 'loans approved for new housing' were then tested to
represant a measure of both building society loans and those
made by savings banks. After having tested these two
variables it was concluded, as did Hill, that there is a great
number of institutions that finance dwelling construction.
Hilf concludes that a measurement of the total finance made
available by these institutions by any one variable is
impracticable. For this reason it is assumed that xﬁ_l
will represent the income and finance variable in the
estimating equation for IH. When correlated with IH, xi-l
(persSnal disposable incame) produces a p‘artial correlation
coefficient of .9004. This is higher than expected but it
seems to be the only income variable that is significant at
tha 1% lewvel ('t' distribution) and also be associated with
the private sector. ' This result indicates that the factors
underlying variations in IH are similar to those underlying
the variations in XD (e.g. general growth of the econamy).
The estimating equation for IH becomes

10 = -4.665 + .532 H__, +.035 X, + ug

1
(7.338) © (.051) (.004)

R = .9855

g = 1.5524 (1% level)

(®)

Expenditure on fixed capital equipment accounts for
approximately 59% of the total non-stock investment in
Australia. A number of theories has been tested with
Australian data, the most notable being two by Nevile and
Smyth. (20) Both of these were concerned with the

(20) Smyth, D.J, gp,cit. pp.414-418.
Nevile, J.W. gp,cit.,pp. 83-85.
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acceleration prinaiple which has already been discussed.

A different approach, adopted by Cameron, was based
on a “émoothed path of gross national product at factor
cost .... to explain the long term expectations". (21)
He calculated that the average qQuarterly rate of increase
from 1950-51 to 1963-64 was 1.6% (axpressed in current terms).
Cameron also considered a number of timing variables which
included profits, bank advances and bank deposits. He
finally chose bank advances and obtained a multiple
correlation coefficient of .951 for his private non dwelling
investment expenditure estimating equation.

Cameron's method was adopted for the conatruction of an
estimating equation for I A lonq term variable was chosen
as it was assumed that investment in fixed capital equipment
in the Australian economy is based on the fact that the
growth rate of G.N.P. at factor cost is high, (See’'p. 5).

This long term trend is however, influenced by the shorter
run policies of the investors which are subject to the
current availability of funds and the short run fluctuations
of the economy. These timing variables are of particular
importance because of this short run significance since the
modél in which this.eqnation is included is also short run.

The trend expectation variable is similar to that used by
. Cameron. The variable used in this ﬁodel is the average
quarterly rate of increase of gross national product at
factor cost expressed in curpent terms. When calculated
from data covering the period 1958-59 to 1965-66 it results
in a 1.9% average increase per quarter, Commencing at the
lst quarter 1958-59 the values are generated to the 2nd quarter
1965-66 fo form the series.

(21) Cameron, B., Production, Emglomg‘ nt and Prices in
Australia 1958-59 to 1963-64, (Cheshire, Melbourna),
1967, p.37.
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A number of timing variablea was tested, among them,
major trading bank advances in various forms and gross
operating surplus, The lattér was assumed to rebresant
the firms' own ability to finance investment in fixed
cépital equipment. All these independent variables
eventually proved to be insignificant ('t' distribution)
even though most of them had very high partial correlation
coefficients. The most successful timing variable was
actual investment in fixed caﬁital equipment in the previous
period. This probably means, as one would expect, that
most inveétment projects are longer than one quarter. The

final estimating equation for Ic beccames -

c ~1.9 A
I, = ~6.39 + .082Y, " +.507 I .
M (28.21)  (.030) (.194)

R @ ,9713
| = 1,9938 (1% level)
where Y t,g

gross national product at factor cost in terms of current

is a 1.9% average quarterly rate of increase in

A .
prices; and where It = real actual investment in fixed
capital equipment. The parameters of both independent
variables are significant at the 2% level.

(¢) Investment in Qther Building and Construction (IOB)

As the name implies, investment in ‘other building and
construction® refers to all non-stock investment not embraced
by IH;pnd Ic, the two types of investment already covered.

Of the total non~stock investment in the econamy'IOB accounts,
on the average, for 22%. |

_ At first glancé one would expect IOB and IH to be
determined by similar independent variables, the main variable
being on an 'a priori' basis, approvals for ®other buildings".
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When correlated with IOB

this independent variable returns

a partial correlation coefficiént of .9048 but only at a
level of significance of 30%, which for the purposes of

this model is not acceptable. °~ There are two main

reaaohg for this variable being insignificant, both of which

are to ba found in IoB itself. The first reason is that IH

is mainly a private sector investment while that of IOB
.belongs to the business and govermment sectors, consequently

oB and IH. The second reason

different reasons motivate I
is that IOB is not confined to the erection of buildings as
is I'. In fact "other construction" is' not included in the
approvals for "other buildings". ‘Tﬁua the insignificance
of approvals of “othef buildings" would seem to be correct.
Having established the differences between 17 ana IO§
a comparison will now be made of IOB and Ic, Primarily they
are both of major importance in the business and government
ssctors. Consequently an estimating equation will be
constructed for IOB on similar lines to that of Ic. A test
was carried out for an accelerator based on gross operating
surplus (as performed for Ic) and this also proved to be
insignificant, The trend variable introduced to explain
expéétationa of the future growthlof the economy is the same
as that employed in the estimating equation for IC: “i.e.
?1'9. A number of timing variables was considered:
gross'opérating surplus proved to be insignificant, but bank
advances from the major trading banks lagged one period was
significant at the 2% level ('t' distribution". This implies
that "other building and caonstruction” on the avarége is of
a very high cost nature and therefore requires considerable
financial backing fram the major trading banks over &

numbar of periods.
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representing real major trading bank advances

With v
=1 OB
the estimating equation for I is -
OB - lo 9
- - 3 + . : .
I, = -51.33 4+ .049Y "°7 % 049V _, +u

(27.01) (.008) (.020)
R =  .9864 7
4 = 1.3800 (1% level)

When correlated with actual investment in "Other building

and oonstruction" lagged one peried (along with §1f9 )

R = .9855, but with §:,9 being significant at thatl% lavel
and actual investment in "other building and construction®
at only the 10% level (by the 't' distribution).
Tﬁis_camplates the estimation of the linear
equations for aggregate demand excluding investment in
#tocks, | '
Thé problem of estimation of inventory investment

in relation to this model will now be discussed.

(4) Investment in Stocks (IS}
In spite of many attempts, the quarterly estimation

. of an inventory investment function has not been entirely
successful. As yet there is a lack of published work
on the‘conatruction of such a function for the Australian
economf. ' Névile constructed an annual function and in
doing so remarked that .. "investment in non-farm stocks
has proved the hardest to forecast of the major components
of Australian gross national product.” (22) Kmenta (23)
also successfully constructs an annual inventory investment

-fﬁnétioh. The problem of the quarterly function was

confronted by Cameron who states that "the treatment of

“investment in stocks presents a number of prcblems ...

. the available quarterly statistics give no clear indication

of the nature of the lags involved". (24)

(22) Nevile, J. "Porecasting Inventory Investment"”,
_ Ecopomic Recoxrd, June, 1963, p.238

(23) Kmenta, J., 9R.cit. p.137

(24) Cameron, B., op.cit. p.39.
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Cameron assumes that the time lag involved is 6 months,
and applies this to Nevile's conclusion that investment in
non-farm stqcks is approximately one-third of the rise in
production.

Thg_invéhtqry investment functions mentioned above refer
to non-farm inventory. Investment in farm stocks is
considered to be an exogenous variable because it is largely
" determined by influences alien to the controlling florces
of the economy, e.g. weather conditions. It is also the
result of fluctuatioqg_ih export demand.

The annual functions constructed by Nevile and Kmenta
were tested wdth quartefly data but without success,.
Cameron's function was also tested, the results confirminé
his statement that "the inventory function does seem
unsatisfactory". (25) In an effort to try and estimate
quarterly investment in stocks a number of other attempts
were also made, the most successful being that based on the
value of non-farm stocks at the end of the period. The
quarterly estimation of investment in non-farm stocks is the
.différenca between end of quarter values calculated from the
equation estimating the total closing value of nénwfarm
stocks. The equation is as follows:

s, = -219.32 +18.21 St-1 4 .672 ¥

1.9 B
N 1.127 Dt-l +u

{ (3.045) t-1 (.026) (.398)
R = ,9877 ) _
where‘st = real non-farm stocks at end of period t
¥, = real grosa national product at market prices

t .
.Thua‘?_ = ratio of non-farm stocks to G.N.P.
t

1.9 = A 1.9% average quarterly rate of increase in
G.N.P. at factor cost in terms of current prices
Dﬁ = index of excess demand.

(25) Cameron, B., op.cit., p.157.
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S

£ implies that there is a certain ratio between the

Y
lgvel of stocks and G.N.P, that the economy attempts to
maintain. (26) ¥,"° is included so as to account for the
' trend rate of growth of the economy. Due to the negative
coefficient, DE is really excess supply in this equation,
For a full discuasion on the construction of D see p.33 .
St is calculated from data contained in the Taxation
Reports., The level of closing stocks of the year ending
June 30th, 1964 was extracted and to this were added the
quarterly values for the increase in non-farm stocks as
contained in the Quarterly Estimates of National Income and
Expenditure. The figures for the years ending June 30th
1962 and 1961 were also extracted from the Taxation
Rgports and compared to those calculated by the method above
The difference in both cases was approximately 0.8% of the
total closing level. This differencg can probably be
attributed to the continual revision of the figures for
investment in non-farm stocks. Atthough the estimating
equation has an R = .9877, changes in the estimated non-farm
stocks (St - st-l) did not always produce aﬁ écceptable
result, because the value of total stocks at the end of
any quarter is in the region of $400m., while the quarter-
to-quarter changes in this total range from $6m. to $190m.
‘It follows that a 1% error in the estimation of St (i.e.
‘ardeviation of 1% of the estimated value from the actual
_fiéhra)'camplebely distorts the estimation of St - St-l'
In some quarters the estimated value of st was 3% above
the actual level while in the follawlng quarter 3% below,
thua giving a 6% error in the investment in non~farm stocks
for that quarter. To avoid this kind of inconsistency,

this function was not included in the model.

(26) See J. Kmenta, op, cit, p.137
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Although & satisfactory inventory investment function
could not be gonstructed, investment in-total stocks (farm
-and non-farm) must be included in the model. Apart from
the fact4that;th9 estimation of total aggregate demand would
be incomplete (investment in total stocks account for
apprOXimgtaly 2% of G.N.E.), investment in stocks is related
to the volume of imports. It would seem on an 'a priori'
basis that if excess demand is to be of any real significance
in the Australian ecoqgmy, then a relationship must exist
betwsen imports and stocks. (27) Unfortunately no
significant statistical relationship was established between
the quarterly changes in the level of stécks and those in
the volume of imports. Despite this fact, investment in
stocks will be included in this model as a datum. Hence
there is no necessity for the division of investment in
stocks into their farm and non~-farm components. There
will, however, be one major adjustment to the published
investment in stoéké statistics and that is the elimination
of stock appreciation. The method by which this is achieved
is rather simple and is applied through the following '
relation which calculates the value of investment in
stocks excluding stock appreciation.

Closing stock _  Opening stock | ,
( Closing price Opening price ). Average Price.

This relation was used by Cameron for the same purpose as

(27) If, for example, aggregate demand increased to a
level exceeding that of current domestic production,
then one would expect a reduction in the level of
stocks to occur. Following this disinvestment in
stocks, imports of the commodity would be undertaken
‘80 as to satisfy the level of aggregate demand.

This is assuming that domestic production has not
increased sufficiently in the short run to compensate
for the diasparity between demand and domestic supply.

3
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used here. (28)

The above could be expressed as follows:

P.Q -
( b bt POQO ] PO + P1 )
P P 2

if it is assumed that all stocks are valued in average
prices IPO and Pl). This is not, however, the case as some
will be valued in end of year prices, others at lower cost
or market and some in average prices. This simply means
that the Pl's or Po‘a in the above relationship are not the
same. There is no way in which this problem can be overcome
with the available statistics. Other limitations are
contained in tﬁe stock figures themselves, those extracted
from the Taxation Reports and the Quartjerlyl Estimates of B
Natfonal Income and Expenditure.  These figures are
-commonly believed to be suspect so that the final results
obtained in this model for the total investment in stocks
excluding stock appreciation cannot be relied upon entirely.
The price index that is used to value opening and
clasing stocks is the domestic price index that has been
used on all previous occasidons in this model. This has been
done to preserve the consistency of the model and because
there is nb specific price index for the valuation of stocks.
Closing and opening stock figures are calculated as |

previously explained in this section.

(iv) Es ated aqgregat and '

By aggregating the estimated Quarterly values
‘generated by the estimating equations 6£ aggregate demand
and adding the data, total stock a series of figures
represénting estimated quarterly aggregate demand is
constructed.

(28) Cameron, B. op,cit,, p.313.
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Using this series of figures, rather than the

series of actual figures,

re—-estimated.

estimation is used throughout,

The simple least squares method of

the total import function was

The full set of estimating equations in the model

is listed below. c ,¢C

PF PC and _PO

C have baen excludad

as they are not required for the estimation of aggregate

demand.

P
ct

Using D, = C_ +C_+C

t

465.25 + .681 Mo . *u

1 1
(59.47) (.021)
59.90 - 2.338 T__, + .028 xi_l
(41.30)  (.710) (.011)

-31.26 + .510 G, + u

t 6
(18.33) (.021)

.583 + ,013 (Y"?)t~1 + u

- (2.77)  (.0008)

-4.67 + .532 H__;

(7.34)  (.051) (.004)
-6.39 + .082 Qt'g + .507 I
(28.21) (.030) (.194)
-51.33 +.049 ,°° + 049 v
(27.01)  (.005) (.020)

P V_ G. B .H  .C
+
e PO PO O H I+ I

7

A
t-1

t-1

+ I

v
+ .534Bt_

+

+

OB
t

(.157)

+.035 % +u

u

u

8

9

10

-+

I

S
t

1

e

the estimated quarterly aggregate demand ig constructed.

The total import function becaomes

Mt =
R =
4 =

_ E
204.89 + .013D, _, + .740B__, + .457D__)
(49.84) (.021) (.100) (.082)
.9743

1.9558 (1% level)

+

u

5
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The most noteworthy feature is the small size and apparent
insignificance of the pavameter for Dt 1 and the increase
t-a° It will be remembered

that  the final import function using actual data rather

in size of the parameter for E

than estimated aggregate demand is as follows.

= e ' B IIX
gt | 69.90 + .ossnt_l + 3313t_4 + .41.11:>t_-1 + u
~ (56.28) (.029) (.129) (.070)

\
with R = ,9818

and 4 = 1.9595
Ve
By eliminating IS from the estimation of aggregate demand,

the components of 'actual demand' became non-stock

aggregate demand and the demand far exﬁorts. When (D--Is):_1

replaces Dt—l‘ remembering that ggnls)t_l’is the

aggregation of the values generated by the estimating

equations for aggregate demand, the total imﬁort function

becomes: _ _ ' ' :
M, = 107.35 + .079 (0-1°) _ + .474E,_,

(53.22) (.028) (.123) (.073)

with R = 9808 ’

and d = 1.9408 (1% level).

The results obtained in this function are very similar to

B
+ .502Dt_1+ u

those obtainedby the import function using actual data,
This indicates that the estimating equations for the
camponents of aggregaté demand are quite acceptabI.:e. It
also confirms the belief that the study is limited by
including investment in stocks.

A summary of the results using the different
estimations of aggregate demand in the total import
functions are as follows: '
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R R a.

(1) Using actual aggregate demand .9818 .9639 1.9395

(i1) Using estimated aggregate .9743 .9493 1.9558
demand

(D not significant)

t-1
(i) uUsing -estimated non-stock '
aggregate demand .9808 .9620 1.9408

(v) "Prediction:

As a matter of interest the model will be used to
predict the volume of imports for the 3rd and 4th quarter
of 1965/66. Using the total import function

IIIX

Mt = 69,90 + .099Dt_1 + .BBlEt_4 + 411Dt -1 + u

(56.28) (.029) (.129) (.070)
and using estimated values of aggregate dﬂmand (i.e.

including I )} and actual values of Et and D .(as they are

t
exogneous), the results obtained are presented in the
following table.

Real De-seasonalised $m,
—pifference

Actual Volume of Estimated Volume
£
Period Impoxts o.A.f, . 9f Importac i f. in Sm AcPial
Ird 65/66  797.38 797.00 -6.38  0.05

4th 65/66 747.94 786.16 +38.22 5.11

The results obtained for the 3rd quarter 1965/66 are very
good. The estimated volume of imports for the 4th quarter
moves in the same direction as the actual figure but the
movemant is not ag great. With only two quarterly
prédictions, no definite conclusions can be ‘made as to the
) ability of the import function to estimate future levels

‘of imports.



78

CHAPTER 4
CONCLUS IONS

(1)' The Total Import Function.

As already mentioned at the end of part two of
Chapter 2 (p.47 ) the total import function is

M, = 69.90 + .099D , + .3BlE__, +.411D( +u

(56.28) (.029) (.129) (.070)
With the 'd' statistic and all independent variables
significant at the 1% level, this functicn?axplains 96. 4%
of the variations in the volume of total‘importa. The
function was developed around a hybotheaisbwhich in the
‘pariod covered by the data was proved to be incorrect in
one aspect (the elimination of ralativa price from the
import function is discussed below). ) '

Once the total import function was accepted the
independent variables that constituted the function were
further discussed in an attempt to find the ultimate
determinants of 1mports. As E,_ and DE vere axognaovs

t
variables only Di'ﬁas discussed, D  was estimated by a

number of estimating equations but zgain one variable
(investment in stocks, I ) was treated as a data.
Consequently in a macro eenaeiﬂm:totgl import’ function‘has
been estimated fully. : . AR

The reasons and explanations'for-éhe‘}ncluaion of
the indepent variables in the total import 'f;nction have
&lready been discussed, however, the reasons for |

oliminating Rt 1 and zt_1 have yet to be expanded.
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(ii) aelative Price
There ia a nnmber of factors that may have led to
fran the import function. Rt has two

: t-1
camponents, Pp and PM both of which either separately

t. t’
or jointly could be responsible for the low significance

.the rajaction of R

of the relative price parameter.

92-1 may not reflect the true 1eve1 of prices in the

home economy. The constructlon of P (see p.15)

t-1
was based on certain assumptions as to the composition of
goods in the economy and these aasumptlons may not fit the
facts of the case.

Fluctuationa in R are mainly caused by fluctuations

t-1
in PE -y a8 Pt-l has remained relatively constant over the -
entire period covered by the data.: However, movements in

Pg_l and Dt ) are Hkely to be similar, especially in periods
of positive 'short-run' excess demand. It was mentioned
that 'short-run' excess demand_éxista concurrently in both
the factor and coumodit-‘y' ma'rketa.‘ Hence 'short-run' excess

demand could be reflected in lncreased costs and prices, i.e.

in P t-1° It 18 ‘difficult to datermlne in this model whether
movements in Pz 1 and Dﬁ-l are similar or‘Whefher movements
- in one results in movements in the other as Dﬁ -1 has been
defaeaaonalised and appears as a ‘'smoothed index' while
D . - ) A . ) - N .
Pt11 fluctuates.

\Chanégé-in the level oE'P2_1,5éven though relatively

minor compared to those of PD , may onlj-caﬁde the source

L : S ot-l .
"and not the volume of imports to change. Imports may be

elastic (> ].').toward's"l’M but in such a way that the demand

-1
andrthus the volume of imports remain unchanged

M
Fluctuations in: Pt | may cause importers to change the source

of their supply from one foreign market to another but may
not cause them to increase or decrease the physical volume of

imports. .

i
.\{.‘
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Fur ther tests to establish the influence of Pt-l on

imports were carried out by expressing each economic class
of importsﬁaé'a peroentage of total imports for each of the
30 periods covered by the data. (See Appendix III).

The purpose of this exercise was to establish whether
fluctuations in Pf*l
the composition of imports. The only significant fact to

coincided with any marked change in

emerge was that over the 30 periods, MP increased fram
approximately 14% of the total to 18%, while M'™ fell from
approximataly 38% to 34% (the latter being mainly due to

a deorease, as a percentage of total tmborts, in the
imports of fuel and lubricants). No pottern could be
established betweon this change 1n composition and
fluctuations in Pt 1° ‘

The effect of relative price changes on the demand for
imports may also be distorted‘by the elaafioity of
substitution. It has already been stated that the major
cause of fluctuations in the relative price index

(tl t:l) Thus if

“ PE-l increases and tha home produced substitute, whose

) is the dcmost:.c price index (P

price it is that has increased, is not very similar to the

imported article then changes in R 'would have little

influence on the demand and_therefzi;"volume of imports.
A study was not undertaken.to establish the extent of
 substitutability between importedland home produced
articles so that the effect and extent of aiﬁiiar situations
to the one described above is unknown.

Although these results show that imports are not
influenced by relative price there ex13t5 a number of
important qualifications which make_these-reaults

inconclusive,



(iii) Import Licensing Controls
The dummy variable Z2__. (introduced to explain the

Ieffect of import licensing zoitrols) was excluded fram the
final import funétion as it was only significant at the 20%
level. The reason for the limited significance is that
import liceﬁsing controls were only in’fofce far the first
four periods of the data usedin the final import function,
thus giving the dummy variable little opportunity to became
fully effective.

A test to establish the significance of such a
variable over a larger number of periods _waa. carried out
in the form of an annual function from 1948/49 to 1965/66.
In this case the dummy variable proved to be significant

at the 1% level.

(iv) Limitations

The results obtained by this study (an import
function with R = ,9818 and 4 ="1.9595) compare very
favourably with resulté'of othér‘import functions constructed
with Australian data. These functions, however, are not the
subject of specific study but are contained in models of
the Australian ecopamy. Cameron's impofé function has an
R = .9743 (1) while Kmenta in his annual model has an
R = .9424 and d@ = 1.585 (1% level).- (2) '

‘ Deséite these results the mo&ei contains a number of

limitations. - o

The first concerns the length of the period covered
{ by the ﬁat#involving thirty observations. This is not
realiy suffic{ent for statistical purposes but as has
_alrea@y been-hentioned, the data cover a wide variety of
economic conditions. A longer series of data would have

allowéd an even greater variety of condit ions to be included.

(1) Cameron, B.,_op, cit,, p.45.
(2) Kmenta, J., op,cit., p.1l44. g
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The second limitation involves the approach adopted

in construéting the model which is macro-orientated. A
micro-oriented study may have produced better results,

that is a study of the sactar and sub-sector levels of the
economy as opposed to the macro level. This type of
approach would result in an import funcfion for each of the
econamic classes of imports. In this way the causal
factors for total imports could be viewed in a more
detailed manner. Unfortunately this approach was
impossible due to the absence or limited availability of
the relevaﬁt.statistica. ‘ _

All estimating equations ware constructed in the linear
form by the simpie least squares method. Tests to
establish whether of not other forms of estimating
equations were better suited in'estimating the endogenous
variables were not attempted. Two‘stage least squares
was not used as the purpose of the thesis was to establish
the significance of the causal factors and not to predict
or estimate future levels of the volume of imports.
Consequently the final import functionwas coﬁatructéd with
actual data and therefore did not require aestimation by
tha two stage method

A number of limitations exist ih'tha-eatimation of
aggregate demand. Investment in étb&ké (IS;=i§ the main
component involved.. The. accuracy of data for this |
-variable has already been discussed. chever, the most
gerious limitation it imposes is the fact that an
acceptablelestimating equation for Is could not be
constructed, '

( " The equation estimating peracnal consumptlon of
vehicles (c ) resulted in an 1nconc1u31ve 'd' statistic

test. It therefore requires further refinement to be

completely acceptable.

&
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Relative price has already been discussed with
reference to limltatlons 1n its construction and

insxgnlflcance in the 1mport function.
These limitations are not consxdered to seriously
affect the results obtained, although they must restrict

~ to same degree the interpretation placed on the conclusions

(v) Further Study
There is need for further work and study on the

ﬁopic of Australian imports becsuse of the limitations
mentioned above.

The areas that require particulér attention are
relative price, investment in stocks and vehicle
expenditure. The'efﬁedtg of substitution must be
evaluated before conclusive reéultﬁ can be éstablished
about the significance of relative price.

' The estimation of import functions'for each of the
economic class of imports is essential. to establish the
eXact relevance and iﬁportance of the causal factors.
The three causal factors established by the model as
being 81gn1f1cant 1n the determination of the volume of
total imports may not always be signlfzcant;ln
'aéte:mining‘the volume of imports of individual classes.:
~ Hence a more accurate con¢1usioﬁsc6uld be reached about
the'imﬁortance]of_the Qay in Whéqh QachAcausal factor

agsists in determining the volume of Australian imports.

s
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APPENDIX I

RELEVANT MEASURES

(1) ‘Pr,ic:e g lasticity of Demand for Imports
- The price variable that will be used in the
-calculatlcm of the price elasticity of demand for
impoc:ts (E ) will not be the import price index but
will be the _x:e}.ative price index. The reason for this
is that imports are assumed to be influenced by the
changes in both iﬁpdrt and domestic price levels. Thus
the price elasticity of demand for imports is the “ratio
of the relative changa of the quantity of imports to a
relative change in relative price”. (1)

P M. ;

i.e. €5 = a Mg 'R't
o

t Mt-

There is, however, cme?v.ery importaht assumption on

which this definition is based. . For the period that

3 F is calculated income must reméi.h constant (as gp,
as defined above. is a static concept}- . For one quarter
we might asgum.e this to be so. 1f g is to be
calculated for the 30 periocds on w‘hlch the model is based,
it must be transformed into a dynamic concept. The
_basic problem involved is the assumption of constant
income. In an attempt to overcame t)us problem,
j.mports c.i.f. have been deflated by ‘an index of
national income lagged one period (YN . The lag has
, been introduced @o as to coincide with the lagged
aggregate demand variable in the import function. By
- deflating imports c.i.f. with :XJ:«-I (to obtain M?_-) it is

(1) Adler, J..H.

S. ort Demand duri I .
Period”, an Iﬁ‘p ng Interwar .

view, Vol.35 P.40. "‘1@

-
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assumed that changes in imports c.i.f. caused by changes
in income have.been eliminated, i.e. income remains

constant for the entire 30 periods. This results in an
El-: per unit of incame as imports were divided by income.

To enable the calculation of the £ P for the 30 periods
the mean values of both the relative price index and

Ml: are calculated, and Ml: is regressed on Rt-l' This
enables the £ P calculated here to be defined as
o da . R
gp = Mﬂ - - Rt"l
dRey &
' 4 ME g . , ot N
where is slope of the regression line between Mt
d Rt-l
and Rt-l MN is :.mports c.i. f ‘deflated by an index of
national inccme lagged ome period. - This results in an

£ of -1.59 (per unit Of income). This means that a 1%
increase in relative price w:.ll cause a l. 59% fall in
imports per unit of income. The value of g becomes
-5. 09 if :i.mpor#:s c.i.f, are not deflated by an index of

YN

t-1°
a 1% increase in relative price will. cause a 5.09% fall

This means that, aasummg .mccme to be constant,

in mports.

(ii) Ang lasticity o ms for oxté _

'l‘he income elastlcit:y of damand for mports |
( & ) is defined in a s:.m:.lar faah:.on to 5 In this
_case imports ec.i.f. are deflated_b_y ‘the relagive price

indei 'lagged one period s'o‘that it can be assumed that
relative -price remains constant. This is actually ¢ Y
per. unit of relative price. The income variable Yﬁ_l

is lagged to correspond with D _-. in the import function.

o
Consequently the income elasticity of demand for imports

is dafined as follows -



Y -
b'4 d M
E = ——-E—- - Y‘Nt-l
=Y
R "
, Y . . . ' ' .
where Mt is-imports c.i.f. deflated by R -1 and Y!: is

national incame. = This results in an £° of 1.31 per wunit
of relative price. This means that a 1% increase in
incame will cause importé per unit of relative price to
rise by 1.31%. By calculating £Y with imports c.i.f.
(not deflated by relative price) it takes the value of 1.20.

(i1i)  Marginal and Average Propensities to Import
The marginal propensity to import (MPM) is defined
as the ratio of the change in import expenditure to a small
change in income which _gavé rise to it. The average
propensity to import (AE"M) is the proportion of income
spent on imports at a given -}.evél of incame. By fitting
a linear relationship be tween imports c.i.f. and national
“income (lagged one period for -t_he same reasons as those
given in the discussion an £ P ana £Y) both these
propensities can be evaluated in the following manner. The
linear relat'i:d.tig]"n'ip is -
M, = -133.96 + .252 Y _

1l
The MPM = d M ‘
, : t -and is thus equal to .252. The

“  §"Y§-1

APM = 't PR . -133.96
" 5 and thus equals_ 4+ .252 = ,209 using
-1 | Yf-l' ‘ |
-H - .
Y, , the mean”value 6f”Y§.

: The marginal propensity to import, calculated to
be 0.252, is rather high but it must be remembered that
imports are expressed on a c.i.f. basis whereas in other

estimates of this propensity an f.o.b. basis is used.

This, coupled with the fact that the MPM is with respect; to
. %
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national income rather than G.NP. or G.N.E., probably
explains the tgsult. Similar reasons hold with the
calculation of the APM. . The APM is less than the MPM
'»and_theréfére impofts are- an increasing function of
income

A possible éxplanation for this result was the
unusually low demand for imports at the bheginning of the
series of data, when import licensing and the 1961
‘recession were in force, campared to the later.periods.
Hence the results may only reflect short run
influences. A lohger series of data may well show a

different result.

&
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P. I II

. BCONOMIC CLASSES OF IMPORTS

»”

#

Imports are divided into eleven econamic classes,

as illustrated in the following diagram.

. ..
ol
SO A A
S ";—{M‘-
R y
E - :'!,‘_
Coh

As
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where MF = imports of total finished consumer goods
- T + MC + M0,
M = "-impotts‘.of food, beverages and tobacco.

 MfC & imports of clothing and accessories.
' -DQFO = importa' of other finished consumer goods.

M' = imports of motaor vehicles and accessories.

MMLA= - jmports of producers materials for “other
manufacturing”, plus imports of fuels and
lubricants, plus imports of auxiliary aids
to production.

M = .imports -of producers equipmel;t.
Mo = . imparts of railﬁéys-,.vesaela and civil aircraft

’MBC = imports of producera materials for building
~ and const:ruétion._

= i.mporta of munitions and war staras.

Mw
M‘ = 1mpoxts of produeers mat.erials for rural
industries. =

M = totalimporta

The ‘breakdown of t:ot.al 1mporta in this way corrasponds
to the breakKdown- of aggregate demand shown in Chapter III.
This type of structum providas the baaisﬁ:r the

micro approach discussed .in c‘hapterv::tl,:g,
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'APPENDIX III
Porgentige Composition of Imports

The economic classes of imports are expressed as @
percentage of total imports, c.i.f. The calculation was
carried out with current data éo that senaonuliputterns
of classes of imports may be noted where thej differ from
the seasonal fluctuations of total imports c.i.f. Percent-

ages may not add to 100% due to roundingi‘ -
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IMPORT CLASSES AS A FERCENTAGE OF TOTAL IMrORTS C.I.F.

P FF FC FO \

Period M M M M M
58/9 1 15.63 3.71 0.55 11.37 7.87
2 14.38 3.17 0.40 10.80 7.82
3 13.41 3.24 0.58 9.67 6.21
4 14.01 3.03 0.40 10.58 7.99
59/60 1 14.44 3.43 0.48 10.56 . 7.51
2 14.71 3.35 0.39 10.97 6.39
3 14.95 3.46 0.65 10.85 8.90
4 13.91 2.92 0.47 10.52 9.25
60/61 1 14.04 2.76 0.54 10.72 7.12
2 14.71 3.16 0.48 11.07 7.41
3 14.84 3.31 0.82 10.70 8.58
4 15.38 3.38 0.51 ° 11.48 6.87
61/62 1 17.24 3.75 0.70 12.81 4.86
2 17.60 4.17 0.43 13.00 4.01
3 16.50 3.61 0.72 12.15 |  6.24
4 15.68 3.24 0.50 . - 11.96 7.18
62/63 1 16.05 2.78 0.60 12.65 8.74
2 16.07 3.31 0.42 . 12.34 8.36
3 15.68 3.42 0.74 11.50 8.99
4 14.65 3.01 0.46 11.20 10.20
63/64 1 15.05 3.04 0.65 11.37 8.46
2 15.97 3.55 - 0.47 11.97 8.34
3 14.15 3.27 0.74 10.15. 9.70
4 13.80 2.92 0.48 10.38- 10.17
64/65 1 13.69 3.14 0.64 9.91 9.53
2 13.29 3.04 0.41 9.85 8.16
3 12.81 3.12 0.83 8.85 9.09
4 12.08 2.67 0.46 8.94 9.18
65/66 1 13.66 2.97 0.64 10.05 8.80
2

14.39 3.47 0.44 10.47 7.68
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IMFORT CLASSES AS A FERCENTAGE OF TOTAL IMPORTS C.I.F.

W BC MLA P 0

Period M M M M M
58/9 1 1.05 2.47 37.73 14.44 1.99
2 0.88 2.40 39.95 14.27 1.30
3 0.80 2.03 36.96 13.39 2.84
4 0.78 2.36 37.25 14.49 4.60
59/60 1 0.94 2.56 38.42 13.98 3.53
2 1.03 2.25 38.64 14.73 3.13
3 1.41 3.17 36.39 14.91 2.43
4 1.04 3.41 37.41 15.18 1.64
60/61 1 0.79 3.83 39.06 13.64 1.55
2 0.39 3.45 38.99 14.40 1.35
3 0.57 2.68 37.73 16.06 1.46
4 0.62 2.39 . 37.75 16.04 1.93
61/62 1 1.11 2.12 37.15 15.45 2.20
2 0.81 2.45 37.57 15.41 2.15
3 0.84 2.71 37.56 16.01 1.40
4 0.79 2.78 36.91 15.98 1.34
62/63 1 0.41 2.71 35.85 16.16 1.40
2 0.54 2.46 36.79 15.47 1.34
3 0.44 2.89 37.39 15.33 1.40
4 0.78 2.54 35.25 16.13 1.56
63/64 1 1.09 2.68 36.73 15.87 1.14
2 0.79 2.51 36.36 15.33 1.49
3 1.13 2.77 35.34 16.53 1.35
4 0.84 2.71. 34,88 17.51 1.46
64/65 1 1.32 2.78 34.95 16.76 1.79
2 1.54 2.86 35.33 16.65 3.53
3 1.52 3.06 35.77 17.47 1.48
4 1.86 2.92 36.04 18. 40 ' 1.46
65/66 1 1.65 2.69 33.27 18.21 3.21
2 0.96 2.69 33.78 18.79 2.19
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IMPORT CLASSES AS A FERCENTAGE OF TOTAL IMPORTS C.I.PF.

Period

58/9

59/60

60/61

61/62

62/63

63/64

64/65

65/66

N= AW BWN= & WA= D WA= A WA = H W = D W =

u®

0.79
0.90
0.68
0.88
0.74
0.77
0.69
0.66
0.80
0.86
0.79
1.13
1.38
1.17

1.04
1.1
0.81
0.79

1.09

0.98
1.17
1.25
1.%1
1.36
1.14
1.13
1.14
1.04
1.01

Mf.o.b.

81.95
81.93
83.49
82.37
82.17
82.14
82.86
82.46
81.87
81.58
82.67
82.06
81.53
81.17
82.21
81.72
82.40
81.81
82.56
82.19
82.02
81.99
82.18
82.34
82.18
82.52
82.34
83.08
82.29
81.70

Customs Duty

freight and insurance

18.05
18.07
16.51
17.63
17.83
17.86
17.54
18.13
18.42
17.33
17.94
18.47
18.83
17.79
18.28
17.60
18.19
17.44
17.91
17.98
18.02
17.82
17.66
17.82
17.48
17.66,
16.92
17.71
18.30
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‘Tabulated below a&re the deta used in the construction

of all estimating equations and import functions. Values

generated by estimating equations have also been included.

a list of endogenous and exogenous variables are include to

identify the series of data.

Actual Real De-seasonalised Data

Endogenous

CP

CPF

CPC

personal consumption expenditure

personal consumption expenditure
and tobacco

personal consumption expenditure
accessories

personal consumption expenditure
and serv1cea'

personal consumption expenditure

consumption expenditure on gooda

by public authorities

consumption expenditure on goods
by business enterprises

excluding vehicles

on food, beverages

on clothing and

6@ 'other goods

-on vehicles

and services

and services

investment in dwelling construction

investment in other building and

construction

non stock investment in fixed cepital equipment

aggregate demand
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}
i
I

xogenous
o investment in stocks _
ID total personal disposable income
Y vehicle instalment credit
G estimated quarterly government receipts
Y G.N.P. et market prices
P farm incomé
- H housing uﬁprov‘la
;1‘9 1.9% avernée quarterly rate of incroase in
G.N.P. at factor cost in terms of current
prices -
V. major trnding.bankulanﬁces:_
E export of'gooda-and services
pE index of excess démand _'_“

dumay variable-
sales tax on cars expresseﬂ as-a.égroentage

mnationil income

SETER

imports c.i.f. deflated by an index of national
income lagged ome period

=
>

imports c.i.f. deflated by the relative price
index lagged one period

Actual Rgil De-seasonalised Import Data

V. im??ﬁﬁi :fuﬁat:lugagished consumer gOﬁes
HFP imports of food, beverages and tobacco
HFC imports of clothing and accessories

“?0 imports of 'other consumer goods'

"\ imports of motor vehicles and accessories
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M f.o.b.

Mc.i.f.
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imports of munitions and war stores

imports of producers materials for building
and construction

imports of producers materials for 'other
manufacturing', plus imports of fuels
and lubricants, plus imports of auxil-
iary aids to production

imports of producers equipment

imports of railways, vessels and ¢ivil aircraft

imports of producers materials for rural
industries _ N

total importg;onvu f.o0.b. basis

total imports on & c.i.f. basis



Period
58/9
59/60
60/61
61/62
62/63
63)64
64/65
65/66
SBASONAL
INDEXES

1
2
3
4

= AW = BWN= A W= A WN= B WA = B WN -~ i W R -
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ACTUAL REAL DE-~-SEASONALISED DATA

CP

1986.18
2004.98
2031.81
2031.70
2073.87
2109.40
2162.91
2148.83
2136.64
2165.11
2182.06
2171.53
2241.13
2258.52

2319.45
2353.20

2360.51
2380.T4
2331.44
2472.97
2499.68

2529.57

2572.18

= 2590.20

2618.83

2638.10.

2652.63

- 2671.54

2670.81
2698.60

.9791.
1.0728

.9568

«9913

Sm.(‘)

CPF

740.08
744.82
758.43
762.12
770.22

772.23
776.62
781.32
789.73
788.83
816.68
817.06
828.57
838.93
852.94
867.64
864.55
874.50

_ 878.99

887.77

*901.81

909.28
898.98
923.30
927.89

<9741
1.0670
<9927
. 9663

cPC

246.98
243.25
147.15
257.25
260.51
266.27
261.56
260.70
260.42
259.10

263.11.
262.45 .

270.37

274.50.

270.62

- 273.16
273.02

282.63
288.62
292.44
299.81
298.64
298.51
302.12
298.55
301.77

298.82
295.47

1.1646
.8358
1.0499

CPO

681.95
684.67
686.29
701.18
714.86
733.45
754.59
752.02
741.28
739.65
T43.14

.743.53
777.52
- 781.29

802.28

822.58

828.22
836.31
849.21

. 869.03
- 881.39

900. 28
906. 53
921.45
930.04

944,28
942.72 .
"939.76

958.43

9745
1.0751
.9922

CV

93.20
96.57

. 96.74

101.27
109.96

"123.98

125.30
127.24
133.99
106.23

98.78

- 93.91

108.59
128.80
136.34

- 148.65

149.45

149.23
167.24
163.04
165.70
172.28
163.91
161.39
179.26
181.99
152.27
128.51

1.0496
1.0811
. 9085
. 9608



Period
58/9 1
2
3
4
59/60 1
2
3
4
60/61 1
2
3
4
61/62 1
2
3
4
62/63 1
2
3
4
63/64 1
2
3
4
64/65 1
2
3
4
65466 1
2
SEASONAL
INDEXES

WO -

98

ACTUAL REAL DE-SEASONALISED DATA

312.67
315.33
329.65
329.08
336.10
330.57
329.22
341.63
330.93
343.94
344,80
354.50
373.51
379.57
390.13
400.49
396.82
408. 30
405.37

419,98

421.11
429.18
447.03

466,85
474 .84

485,27
504.77
492.26
570.00
549.10

1.0372
.9283
1.1096

Sm.(')

CB

34.11
36.36
38.34
40.53
43.47
44.85
46.42
45,63
45.49
43.53
45.57
45.88
48. 39
47.75
47.69
48.27
48.62
49.36 '
49,33
51.76
50.80
52.98
54.79
55.58
25.12
58.71
57.48
58.46
59.83
60.95

1.0286
« 9941
L] 981‘1

IH

153.89
151.05
149,55
156.06
160.65
160.81
167.94
172.30
177.32

178.10

168.33
161.62

158.71"

156.64
163.13
167.45

168.22 -

174.36
177.21
175.44
186.12
195.90
204.76
210.54
217. 11
222.09
229.07
233.40
214,98

1.0226
1.0014
9771
. 9989

IOB

163.83
176.99
179.55
183.29
191.59
193.69
202.12
198.81
200.95
205. 60
206.03
208.02
204,20
206. 26
221.03
223,42
236,35
227.79
228.10
238,04
242.29
249.13
251.90
262.98
256415
275.03
270.54
279.64

- 301.23

300.38

«9605

© 1.0353

.9082
1.0960

¢ (8)

412.39
439.36
478.84
488.34
462.45
468,28
498,65
520.26
517.40
511.88
499.39
485.90
556,23
523.73
540.32
535.75 -
543.69
566.61
601.97
593.18
589.05
608.75
662.94
671.16
711.69
692.01
725.02
749.01
794.13

. 9308
1.0184
<9111

1.1398



Period
58/9 1
2
3
4
59/60 1
2
3
4
60/61 1
2
3
4
61/62 1
2
3
4
62/63 1
2
3
4
63/64 1
2
3
4
64/65 1
2
3
4
65/66 1
2
SEASONAL
INDEXES

BN -

99

ACTUAL REAL DE-SEASONALISED DATA

Ste)

+78.70

'+250010

+98,70
-168,30
+73.10
+168.50

"" 280 30
+77.60
+413.70
+243,.50
‘275- 10
-23050
+173.70
-226.40
+34.80
+392,00
+166,20
+21.30
+283.70
+19.40

~-301.80"

+50.30

. +404,.50

+209.50
-222.40
+341.60

Sm.(‘)

5(b)

3280.80
3364.55
3302.53
3362.91
3532.68
3504.38
3585.57
3710.80
3708.31
3790.04

- 3767.30

3465.75
3518.00
3607.31
3767.69
3909.19
3980.76
4073.27
4094.53
4198.91
4232.81
4317.27
4321.61
4539.33
4649.19
4686.19
4843.53

4913.20

4788,30
4725.30

1.0092
1.1180
.9513
. 9215

xD

2307.74
2370.09
2337.14
2336.79
2499.64
2460.99
2445.47
2499.28
2451.08
2528.38
2592.14

- 2537.01

2617.10
2655.84
2703.37

2799.06 -

2759.65
2840.00

- 2860.59

2927.85
3029.65
3113.51
3116.98
3189.20
3196.21
3181.33
3303.86
3301.03
3222.10
3130.17

1.1466
<9415
. 9407

BV

97.16
103.19
101.50
110.40
110.24
123.13
124.16
121.64
110.51

81.02

78.00

74.95

84.51
100.53
110.38"°
114.28
109.34
122.9
118.39
132.87
126.08
131.96
132.28
136.67
142.84
137.62
130.00
116.15

1.0308
1.0995
« 9496



Period

58/9

59/60

60/61

61/62

62/63

63/64

64/65

65/66

N= DALV AWV RARWN—=DBAUVUN=RDRWN =W = WN—

SEASONAL
INDEXES

1
2
3
4

100

ACTUAL REAL DE-SEASONALISED DATA

G

667.31
676.78
690.39
701.75
694.28
703.19
711.79
710.30
755.33
775.31
794.01
811.68
814.04
839.54
857.77
881.52
802.99
816.52
835.96
854.43
872.24
894. 21
911.57
- 921 067
995.44

1007.26

1025.39
1041.78
1155.42
1174.61

. 7473
.8185
. 9985
1.4357

Sm.(‘)

Y

3221.48
3330.99
3293.18
3359.12
3520.13
3515.36

3544.12

3596.07
3555.29
3625.56
3635.66
3498.37
3602.02
3689.48
3822.35
3933.03
3921.85
4024.40
4086.82
4173.90
4325.88
4408.76
4400. 29
4547.73
4600.65
4583.83
4720.40
4774.50
4646.27
4571.78

1.1296

206.75
260.22
261.35
302.15
251.13
193.75
267.61
187.48
248.26
295.10
151.53
247.86

245.14

215.17

73.93

247.90
293.85
263.28
340.89
376.13
331.29
338.00
634.99
317.29
295.91
368.56
237.53
199.22
230.38

.9359
1.9568
. 9845
. 1227

H

144.57
134.97
139.69
148.25
144,25
158,79
182.69
170.71
167.71
162.50
128.81
127.33
132.61
137.38
145.58

- 146.67

155.41
156.31
162,50
167.97
183.33
185.25
199.88
215.87
214.23
210,14
212.61
208.43

191.16

186.88

1.0812
« 9945
.8869

1.0374

-

"1-9
Y

2696.00
2747.00
2799.00
2852.00
2906.00
2961.00
3017.00
3074.00
3132.00
3192.00
3253.00
3315.00
3378.00
3442.00
3507.00
3574.00
3642.00
3711.00
3782.00
3854.00
3927.00
4002.00
4078.00
4155.00
4234,00
4314.00
4396.00
4480.00
4565.00
4652.00



Period
58/9 1
2
3
4
59/60 1
2
3
4
60/61 1
2
3
4
61/62 1
2
3
4
62/63 1
2
3
4
63/64 1
2
3
4
64/65 1
2
3
4
65/66 1
-2
SEASONAL
INDEXES

B -

101

ACTUAL REAL DE-SEASONALISED DATA
$m.(‘)

2016.19
1984, 21
1957.50
1909.24
1921.12
1939.24
1962.08
1982.72
2061.75
2115.39
2087.06
1988.09
2005.18
1996.84
2009.61

- 2057.47

2085.46
2084.95
2143.46
2174.47
2148.00

”2164025

2186.13

2238.37 .

2248.53
2275.53
2311.08
2429.05
2423.52
2425.27

1.0104
1.0136

.9758
1.0001

E

BE(d)

No. of

1962/63=100 Registere

445.35
494.72
487.25
518.71
522.81
591.03
553.07
502.06
478.21
538.81
595.58
610.66
600.70
612.03
622.25
579.15
601.36
637.50
649.10
784.63
781.16
785.69
771.44
758.35
725.62
710.87
730.06
781.63
700.75

. 9049
1.0236
1.0186

-9508
-8702
-8101
-67|5
-5004
-36.7
-2402
- 8.9
- 0!4
- 709
-4701
-26108
-21002

.“16106

-12603
-1130?
-112t6
-9005
-8302
—6304

Vacancies

62419
62131
67437
75932
86351
90861
101611
119469
129520

- 119451

92501
55519
49756
55821
61524
69536
72786
74335
80392
81542
88140
100459
113289
137171
150553
150081
159668
174089
164560
149142

. 8803
1.2400
1.0723

.8073

¢

No. of

Registered
e) Unemployed

206497
192760
199219
199466
191183
171291

- 160845

145138
130798
142245
197369
298991
363712

338634

301083
281251
272206
276101
255613
245120
222907
207257
185939
150462
130805
139825
135717
123103
123594
162110

9163
. 9230
1.1453
1.1054

(e)
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ACTUAL REAL DE-SEASONALISED DATA

$m.(a)
Period Z(e) T(e) Closing stock at
end of quater (f)
58/9 1 1 30.0 32503
2 1 30.0 35165
3 1 30.0 36213
4 1 30.0 34442
59/60 1 1 30.0 35204
2 1 30.0 36955
3 1 30.0 36396
4 0 30.0 35100
60/61 1 o] 30.0 35864
2 0 40,0 . 39919
3 0 30.0 42318
4 0 30.0 39618
61/62 1 0 30. : 39386
2 0 30.0 . 41129
3 o} 22.5 41026
4 0 22.5 38744
62/63 1 o} 22.5 39093
2 0 22.5 43020
3 0 22.5 44685
4 0 22.5 41461
63/64 1 0 _22.5 41672
2 = 0 22.5 44483
3 0 22.5 44676
4 0 22.5 41713
64/65 1 0 25.0 42200
2 o 25.0 46083
3 0 25.0 48085
4 0 25.0 45981
65/66 1 4) 25.0 45659
2 0 25.0 48799
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ACTUAL REAL DE-SEASONALISED DATA

8m.(.)
Period YN MN MY
58/9 1 2544,82 - -
2 2645.05 648.66 485,28
3 2604,75 648.43 502.94
4 2664.22 648.41 504.44
59/60 1 2805.08 630.00 506.10
3 2799.19 690.79 579.83
60/61 1 2824.11 754.68 674.58
2 2887.83 783.40 698.97
3 2874.12 754.58 676.56
4 2770, 20 644,40 582,01
61/62 1 2893.20 597.83 518,31
2 2942.25 562.50 498,68
3 3041.41 614,80 539,27
4 3172.31 © 639.01 596.90
62/63 1 3130.15 677.63 656.66
2 3219.25 671.62 654.36
3 3239.34 637.68 631.02
4 3357.03 674.43 675.78
63/64 1 3460. 21 660.24 682.34
2 3564.63 .. 639.53 685.64
3 3569.32 642.96 699.83
4 3650.25 694.34 760.10
64/65 1 3708.13 706.99 805.39
2 3686.05: 722.27 827.33
3 3834.57 702.49 815.98
4 3846.51 721.90 876.00
65/66 1 3701.18 736.76 908.54
2 3649.62 716.60 856,34
SEASONAL
INDEXES ‘
1 1.0048
2 1.1571
3 .9423
4 .8958
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Period
58/9 1
2
3
4
59/60 1
2
3
4
60/61 1
2
3
4
61/62 1
2
3
4
62/63 1
‘ 2
3
4
63/64 1
2
3
4
64/65 1
2
3
4
65/66 1
2
SEASONAL
INDEXES

AW -

105

ACTUAL REAL DE-SEASONALISED IMPORT DATA

3.87
4.65
3.93
4,49
3.59
4.43
4.47
3.98
4.99
5.90
5.81
6.30
6.58
5.96
6.06
6.09
6.89
5.30
5.46
7.19
6. 25
8.10
il 9072
8.26
10.11.
9.55
9.97
9.54
8.47
8.32

1.0737
«9163
1.0256

8m°(a)

4 f.o.b,

430.18
419.39
' 440.35
429.43
468.19
491.21
504.53
546,34
559.72
553.98
469.12
417.95
409,67
457.30
- 490.26
548.27
533.41
554,24
562.70
562.70
579.19
629,88
656.46
685.40
655.66
709.89
721.82
672.00

«9991
. 9901
1.,0092
1.0016

Moe.i.p.(2)

523.91
509.98
529.90
521.84
518.55
567.83
595.60
612,38
666.08
683.52
673.24
572.23
511.68
502.82
© 558.85
600.48
664.15
649.52
634.24
674.97
684.80
683.72
708.09
765.72
797.34

827.50
799.99
855.24
875.56
819.43

1.0009

.9939
1.0045
1.0006



i

(a)

(b)

(c)
(d)

(e)
(f)
(g)

106

Data vithoﬁt seasonal indexes have not been
de-seasonalised.

Summing of data will not produce the relevant
aggregates shown because of de-seasonalisation,

P G B H OB

ege G- +CV + ¥+ B OBy CLSyp

Not deflated by Pu; see text P

This index doesnot have seasonal indexes, but ié
constructed from de-seasonalised data (Registered
Vacancies and Registered Unemployed). -

Data not expressed-in moneinry tefms.v

Expressed in current 3m. :

The series of data Iclis also IA; IA is lagged one

period in the estimating equation.



Period

53/9

59/60
60/61
61/62
62/63
63/64
64/65

65/66

=B WA WN=SEWN= R WN= 2 WN= WA= AWK -

Index

92.27
92.99
93.39
93.80

94.20

94.76
95.56
97.25
98.37
99.02
99.74
100.38
100.22
99.82
99.66
99.56
99.82
99.90
99.98

10‘0.46 -

100.38
101.02
101.99
103.19
104,40
105.12
106.08
107. 21
108.57

107

BASE

Consumer Price

62/63 =

Wholesale Frice

Index - Goods

Principally Home
Produced

97.61
95.62
96.53
99.15
100.15
99.24
101.42
111.01

106.40 .

105.13
105.85
100.87

96.80

98.07

98.61
100.33

99.15

99.79
100.69
103.22
100.51
100.87
104.13
105.76
104.13
104.77
106.94
112.19
108.93

CONSTRUCTION OF DOMESTIC PRICE INDEX

PD

94.05
93.87
94.44
95.58
96.18
96.25
97.51
100.51
102.58
101.48
101.54
102.20
100.44
98.81
99.13
99.24
99.99
99.65
99.92
100.43

101.41
'100.42

102.70
104.05
104.31
105.00
106.37
108.87
108.69
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CONSTRUCTION OF IMFORT PRICE INDEX C.I.F.

- BASE 1962/63 = 100

(1) (2) (3)(®) (4)
Value of Index of Import Price Volume of Imports
Period imports (1) Index f.0.b. index
. f.o.b. 3
t-1
58/9 1 67.4 ~75.0 98.7 76.7
2 65.0 72.3 98.5 ‘ 73.3
3 6309 7101 97.5 - 72.2
4 68.5 76.2 98.2 78.2
59/60 1 68.4 76.1 98.3 _ 77.5
2 74.6 83.0 98.9 84.4
3 80.5 "~ 89.6 99.1 - 90.6
4 84.7 94.2 . 99.6 95.1
60/61 1 93.3 103.8 99.9 104.2
3 94.7 105.4 100.4 . 105.2
4  80.0 - 89.0 100.7 88.6
61/62 1 69.9 77.8 106.3 _ 77.3
2 66.8 74.3 99.8 T T4.1
4 81.2 90.3 99.7 ' 90.6
62/63 1 91.3 101.6 99.4 101.9
2 . 87.7 - 97.6 99.7 : 98.2
3 87.6  .97.5 100.3 : 97.8
4 92.9 103.4 100.6 103.1
63/64 1 95.0 = 105.7 100.9 105.1
3 98.4 109.5 101.7 - 108.0
4 108.3 120.5° 102.0 118.5
64/65 1 105.6 117.5 102.7 115.2
2 120.4 134.0 103.0. 130.5
3 118.7 132.1 . 103.1 128.3
4 128.8 143.3 104.0 139.0
65/66 1 132.8 147.8 104.6 142.1
2 121.4 135.1 105.0 129.2
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CONSTRUCTION OF IMPORT PRICE INDEX C.I.F.

Period
58/9
'59/6bl
60/61
61/62
62/63
63/64
64/65

65/66

= BWN= BW = AWM~ & WK=& WA = W) — HWp) -

BASE 1962/63 = 100

(5)

Imports
f.o.b

404.2
389.8
419.7
411.1
410.2
446.2
483.4
507.9
559.9
562.4
567.7

.480.2
419.4
'400.8

457.5
487.3
547.7
$26.3
525.6
557.5
570.1
559.5
590.2
647.9
682.4
707.9
694.8
756.3
785.1
723.2

(6)

Customs Duty,
Freight and
Insurance

89.0
86.0
83.0
88.0
89.0
97.0
100.0
108.0

124.0-

127.0

119.0

105.0
95.0
93.0
99.0

109.0

117.0

117.0

‘111.0

122.0
125.0
123.0
128.0
139.0
148.0
150.0
149.0
154.0
169.0
162.0

(7)

Imports
c.i.f.

(5) + (6)

493.2
475.8
502.7
499.1
499.2
543.2
583.4
615.9
683.9
689.4
686.7
585.2
514.4

493.8 -

556.5
596. 3
664.7
643.3
636.6
678.3
695. 1
682. 4
718.2
786.9
830. 4
857.9
843.8
910.3
954.1
885.2

(8)

(1%3)

+8195
.8193
8349
.8237
8217
.8214
.8286
.8206
.8153
.8221
8172
.8240
.8219
.8202
.8199

- 821‘8
.8252
.8234
.8308
.8229
.8170¢

(-f'}’
3)

. 1805
«1651
.1786
<1714
.1813
.1842°
.1733
«1794
. 1847
<1779
.1828
<1769
.1819
. 1781
.1798
.1782
1766
.1782
.1748
. 1766
1692
. 1830
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CONSTRUCTION OF IMFORT PRICE INDEX C.I.P.
| BASE 1962/63 = 100

(10) (11)
Index of (10) Implied Price Index
Period (6) / of Customs Duty,

(4) Preight and Insurance

58/9 1 76.2 ' 99.3
3 T1.1 98.5
4 75.4 96.4
59/60 1 76.2 98,3
2 83.1 : 98.5
3 85.7 - 94.6
4 92.5 _ 97.3
60/61 1 106.2 101.9
2 108.8 _ 104.2
3 101.9 . 96.9
4 89.9 : 101.5
61/62 1 81.4 105.3
2 79.7 107.6
3 84.8 99.6
62/63 1 100.2 98.3
2 100.2 102.0
3 =~ 95.1 97.2.
4 104.5 ° 101.4
63/64 1 107.1 101.9
2 105.4 102.2
3 109.6 101.5
, 4 ©119.1 100.5
64/65 1 126.8 _ 110.1
3 127.6 99.5
4 131.9 94.9
65/66 1 144,8 101.9
2 - 138.8 107.4
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CONSTRUCTION OF IMPORT PRICE INDEX C.I.P.

BASE 1962/63 = 100

(12) (13) (14)
Period (11) . {%} (3) . {%} (12) + (13)
58/9 1 17.92 , 80,88 98.80
2 18.16 80.70 . 98.86
3 16.26 81.40 97.66
4 17.00 80.89 97.89
59/60 1 17.53 . 80.77 98.30
2 17.59 81.24 ‘ 98.83
3 16.21 82.11 ©98.32
4 17.07 82.13 99.20
60/61 1 18.47 81.79 100.26
’ 2 19.19 81.74 , 100.93
3 16.79 83.00 99.79
4 18.21 82.63 100.84
61/62 1 19.45 81.77 101.22
2 21.34 81.01 102.35
3 17.72 81.96 . 99.68
4 18.85 _ 81.47 100.32
62/63 1 17.30 81.91 99.21
2 . 18.55 - 81.56 100.11
63/64 1 18.32 82.76 101.08
2 18.41 83.14 101.55
3 18.09 83.58 - 101.67
4 17.75 ' 83.87 101.62
64/65 1 19.62 84.40 104.02
2 17.22 85.00 102.22
3 17.57 84.89 102.46
4 16.06 ~ 86.40 102.46
65/66 1 18.05 86.08 104.13
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CONSTRUCTION OF IMPORT PRICE INDEX C.I.F.

BASE 1962/63 = 100

(¢)

Import Price Relative Price

Period Index cd.f. (PM) Index /PD
58/9 1 98.84 105.09
2 98.90 ~ 105.36
3 97.70 103.45
-4 97.93 102.46
59/60 1 98.34 102.25
2 98.87 : 102.72
3 98.36 100.87
4 99.24 98.74
60/61 1 100.31 97.79
2 100.98 - 99.51
3 99.83 98.32
4 100.89 98.72
61/62 1 101.27 100.83
2 102.40 100.63
3 99.72 100.60
4 100.37 101.14
62/63 1 99.25 99.26
2 = 100.16 100.51
3 99.80 : 99,88
4 . 100.79 100.36
63/64 1 101.13 99,72
2 101.60 101.18
3 101.72 100.74
4 101.67 99,00
64/65 1 104.07 100,02
2 102.27 98.04
3 102.51 97.63
4 102.51 96.37
65/66 1 104.18 95.69
: 2 105.49 97.06



(a)

(b)

(c)
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These values are contained in Reserve Bank of
Australia Statistical Bulletins. They are in’

£ rather than $§ and are a quarterly average
figure.

Contained in Reserve Bank of Australia Statistical
Bulletin, 1958 - 1967.

The import pric& index c.i.f. (PM) does not
correspond to tﬁe series in column (141 as the

former has been adjusted to base 1962/63 = 100.



Period

58/9

59/6Q
60/61
61/62
62/63
63/64
64/65

65/66

N=AWNSAWN2LAWNN=AWN—BRWND= AW A WA -

2036.04
2078.48
2056.06
2055.82
2166.66
2140.36
2129.79
2166.42
2133.61
2186.23
2229.63
2192.10
2246.61
2272.98
2305.34
2370.47
2343.64
2398.33
2412.35
2458.13
2527.42
2584.50
2586.87
2636.02
2640.79
2630.67

2714.07

2712.14
2658.42
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$m.

PF

752.16
763.20

757.36

757.30
786.13
779.29
776.54
786 .07
777-54'
791.22
802.51
792.75
806.93
813.79
822.21
839.15
832.17
846.40
850.04

.861.95

879.98
894.82
895.44
908.23
909.47
906.83
928.53
928.03
914.05

PC

249.52
252.97
251.12
260.13
257.99
257.13
260.11
257.44
261.72
265.25
262.20
266.63
268.77
271.40
276.69
274.51
278.95
280.09
283.81
289.44
294.08
294.27
298.27
298.65
297.83
304.61
304.45
300.09

ESTIMATED REAL DE-SEASONALISED DATA

PO

697.95
714.82
705.90
705.81
749.87
739.41
735.21
749.77
736.73
757.64
774.89
759.71
781.64
792.13
804.98
830.87
820,21
841.95
847.52
865.72
893,26
915.95
916.89
936.42
938.32
934.29
967.44
966.68
945.32

106.87
111.86
110.02
114.77
119.28
125.08
125.19
125.36
121.66
96.86
106.29-
103.12
103.75
109.95
137.39
145.46
146032‘
145.96
153.79
153.27

. 163.88

162.63
165.87

168.08

164.78
164.67
171.11
168.25
161.94



Period

58/9

59/60

60/61

61/62

62/63

63/64

64/65

65/66

N—‘&UN—!&WN—‘&\AN-‘A\JN—‘ANN-‘AUN-‘AUN-‘

313.89
320.83
326.62
322.81
327.36
331.74
330.98
353.95
364.14
373.67
382.68
383.89
396.89

"~ 418.30

378.25

"385.07

395.07
404.49
413.57
424.77
433.63
438.78
476.40
482.43
491.67
500.03
537.99
567.77
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$m.

40.83
41.58
41.06
41.11
43.55
44.17
45.32
45.02
45.55
45.68
45.19
45.27
45.37
46.57
48.75
52.11
49.64
50.39
~51.63
51.76

" 53.32

55.02
54.82
52.82
57.77
57.83
58.69
61.16
59.96

154.08
151.19
152.53
157.07
160.72
167.08
179.23

171.47 -

171.44
155.80
153.05
158.70
168,66
172.63
175.88
179.21
183.23
188.53
200.31
204.30
212.20
223.27
222.64
219.94
225.57
223.28
211.30

ESTIMATED REAL DE-SEASONALISED DATA

0B

181.48
182.48
183.78
184,08
187.35
190,98
194.89
198.74
205.52
211.13
212.79
211.06
215.04
217.82
221.73
227.39
232.13
235.59
241.97
247.06
249,45
253.97
258.81

265.23
269,64
274.98
280,83
290.74
294.73

427.62
445.55
469.90
479.14
470.52
478.06
498.12
513.83
517.29
519.49

518.24 .

516.56
557 .45
546.30
560. 20
563 .45
573.13
590,56
614.38
615.90
619.95
644,32
642.47
676. 40
687.12
714.38
711.29
734,98
754.26
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ESTIMATED REAL DE-SEASONALISED DATA

$m.
Period Dt
58/9 1 -
2 3510.91
3 3430.67
4 3171.67
59/60 1 3427.90
2 \ 3643.94
3 3423.27
4 . 3375.22
60/61 1 3655.70
2 3972.94
3 3848.00
4 3375.52
61/62 1 3581.55%
2 3897.51
3 3752.22
4 3633.97
62/63 1 3944,.56
2 4297.81
3 4161.31
4 3738.84
63/64 1 . “ 4149.52
2 . 4522.80
3 4357.77
4 4059.02
64/65 1 4548,52
2 4929.67
"3 4763.64
4 4439.19
65/66 1 4724.64
2 5049.98
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ESTIMATED REAL DE-SEASONALISED DATA

8m.
M.c.i.f. M.c.i.f.
Period (with actual) (with estimated)
D D
58/9 1 - -
2 - -
3 - -
4 - - .
59/60 1 544.97 543.31
2 587.61 - 590.88
3 587.58 594,32
4 612.74 620.57
60/61 1 632,09 630.00
2 662.21 687.89
3 652.77 660,33
4 615.00 603.08
61/62 1 521.57 519.55
2 493.08 483,89
3 546.19 556,29
4 603.65 618.73
62/63 1 637.90 644.56
2 646.37 646,83 -
3 . 660. 30 660.14
4 675.38 676.11
63/64 1 672.30 653.59
2 692,24 : 672.89
3 722.30 713.14
4 734,33 727,67
64/65 1 816.79 834.59
' 2 830,21 842.44
3 834.53 849.37
4 846,09 838,30
65/66 1 850,47 827.30
2 824,85 805.77
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