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1. Introduction

The effeccive use of transient electromagnetic waves for mineral
exploration depends on a proper understanding of how these waves propagate 1n
and are effected by different geological materials and structures. A study
of these effects forms the basis of the work presented here.

Transient electromagnetic waves propagate in the ground at a rate that is
determined by the electrical conductivity and the magnetic permeability of the ground.
The direction in which the maximum current density propagates is determined
by the type of source that is used to generate the waves (15, 18,19). For
realistic host rock conductivities and measurement times, the velocity of
propagation is quite fast. For this reason the effect of loop height of the
transmitter is unimportant except for the earliest of times (16). However,
some care should be exercised in interpreting the depths to conductors by
means of the direction of the observed magnetic fields since the currents,
even in a uniform ground, can behave as though they derive from sources at
depth (17). For the situations that are generally met with in practice,
displacement currents have a negligible effect.

Drastic changes to the appearance of the transient decay curves can be
caused by geological materials whose conductivity or magnetic permeability
varies with frequency. For a ground with a frequency dependent conductivity
that may be described by means of the Cole-Cole Model, changes in sign of the
transient may be observed (11,12). These effects may also be seen in the
case where the conductivity of a structure, within an otherwise uniform

ground, varies in the manner of the Cole-Cole Model (4). These studies show



that the transient electromagnetic method of prospecting is sensitive to
induced polarization effects, and this may account for some of the anomalous
transients that have been encountered by the field geophysicist (4,12).

A magnetic permeability that varies with frequency is sufficient to
explain all the observations that have been made in regard to surveys
carried out over areas where superparamagnetic minerals are present on the
earth's surface (1,2). A weakly magnetic ground, however, produces a
transient that is quite similar to those observed over a non magnetic ground
(2).

The effect of a conducting host enclosing a conducting structure is, for
some stage of the transient, to produce a transient that can not be described
by a simple exponential function (4,5,6,9,13). For the case of a conducting
host the final form of the transient may be modelled by assuming that the
electric field within the conductor can be approximated by the inducing
electric field (6). One study showed that the resonant responses of the
conductor rapidly decay and that the final form of the transient is
determined by the conducting host rock enclosing the conductor (5).

It has been usual to model the transients by Fourier transformation of
the frequency response of the structure. A consequence of this is that it is
frequently desirable to have closed form expressions for a number of
frequently occurring integrals. Some of these integrals have now been
evaluated (7,10).

An alternative approach is to view the equation, for the transient, as
being made up of a number of terms that are related to the singularities in

the function describing the spectrum of the transient (14). This approach
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readily separates out the resonant from the non resonant response of the
structure (5,13). It frequently leads to quite simple expressions, that are
suitable for practical purposes (1,2,5,6,8). Also, the alternative
perspective leads to quite different questions being asked about the
transient.(l4).

Finally, it can be demonstrated that the effect of the host rock is to
make the inversion of transient electromagnetic data quite difficult and that
supplementary information is needed. This is true for layered and non

layered structures (3,8).
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iE EFFECT OF A SUPERPARAMAGNETIC LAYER
ON THE TRANSIENT ELECTROMAGNETIC
RESPONSE OF A GROUND*

T. LEE**

ABSTRACT

., T. 1984, The Effect of a Superparamagnetic Layer on the Transient Electromagnetic
Donse of a Ground, Geophysical Prospecting 32, 480-496.

A thin superparamagnetic layer on the earth’s surface greatly affects the transient electro-
snetic response of a conducting ground. The effect of the layer 1s most evident for single-
o transient electromagnetic data where transient voltages decay as 1/t Even when a
wrate transmitter and receiver are used, the effect of the superparamagnetic layer 1s still
nounced. In this case the effect of the 1/t term in the equation 1s much less. More
1nant now is a 1/t2 term. The effect of the superparamagnetism can readily be seen in the
lytical expressions for the apparent resistivities. If the presence of the superparamagnetic
;r 18 not recognized, then the apparent resistivities decrease with time rather than
rroach the true value of the host rock.

1. INTRODUCTION

€ effect of superparamagnetic minerals on the transient response of various geo-
ical structures has been observed in a large amount of TEM data collected 1n
ny different areas of Australia by CSIRO and a number of institutes and private
npanies (Buselli 1982).

Buselli has analyzed the effect in some detail. He lists the following essential
tures:

At the later stages of the transient the apparent resistivities of the ground
decrease with time in areas where they would be expected to increase.

For coincident-loop transient data the voltages decay as 1/t at the later stages of
the transient.

Received March 1983, revisions July 1983.
G.P.O. Box 1984, Canberra City A.C.T. 2601, Australia.
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Fig 1 The geometry of the model.

The effect is due to superparamagnetic minerals in a thin layer at the earth’s
surface.

. The 1/t dependence of the transient can be dramatically reduced by employing a
separate receiving loop. Moreover, the reduction occurs even when the separate
recerving loop 1s only shightly separated from the transmitting loop.

At the time that Buselli published his paper, Weidelt (1982) argued that one
‘jould pay much more attention to the frequency dependence of the electrical
onductivity and thc magnetic permeability of the ground. Previously Lee (1981a)
ad shown that if the conductivity of the ground were to vary with frequency, then
nomalous transients could be produced. The purpose of this paper is to show that
Il of the features noted by Buselli with regard to what is now called the super-
aramagnetic effect can be explained if the magnetic permeability of the ground is
Klowed to vary with frequency.

The actual model of the ground is shown in fig. 1. This figure shows a two-
wyered ground, both layers of which have the same conductivity ¢,. The magnetic
ermeability of this ground is set equal to the permeability of free space (u,) every-
‘here except in the top layer where it is a function of frequency. The precise nature
f u, (the magnetic permeability of the top layer) is discussed in the next section.

The ground is assumed to be excited by a step current of height I, flowing in
drcular loop of radius a on the earth’s surface. Initially we shall be concerned with
1e calculation of the transient electric field (E) at (p, 6) (fig. 1). Once this quantity
as been found 1t is a simple matter to calculate the voltage in any receiving loop,
or the voltage V is simply

V=JE-dl (1)

Here, dl denotes an element of the receiving loop and the integral 1s understood
> be taken along the entire circumference of the receiving loop.
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2. THE SUSCEPTIBILITY OF THE SUPERPARAMAGNETIC LAYER

From equation (15.15) of Chikazumi and Charap (1978) one sees that if a constar
magnetic field is suddenly created at zero time (¢t = 0) in the vicinity of some super
paramagnetic material, then magnetization I,(f) of the material can be described b
the equation

1 ® exp (—) * exp (=)
= 1-— dy — — :
I"(t) I"O[ ln (TZ/TI) <.[/12 y y .[/n y dy)] (

Here t, and 7, are the lower and upper time constants of the material respec
tively and I, 1s the final value of the magnetization of the material.
Taking the Laplace transform of @), one has that

f “exp (—pOL o) di =1, ¢
0

— 1 1 1+ 1,p
I,=="21- 1n< 2 )] ¢
» [ In (eyfr) " \1 + 71p (

This result can be obtained by first integrating by parts and then using resu
No. 5.4 of Oberhettinger and Badii (1973). If we allow for the spectrum of the ste
function source, then the transfer function S for the magnetization is given by

S=I_,,p. (

Suppose now that in the presence of a magnetic field H the magnetization of tk
rocks 1s such that they are essentially nonmagnetic. In this case the quantin
1,;/H = y, (the susceptibility of the rocks) is quite small, and

1 14+1,p
= 1-— 1 . L
5=t H|: In (zo/7) n<1 + TlP):I (

Thus the spectrum of the susceptibility y of the rocks is simply S/H. If in th.
equation p is replaced by iw to represent the spectrum for an exp (icwt) dependence
one has

_ { 1 In Tyiw + 1 C
E=Xo Y T (ayfe) \tjo+ 1)) ‘

and the permeability of the material y, is given by
By = o[l + x]. (¢

It is important to realize that this equation can be simplified. For the probler
we are now interested in, the time range is much greater than the shortest relaxatio
time but less than the longest relaxation time. That is to say, the quantity 7, is sma
relative to 7, . Therefore,

1
= #0[1 + Xo<1 - %):| (S
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Notice that in this last equation the absolute value of the quantity

In (iwt,)
X"(l T (r:/u))

small since y, is small and @ is comparable to 1/z,.

3. THE TRANSIENT ELECTROMAGNETIC RESPONSE OF THE
GROUND

<ppose that a large circular loop of radius r lies at z= —h, h > 0 above a two-
«yered ground, the upper layer of which has a thickness d, permeability u,, and
nductivity o, and the lower layer a conductivity of ¢ and a permeability u,. If a
rrent of I exp (iwt) flows in the loop, then the electric field E,, observed at the
rface of the ground at a distance p from the center of the loop, is given by

© Z1 exp (—Az)

Z'+ Z, J1(Ar)J,(4p) dA (10)

E (iw) = —iopy, rlf
0

s¢ Morrison, Phillips and O’Brien 1969, p. 87.)
Here Z* and Z2 are quantities that were first introduced by Wait (1962). They
%isfy the relationships

Z? + Z, tanh (n,d)

Z'=2z , 11
Y Z, + Z? tanh (n,d) ()
7% = 7, = —\P¥o
ny
lop,
Zy= ———2,
0 y)
10
z, = — 2o
ny
«Cre

n, = \/('12 + iwo py),
I’l2 = \/()'2 + ia)o‘lﬂo).

Notice that any effect of displacement currents has been ignored since the dielec-
: constants of all the media have been set to zero.
If a step current of height I, flows in the loop, a transient electromagnetic field
«(t), is observed. This field can be described by

oo

E) = ;—ﬂ f exp (lwt)E,(w) do. (12)

-0
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Since d is small, I;(w) can be approximated by expanding Z'/(Z, + Z*) as
Taylor series in terms of d. From this we learn that
z! A dr’  (u} —ud)

= + ]
Zo+Z' my+ A (A+n)? pow (

Since y, is almost equal to y, one can further simplify the expression to
zt 223%d
Zo+Z' ny+ 21 (A+n)

0

In this last expression

In (iwt,)
r= X0<1 In ('52/71)>. .

In what follows we have to consider the behavior of E at the wire 1tself becat
the superparamagnetic effect is greatest for the one-loop system. That is to say, *
must allow for the finite radius b of the wire. If we assume that the current
uniformly distributed throughout the cross-section of the wire, then

E=J:;;ZdA (

where A is the cross-sectional area of the wire.
With these remarks in mind one separates the contributions to the total elect
field into primary and secondary contributions. To this end one writes

B _;—;#Q J‘oo xp (iwt)[jw J‘ Ar exp (—4Az) J,(4n)J,(Ap) dr dz dp.

) (ny + 7) mb?
J‘ J’ xr exp( Az) Jy(Ar)J 12(/1p)d dr dz di
b

The first two terms in (17) can be simplified immediately because they as
respectively, the response of a uniform ground (Lee and Lewis, 1974) and a singu
term which has arisen because of the superparamagnetic layer. If the wire is allow
to lie on the ground, then (16) can be reduced to

I dA ®
EW)=E,— ~%@ j exp (iwt)y dw
apig Iod [® . ® 222 1
“om j_wexp (iwt) L )C/IJ1(/1;J).Tl(/?.cz)[(——/1 a2 dA dow,
where

A(p) = é J:O jl ﬁ%@ exp (—Az)r dr dz dA. (
4
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Notice that in (18) the integral over the cross-sectional area of the wite for the
:ondary term is approximated. This was made possible because for that integral
; integrand varies slowly over the wire since b is very small in comparison to a.
re a is the distance from the center of the wire loop to the middle of the wire
«ckness; that is to say, it is the average radius of all the infinitesimal wire loops.
cordingly, r and z were set equal to a and zero, respectively. By this means the
«egral was approximated by nb? which cancelled against the nb? in the denomina-
. The quantity A(p) is evaluated 1n the Appendix.

The integral in the second term of (18) can be readily evaluated by contour
egration for ¢t > 0. From this we have

1 [ . + o 1
— )y do = —=—— - — t>0. 1
o ~j‘_mexp (iwt)y dw In(z,/c) ¢ > (19)
nsequently

Iouga jodAlp)

Ety=E, —\————+E E

@ r 2t In (‘Cz/T1)+ ¥ S 20
ere

—Igpupaxed [® © 222 1

E - ZlokodXod e ]

. 7 J_wexp (1a)t)J0 /lJl()gp)Jl(}La)[(/1 Ty 2 di dw 21
|

Iodugay, ([ exp (o) In (owt,) [(© 242 1

E=°°°j 2 A0 (A)| ———— — = | dA do.

T LT mm) b g T

22)
Notice that at the later stages
Hoply (o1p0a*\*?

E, ~ —

é 40,/n at< t ) @)

: Lee and Lewis 1974).

The first thing to notice at this stage of the analysis is that even though the top
er of the ground 1s quite thin, it has nevertheless given rise to a very intense local
1 in the vicinity of the transmitting wires. The second term in (20) can be
srpreted as a current proportional to 1/t flowing in the transmitting loop. From
selli’s observations one knows that this current can dominate the transient

wiage. We shall return to this pont later.

Terms involving t~7/2, t~%/2, etc., have been ignored 1n (23). The behavior of the
d term for the later stages of the transient is easy to find. All one has to do is to
;rchange the order of integration and integrate around the branch cut in the
ser w-plane. This cut extends from w = 112/(o14,) to ico (fig. 2). The integral with
sect to 4 is easy to evaluate once the Bessel functions are expanded in powers of
This procedure will become much clearer after we consider the evaluation of E,).
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! 0 ! Fk(w)

Fig. 2 The path for the contour integral for the second term of equation (20).

By this means one finds that at the later stages

;V_Ioﬂo%iﬁ[alﬂoaz:rd

E =~
sp t 128 a2 t

Terms involving ¢4, t =3, etc., have been ignored in (24).

The expression for E; may be reduced by first interchanging the order of integ
tion and then evaluating the integral over w by contour integration. To this end -
notices that the quantity n, implies a branch cut along the positive imaginary w-¢
from the point iA%/(a, ) to infinity and that the term log (iw) also implies a bra.
cut along all of the positive imaginary w-axis. Because of Jordan’s theorem
integral of the spectrum of E; about infinitely large, quarter circular arcs in
upper w-plane is zero. Consequently the integral over w along the real axis may
replaced by an integral about the positive imaginary w-axis (fig. 3). It is conven’
to split the integral into two parts, the first part from 0 to iA%/(a, u,) and the sece
part from iA%/(6,4) to ico (fig. 2). If one sets w = exp (in/2)R on P* and w =
(—3=ni/2)R on P~, where P* and P~ are paths to the right and the left of
imaginary w-axis, then one finds that

= odioilo | "y 3011, (ha)
In (Tz/Tl) 0

y {J‘“/“’”‘") ) I:ls exp (—RY) 1:| dR + 2 j‘” exp (—Rt)
_on 2 2APAT R 2 exp\— &Y
0 (A +ny)? 4 22ie1mey (O1Ho R)?

X (22 In (t, R)\/(Ropg — 2%) — n(24% — Roy ) dR} dA.
To proceed, one writes R = A%/(6, o) and splits the first integral with respect

into two parts, the first part from 0 to ¢ and the second from ¢ to 1. The reason
this is to allow us to evaluate the integral with respect to A after interchanging
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TIm(w)

0 RL(w)

g. 3. The path for the contour integral for the remaining integration over w in equation
0).

“der of integration for all the integrals with respect to s, excepl for that one that is
‘tween 0 and ¢ which may be evaluated now because ¢ 1s small. In fact

— dlyapo o [ J1(4p)1(Aa)
o In(ty/ty) Jo 27

—27A3 (¢ 5 1 L | 27143
X { ol LGXP (—sth /(01#0))[<—1 T Ja- s)) - Z:| ds —

O1Ho
1 , 1 1
x f exp (—stA /(aluo))[m B ZJ ds

N 213 J"’O exp (—Stﬂz,z/(alﬂo)) <2\/(S _ 1) In <@> — 7]:(2 - S)) dS}d
O1Mo J1 § ik

0

(26)
To proceed, one notices that all integrals over 4 are of the form

LwlaJ 1(Aa)] 1 (Ap) exp (— A%ts/(0 1 o)) F(2) dA.

ere F(4) is either 1 or In (A%st,/(0 1to)).
By means of the addition theorems for the Bessel functions, one finds that

f ", (@), () F() exp ( _ s ),13 da
0

0

o1
1 o 2r
_ 3 _
=5 J; .[) Jo(AR)A exp(

bhere R? = a2 + p? — 2ap cos 0.

A2ts
0y

>F(l) cos () d0 di, (27)
Ho
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Thus result can be expressed as

AZts

O1lo

27 =]
—_— = 0 Jo(AR)A —
a3 cos()L oiR) exp(

>F (A) d4 d6.

To proceed, one first evaluates the integral from O to ¢ and then the integral oy
A after first interchanging the order of integration where necessary. The integral w»
respect to s from O to ¢ is easily evaluated after noting that for small s

1

__ 1 1. .
[1+J1—91> 4 8 <

Also the integrations with respect to A are easily evaluated by means of sor
results (Nos. 1.705 and 1.706) of Wheelan (1968).
After neglecting terms smaller than &? and employing Wheelan’s results, one ha

— Iyaty xo d oy ly * exp (—R%a,u0/(41))
' In (Th/7y) 8> Jo 27

xcos(@)de+j°°w

o 2n

67 tA? 2mel
X [Z A exp ( - 0'1!10> ~ g XP (—etd?/(o o))

stA?
2rA 1 1 exp ( B rﬂo>
_T£ Ja—9 [Ja—9+17 ds} di

N Zeos ) 2 [®2J(s— 1) (o1
o 2m |opo s dst
gyt R?\ (0106 R? (0140 R? 4o R?

- —1JE —In{————

X {8 exp ( 4st )( 4st ! 4st o 4st
R2
— 8+ 16exp(—%>>+641n<%2>
R2 R2

X (exp ( _4 'Z; ><1 — 01115(; )} ds

. 2_71: J‘co @ _2 5) g exp (— 01 1o R2/(4St))<0'1_/.t0> ds:| d0:|. (z
1 - 2ts

t 0s

In (29) Ei(x) is the exponential integral see (Abramowitz and Stegun 1965, p. 22
No. 5-1-2). The remaining integral over s may be reduced by first subtracti
(adding) the term 1/8 to the integral and then integrating with respect to 4 af#
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nging the order of integration. After these manipulations one finds that

_Toano Xod| m oo (*7 exp (—R%ap0/(4t)) c
* o In(ry/t) [ 82 1 )y 2n

2n 3 c #
0 . 140
X L cos { )|:8t2 |

x exp (— o, uR?/(4t) — = "“’ exp (— Rzaluo/(ctst»} do

b [ oer [1“"”1“”)< » (~t3eia) ~ 1 | a2
0

os (0) d6

42t

L s e )
JO=9\WJad—9+1° 8

cos (6) 27 cos (0)
x exp (— R0, ly/(4Ls)) s ds do + L -

2 N R 2 .t R?
RS oo

2 2
X <El(w—> —1In <M> — 8+ 16 exp (—ou0 RZ/(4st))>

4st 4st
o 40 R
N
(2 — S) ﬁ exp ( 1o RZ/(4St))<%1tl%> ds:| de] (30)

By this stage the reader will be glad to learn that (30) can be simplified. Firstly,
: allows & to approach zero. Secondly, the single integrals 1nv01\{1ng 0 are approx-
«ted by expanding the exponential integral as a power series and then integrating
n by term. Thirdly, the integral involving Bessel functions and the exponential
ction is approximated by expanding the Bessel functions as a power series in 4
[l then integrating term by term. The remaining integral involving a Bessel func-
1 is evaluated by means of result No. 11.204 of Wheelan (1968). Fourthly, the
:gral with respect to s between 0 and 1 is evaluated by making the substitution
1/cosh? (i) and then following the procedure of Lee (1981b). Fifthly, the infinite
:gral with respect to s is simplified by expanding the function within the outer-
st pair of brackets as a power series in inverse powers of s. This is quite straight-
w~ard for the exponential integral may be expanded by means of result No. 5.1.10
“Abramowitz and Stegun (1965, p. 229). By this means one finds that once terms of
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less than (¢, uR?/t)* In (t/t,) are neglected, one finds that
E :IoaﬂOXod nofo P (T1kod° _UlﬂoG p a
5 In (7,/1y) at? 4t 16t2 \a’p

oo [ 2
242 cos 0 exp (—R%o110/(81))
o

1 R%a g R%,p1q Rio 10

X |:8 <3K1< 8 + 3K, 8t + K 8t
8t 3 8 \? 8t
_ _R? 8 8 —— Nor 3
o0 Rkt (o) + (o) *+ )]
™ cosB[ oy [ \/(S —1) Ul.“oR
2 _

+L o [4:2 .5 @y +3)—, — -8~y

20 ueR> 3 R\?
+641n (2><1 LN —2<%> )) ds
t st 2s t

(2—5) ‘71#0 Oito  20,40R?
. ds [ d6 |
f us? a4 | "
In (31) y is Euler’s constant which has the approximate value of 0.57
(Abramowitz and Stegun 1965, p. 255). The function G{p/a, a/p) is equal to p/a
p < a or 1s equal to a/p for p > a. To proceed, one expands the exponential :
Bessel functions 1nto their respective series form (Abramowitz and Stegun 1965,

69 and 377). If the integrals with respect to s are evaluated by elementary means ¢

terms smaller than In (£)/t* are neglected in the series representation for the ex
nential or Bessel functions, one has

- Ioapo 1o d[ o180 p (014 @ _ Oilg
7 In (tofty) | at? 4t 16¢2

oo 27 29 o R* (359 >
- 0 S

22 L co8 <48 ¢ 2 \48
+§ o R? _i a4 RPN In g4 R? do

s\ 4 32\ ¢ 4t

2% cosO  (o,po ([((2y + 3o ueR* 5% n
+L 2 {4t2 8 4 128~ E+M 16

m_ 20 R* 5m 3o RPNE Tn

+64in < )(16 ¢ 128 2\ ¢ 256

2n( =0y | Gipg 20,40 R?
— . de |.
+ t( ¢ 12 4 "

Glp/a, a/p)
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‘quation (32) may be reduced by integrating with respect to 6. This may be
Kly done either by elementary means or by using result Nos. 4.2214 and 4.3976

swadshteyn and Ryzhik (1980). By this means we find that

—Iyape xod o140
G
™ T (0,7, 1662 (p/a, a/p)

. lopoxod . 7w1#op(a20'1ﬂo>

Q

In (7,/7,) t? 4t
1059 187 3 p a\ 3 (az + p2>a
- -~ GZ I —
><[64 27" 16 (a p) s\ @ Jp

X G(B,f>—§H<o, In <3>)
a p 4 a
21 (a* + p*\[o o a®
+1n(12/t)(_s+z( o )( o ))
gk a®\( =3  15(a’ + p*\(o,u,a*
““( a ><8 +8< & >< ar ))] 9

a0 (33), the function

10, 1In (p/a)) =0, p<a,
=In(p/a), p>a. (34)

~ollecting the results from (20), (21), (24), and (33) we have
. LY ) XodA(p)a  Ioaugxod ol

- “~ 2 " Glp/a, a/p)
2t In(ty/ry) o (ty/r,) 16t

. poly (014ea*\*? _ Iopo xod moy pho p (aPa1pg
40 /m at t In (tp/t,) 2 4t

~

1059 187 3,
X[ @ 3 v+1—6G (p/a, a/p)

T8\ &2

21 2_*_ 2 2
+1n (‘cz/t)(—S +T<“ azp ><a”;‘;a >>

gioa®\( =3  15(a® 4+ p*\(a,p0d”
+1In <—4t >< g + 8( = 4 . (35)

3 <a2 + PZ)% G(p/a, afp) — % H(0, In (p/a))
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4. DISCUSSION

From fig. 4 and (1) one sees that the voltage V induced in a recerving loop is

V= JE cos () dl.

Here, i is the angle between the direction of the electric field and the
element of the receiving loop. To be more specific and to gain a better idea ¢
meaning of (35), 1t is convenient to examine a number of limiting cases.

The first case to consider 1s if the transmitting loop coincides with the rece
loop. In that case the voltage induced in the receiver is:

—Iopoa  xod —Ioapyxod o4 \/naﬂo 01to @\
~ — 7+ (2ma) — I,
bt ln (t4/74) In (ty/7,) 16t 20t t

Equation (37) shows why the superparamagnetic effect is so serious. Wt
happening 1s that, although y, is small, so too is b. The result 1s that the first tex
(37) will be the dominant term for sufficiently small b. Accordingly, the vc
decays as 1/t. Notice also that from a plot of ¥V against ¢t on log paper, it mig
possible to estimate the important quantity x, d/In (t,/7;).

We show below that this quantity 1s required if we are to estimate the app
resistivity of the ground. The point 1s made, therefore, that even though coinci
loop time-domain data obtained over a superparamagnetic layer are only
slightly affected by the conductivity of the ground, they still contain inform
that can be used to help interpret noncoincident loop transient electromag
data.

Now suppose that the transmitting loop is separate from the receiving loog
the wires of the transmitting and receiving loops do not cross each other. Ins
case, the observed voltage is described by (38). For the case where the wires do
each other, (38) must be modified by using the exact expression for A{p) 1

Fig. 4 Geometry for the element of the loop of wire
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inity of the crossed wires (see (A3) of the appendix):

V a _Io.“o Xodb
2t In (ty/t,) J; 372 (o — a)2

+a? + 24 g2
X |:(p 2paa ) Q—1/2<p 2apa ) - Ql/Z(p 2apa >:| cos () dl

_Topedyo oyp
In (t,/7,) 16t2

I o1l at\3?
o (M) e 68)
1

Notice that for this case the presence of the term b in the numerator has
stically reduced the contribution of the first term. However, even though the
atour of the receiving loop might be adjusted to minimize that term and to
ximize the secondary terms for some particular times, nevertheless it 1s still true
t the transient eventually decays as 1/t.

It is interesting to calculate the apparent resistivity pa; (= 1/o,) of the ground
the method of Lee (1977). Lee (1977) showed that the apparent resistivity of the
und p, at the later stages of the transient is given approximately by

2 2/3
p, = Koa (IO\/nau()) ‘ (39)

>3 20V

f Glp/a, afp) cos (W) dI

If we apply this result to (38) and allow ¢ to be large, we find that
PaC 1/t (40)

From (40) one sees that the apparent resistivities ultimately do not approach the
: resistivity of the host rock. Rather, the estimated resistivity will decrease as one
s data from the later stages of the transient.

The results presented above show that some care is needed when interpreting
1sient electromagnetic data over a superparamagnetic ground. They also support
observations made by Buselli (1982) and provide some insight into the nature of
transient. It 1s also clear that any further analysis will require some accurate
isurements of the susceptibility of the various superparamagnetic soils. This task
awaits the experimentalists.

In the absence of any satisfactory rock measurements, the geophysicist must try
stimate from his field data alone the conductivity and the magnetic properties of
ground. We have already noticed that if coincident loop data are plotted on a
-log graph paper, the curve corresponding to the later stages obeys
V) = constant — In (t). In this case, the constant can be found from the intercept
he graph with the In V-axis. Accordingly, an estimate for yod/ln (z,/z,) can be
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found. Once this is known, one can estimate from (38) the resistivity of the grou:
This estumate might be compared with that from an alternative method.
Suppose the transient voltages for a noncoincident loop geometry are known
a series of times. At the later stages the data are described by (38). Let the volta,
V, and V, be known at times ¢, and t,. Accordingly, one has two sets of equatic
for the unknowns. These equations can be used to calculate ¢ and y, d/In (z,/7,).
Alternatively, one can form the equation

2y~ 4o o 1o dbt (p? +a2)Q p> +a? iy p* + a*\
372 In (1,/7,) S\ \p 2pa 12\ " 2pa 12\ 2ap

9 cos (Y) Al —Iopedyotoo
(p—a)?® 16 In (75/7)

j Glp/a, afp) cos () dl. (

If this data set is fitted to (41) in a least-squares sense, it will be found that fr
the slope of the line one can estimate the quantity xqd/In (1,/7,), and once #
quantity is known the conductivity or the resistivity can be determined from
constant term in (41).

APPENDIX

If a is the average radius of the wire loop (i.e., the distance from the center of
current loop to the middle of the wire thickness), and if A(p) is calculated for
average height b above the ground (i.e., the wire lies on the ground), then

1 «/(bz—sz)
nb*A(p) = 2 (a +s) j J1(Ap)J1(Aa + 3))

Jo J(bZ—s2)
x exp [—Ab — z)] dz ds dA (
1 ffo b

= (@ + 9)J,(Ap)J1(Aa + s))

JO  J-b

x exp [— b — /(6> — s?)] — exp [—Ab + /(b — s?)] ds dA (

_ip \/(a + s)( ((b —JO =)+’ + (@t s)2>
" ma J;,, p Qure 2p(a + )

<(b + /(B> =)+ p? +(a + s)2)> ds
2p(a + s)

- QI/Z

(see result No. 560.02 of Byrd and Friedman 1954).
If a = p then both the arguments of the two ring functions are close to unity
consequently the expression for A(p) can be approximated by using the asympt

form of the ring functions near their singularities (Magnus, Oberheltinger and £
1966, p. 196).
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Accordingly, for this case

5 1 b b+ /(b —s?)
b Ap) = - L In <———b T 52)> ds (A4)
e~ i - bn (AS)
1
Alp) =+ (A6)

However, if |[a — p| > s, then (A3) can be approximated by expanding the differ-
> of the ring functions as a Taylor series about the point (+? + (a + s)?)/
1+ 5)).

By this means one finds that for [a — p| > s

=1 [ ffa+s\ BP—5) [pP+(a+s)?
)= o L\/( p >(p—a—S)2[ 2p(a + s)

PINGETEE SRR CEY I | PR

2p(a + s) 2p(a + s)
pproximately
4b a 1 p*+a? p* +a? 2442
Alp) = 2 - 2 Q—1/2 vyl Q1/2 £ .
3nta\ \p/ (p—a) 2pa 2ap 2ap

(A8)
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The transient electromagnetic response of a
magnetic or superparamagnetic ground

T. Lee*

ABSTRACT

The effect of superparamagnetic minerals on the tran-
sient response of a uniform ground can be modeled by
allowing the permeability of the ground p to vary with
frequency o as

_ In (ioT,)
FL—H0[1+X0<1_ETG;ES}-

Here 1, and 1, are the upper. and lower time constants
for the superparamagnetic minerals and ¥, is the direct
current value of the susceptibility.

For single-loop data it is found that the voltage will
decay as 1/t, provided that

2 32 2
10y, In (2a/b) - \/1—r<a toc) and (Gp(t,a >« 0

In (15 /1)

Here, a 1s the radius of the wire loop and b is the radius
of the wire, ¢t represents time and p, 1s the permeability
of free space Even If a separate transmitter and recerver
are used, the transient will still be anomalous For this
case the 1/t term 1n the equations is less important, and
more prevalent now is the 1/t term These results show
that a uniform ground behaves 1n a similar way to a
ground which only has a thin superparamagnetic layer.
A difference 1s that whereas the amplitude of the 1/t
term could be drastically reduced by using a separate
receiver, this 1s not the case for a uniform ground

A magnetic ground for late times will decay as 1/¢?°.
However, if the conductivity of the ground is estimated
from apparent conductivities it will be found that the
value of the conductivity will be incorrect by a factor
that 1s related to the susceptibility %, of the ground For
a weakly magnetic ground the estimated conductivity
o, 1s related to the true value of the conductivity o, =
o[l + 19y,/147%3.

INTRODUCTION

As Lee (1983) showed, the presence of superparamagnetic

of this is that the apparent resistivities decrease rather than
mcrease with time While Lee’s results were obtained by ana-
lytical methods, they are in accord with those of Buselli (1982)
who reported similar effects from some of his field data. The
results are a special case of those of Weidelt (1982) who showed
that anomalous results could be obtained if either the conduc-
tivity or the permeability of the ground were to vary with
frequency. Lee (1981) showed that the effect of allowing the
conductivity of a uniform ground to vary with frequency was to
produce transients that changed sign with time. The purpose of
this paper 1s to examine the transient EM response of a uniform
superparamagnetic ground -

Previously Lee (1983) considered the case of a thin super-
paramagnetic layer overlymg a conductive ground In that
paper 1t was shown that even if the layer were quite thin, it still
had a pronounced effect on the observed transient. It was
shown there that 1t might be possible to allow for the effect if
the field data were fitted to the formulas in that paper. The
purpose of this paper is to highlight some of the subtleties of the
transients caused by superparamagnetic minerals. We will
show that for the case of a half-space of superparamagnetic
material the equations to be fitted to the data are different from
those already described One important difference will be that
for this case the transients cannot be expected to be altered as
much by using a separate transmitting loop A conclusion
following from these investigations will be that in the case
where superparamagnetic minerals are present in the ground
then 1t 1s necessary to allow for the permeability of the ground
to vary with frequency before attempting to interpret the tran-
sient EM data.

Another conclusion is that in the later stages a magnetic
ground will decay in a way similar to that of a nonmagnetic
ground. However, if the conductivity of the ground is estimated
from the later stages of the transient, then 1t will be found to be
i error by a complicated factor that depends upon the per-
meability of the ground

For this analysis, the ground 1s excited by a step current of
strength I, flowing 1n a circular loop of radius a on the earth’s
surface First I shall be concerned with the calculation of the
transient electric field (E), then the voltage V induced m a
recerving loop. This voltage 1s described by

minerals on the transient electromagnetic (EM) response of a
ground 1s to cause the transient to decay as 1/t A consequence

V=JE-d£’. )

Manuscript received by the Editor April 12, 1983; revised manuscript received September 15, 1983
*Bureau of Mineral Resources, G P O. Box 378, Canberra, A C.T 2601 Australia
This paper was prepared by an agency of the Australian government.
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Here, d/ 1s an element of the receiving loop and the integral 1s
taken about the entire length of the receiving loop.

TRANSIENT EM RESPONSE  (Grownd
OF A SUPERPARAMAGNETIC SPHERE

Suppose that a large circular loop of radius r hes at z = —h,
h > 0, above a uniform superparamagnetic ground of conduc-
tivity o and permeability p,. If a current Ie'* flows 1n the loop
then the electric field E, (which only has an azimuthal compo-
nent E,), observed at the surface of the ground at a distance p
from the center of the loop will be given by the equation
(Morrison et al., 1969, p. 87).

_ oo —lh}\‘ I twt
E,(iw) = —iopor f 2 ST G ondepdh, @
o AUy ngp,

where

= /A% + 100y,

Also from Lee (1983,¢q. 7)

= {1 N XOI:I ' (fot, + Do, + 1):]}. )

In (t3 /%)

Notice that whenw =0

By = Ho [1 + %ol @

Accordingly, ¥, is the direct current valuc of the suscepti-
bility. 1, and 1, are the lower and upper time constants of the
superparamagnetic ground, respectively.

For this study I will be concerned with those times for which
the superparamagnetic effect is visible. Accordingly I assume
that |1, w| > 1 and presuppose that |1, ®| « 1. In these cases
the terms 101, + 1 and 1ot, + 11n equation (3) can be approxi-
mated by 101, and 1w7,, respectively. One then finds that

- In (101,)
M1 = Ho l:l + Xo(l In (H/’H)):l. &)
Notice that equation (5) reduces to equation (4) if t; — 0.
Thus one expects that in the final result the expression should
reduce to the transient response of a magnetic ground if T, is
allowed to approach zero I return to this point later
If a step current of strength I, flows in the loop, then a
transient EM field E,(t) will be observed. This field can be
described by

I w0 10! _
Ei()) =52 f == () do (6)

- W

Since |, | is almost equal to py, equation (2) can be reduced
by expanding 1t as a Taylor series in terms of (u; — |.10)/p0

_ IO Ho oot —h
E (@)= J j J(Ar)J (7~P) Y
(1 — M| A A A
+————t——= | |drdo, (7
Ho no+ A 2ng  no(h + no)? e 0
where

ng = /A? + iop, o.

In what follows I consider the behavior of E; at the wire
itself. This 1s because the superparamagnetic effect 1s most

commonly observed 1n single loop transient EM data Accord-
ingly, we must allow for the finite radius b of the wire. If one
assumes that the current is uniformly distributed throughout
the cross-section of the wire, then

f ~—= dA, ®

where A 1s the cross-sectional area of the wire.

With these remarks in mind, one separates the contributions
to the total electric field into primary and secondary contri-
butions. To this end one writes

1 e ™ J (pA)J (M
E(f) = — °“°j [J f p)‘(r)d dh d\
4 Mo T

”'(}11
4p.(,nb2
© _ ~Ah )“
+ (1, l;o)e ’ A
o Ja mhH ng+A  2n

1

J, (p)J 1 (Ar)dr dh d).

Notice that a factor 1/4 has been added and subtracted from
equation (9). The reason for this is to ensure that the last
integral in the expression will be convergent even [or the case
p=randh=0

The first two terms 1n equation (9) can be simplified immedi-
ately because they are, respectively, the response of a uniform
ground (Lee and Lewis, 1974) and a singular term which has
arisen because of the superparamagnetic layer If the wire is
allowed to lie on the ground, then equation (9) can be reduced

to
E() = Io P'o aA(p) f oot (Hl Ho) do
Ho
; _
_ % j o j B R 1,0007,0:0)-
- cw® o Mo
A A 2 .
' = —=  ~|ide, (10)
no+ & 2ng  no(ng +A)° 4
where

dr dh dh.

1 )" 1 i
Ap) = J f rJ (Ap)J ,(Ar)e p)J (kr)e

Notice that when equation (10) was written, the integral over
the cross-sectional area of the wire for the secondary term was
approximated This was made possible because, for that inte-
gral, the integrand was slowly varying over the wire because b is
very small in comparison with a. Here a is the distance from the
center of the wire loop to the middle of the wire thickness. That
is to say, it is the average radius of all the imfinitesimal wire
loops. Accordingly, r and h were set equal to a and zero,
respectively By this means the integral was approximated by
nb? which cancelled the nb? in the denominator. The quantity
A(p) 1s evaluated in Appendix A

The integral in the second term of equation (10) can be
readily evaluated by contour integration for ¢ > 0. By this
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0 RL(w)
F1G. 1. The path for the contour integral for equation (15).

means one learns that

L (= M1 — Ho Xo
— o do = , t>0. 11
2n£me b 0T (/) ()

Consequently

_ Igpoa %0 A(p)

E) = E 4t In(ty/7,)

+ E;, (12)

where

1 @ © —
Es - [s] ap'O J elmxj J10‘«P)J1(7\-r) (pl uO)
n oo o Ho

A 23 1
: A M Do a3
[no+7» 10 ot £ )2 4:| . 13

To proceed, first notice that (Abramowitz and Stegun, 1965,
formula 9 179)

w A A A2 1
AL AA) | —— — o=+ ————— — | dA
J; J 1 (AP o( a)<n0 +A  2n, +no(no +1)? 4)

2 cos O [® 1 9% /A
= J AR 2 2 ,—noz __ ,—kz
L 2n J:, of ){ké 0z* <n0 ¢ ¢ )

a1
2n, 4 ko Okg k2 022

2 —ngz’ 2 )\‘ —noz
: [-g—z (e’“ _he ) L ]} do.  (14)
z o o

Here z is a dummy variable which is set equal to zero once
the differentiations are carried out.
Also

R = ./p? + a* — 2ap cos 6,
and
k% = ioo, .

Since the 1ntegral with respect to A is absolutely convergent,
the order of the differentiation and integration may be inter-
changed. If this 1s done, then the tntegral may be evaluated by
using elementary results or Sommerfeld’s integral. If the differ-
entations are carried out after the integral has been expanded
as a power series 1n kg, then one finds that

® A A A2 1
J:) Ji(Ap)J . (ha) (k T+ g - 2_no + ——”0(7\- e — Z) dx
_ J’z" cos 0 i (= 1)"n — Dkon(Rky)" 3
B 0 2“ n=3 n!
— 3k, Z (=1)"(n — 1)(2 |— 2)(koR)" 3

1 (=1)"(ko R)" —1y"kg(n — HR" 3
T 2R ,,Z k2 Z

=1 n! 0 n=3 n!

] do. (15)

It 1s now a stmple matter to evaluate the integral with respect
to . To this end one deforms the contour integral into the one
about the positive imaginary @ axis. The contributions to the
integral from the large quarter-circles vamish because of
Jordan’s lemma (see Figure 1). If one sets ® = se'? and o =
se”3/2on P* and P~, respectively, then one learns that

Ioapy %o [ 2 (=1 — HnR"3
E = — -0fto ko ol ¥ -1 -2
: 2n 2n J; cos ,,;a n! (=2

Z ( l)n(n — )( _2) R,._SI(n _4)
1 ( l)an «© n n—3
- R ,,;1 ; I(n— 2):' de,
(16)
where if nis even (=2m)
2(0-“0)"12 /2= stgn
) = mumof(lw 1 ds
_2n(=1)"*(ope)* T2 + 1)
T Gy )
orifnisodd (=2m + 1)
® _ In (st,)
— nf2¢ _ 1\(nt+1)/2 n{2 ,—st e
I(n) = 2(cpe)”*(—1) L s"e l:l = (1_2/11)] ds
and (18)
= 2(oue)"*(— 1) 1)/2[ Jwe“s's"/z |:1 In (z,) :I ds
° 0 In (z;/7y)
0 ® s¥ —st
— EJJ; I (,/e) e ds:l. (19)

Here v is a dummy variable which 1s set equal to n/2 once the
differentiation is carried out.
By this means one learns that for n odd

1) = 2oop(— ez L2 LD
w2+ 1) In ()
P‘mamo+mmmj’ @0

where y(z) is the digamma function (Abramowitz and Stegun,
1965, p 258,n0 6.3.7).

In order to clarfy, 1t 1s interesting to calculate the first few
terms of E,. When one does this, one finds that
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Ioape e (2° —Rrop
Eft)~ — 0 2: 0 J cos (6) 410 (T ()t (;tz
0 2 1

_ 19R*(op0)**T(5/2) [ - w(5/2) In {t/1,)
210mt3/2 In (t,/xy)  In(zy/ty)

TR3*n(op,)?
144 In (z, /7)t°

R p/E v/ | In sy
1032 O 7 [1 Tin (6 (rz/n)]} @

21

+

When

oo R?
t

«< 1

then

2 3/2
E,~ — Iopop (a cuo> @)

40./mta t

and one has, at the later stages of the transient, the result

Toapo %oA(P)
4 In (ty/1y)

_ Iopexe  omodla+p) [(p*+a
12t In (1, /1,) t 2ap

p’+a L[ /p? + a*\?
= 1
Q1/2< 2ap ) 2':( 2ap +
0 <p2+a2>}\/4pa_ 19 IopoxoP
-12

2ap p+a 560 at

ouod®\ P w52) | In /sy
t In (ty/t;)  In(z,/7y)

_ Topep (a ouo> 32 )
a0 /mar \ 1

The reader should notice that the integrals in equation (21)
have been evaluated 1n terms of ring functions so as to follow
the notation of Lee (1983). The necessary details can be found
in Lee (1983) and Hobson (1955).

E(t)~ —

TRANSIENT EM RESPONSE OF A MAGNETIC GROUND
For the case of a magnetic ground where 1, is independent of
frequency, one has from equations (2), (6), and (8) that
_”'Ml r

Iouoff ‘M‘[ .
—w 7‘“1 + nifo

-J,(0p)J (M) d) de dh dz. 24)

To proceed, one first interchanges the order of integration
and transforms the integral with respect to @ to one about part
of the positive imaginary o axis (see Figure 2) Notice that the
integrals about the large quarter-circles vanish as a result of
Jordan’s lemma. When one writes ® = (AZs/op,)e™? and ® =
(Ms/op,)e ™2 for w on the paths P* and P~, respectively,
then one has after integrating about the branch point the result

T Im(w)

P

0 R (w)

F1G 2. The path for the contour integral for equation (24).

_Iouo j J f ikt /(5 — 1) exp (—A2ts/(op,))
4 Jo mh? (1} —ud) +uds

2

Ary() J(Ap) ds d dh dr. (25)
OHy

Now notice that the integrand for the integral over the
cross-sectional area of the wire 1s slowly varying because for
¢t > 0 the integrals with respect to s or A are absolutely conver-
gent Accordingly, ¥ and h can be set equal to a and zero,
respectively. By this means the integral can be approximated by
nb2. This quantity will cancel the nb? in the denominator, and

accordingly one has
£ IoP-oa J * = Po”x exp [—A%ts/(op,)]
—ug) +ugs
Ji(Aa)J ((Ap) dA ds

OHy

< A2 (26)

The A 1integral may be evaluated by expanding the Bessel
functions as a power series 1n A and then integrating term by
term Employing the result for the power series of the product
of two Bessel functions that has been given by Erdelyi et al.
(1953, p 10), there results

IO Ho P © 0'!»11(12 m+3/2 m p m
E=— I =) -
2 4¢ "',,Z:o a

21977 S
I'(m + 5/2) 27)
n'n + Dim —n)lm —n + 1)’
in which
* s — oy ds
I, = . (28)
ﬁ (13 — Q) + pis s7m T2
Notice that at the later stages of the transient
E~ — IoHo opa’ 3/21 3\/E (29)
¥ e P\ Yog

In general I, must be evaluated numerically However, it is
possible to find an approximation for E at the later stages 1f one
assumes that

Hi = Hol1 + %ol (30)

and also that y is small.
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F16G. 3. Geometry for the element of the loop of wire.

When one expands equation (29) as a Taylor series about the
point x4 = 0, then one learns that

E= Io Ho P <a20u0>3/2 _ 1915 %0 P (“20'110)3/2_ 31)
40 /rat t

560, /mat t

Now notice that equation (31) could have been obtained by
allowing t, — 0 1n equations (3) and (23) given previously By
this means, I have provided a check on the solutions.

When one examines equation (27) or (31), one sees that
eventually the electric field will decay as t~32. This form of
decay is the same as that for a nonmagnetic ground. T will
return to this point later.

DISCUSSION

From equation (1), one has that the voltage V induced 1n a
receiving loop is given by
V= J E cos (y) df (32)
'4
Here, y 1s the angle between the direction of the electric field
and the line element of the receiving loop (see Figure 3). A
better idea of the meaning of equation (16) can be had by
examining a number of limiting cases.
The simplest Iimiting case which one can consider is that for

a magnetic ground. If one were to examine equation (31), for
example, then one would see that the equation can be written in

the form
E~ — Lopop (do1ho 3/2, (33)
40, /wat t
where
19y, 1?73
01=c|:1+ 1§°:| . (34)

Lee

One sees, therefore, that a weakly magnetic ground will
eventually behave as a nonmagnetic ground of a different con-
ductivity. The same conclusion would have followed if I had
used equation (29) instead of equation (31).

In marked contrast to this, however, 1s the behavior of a
superparamagnetic ground. If one considers the case for which
the transmitting loop coincides with the receiving loop, then
the voltage induced in the receiver at the later stages will be

_ Loapo 1o In (2a/b)
2t In(ty/7y)

2lgapoxom (oo a?
3t In (v, /vy) t

19 Touore (u) .

280 ¢ t
) |:1 (/2 In (t/'fz):|
In (t2/1y)  In (t5/1y)
_ Toap ﬁ<a2u0 c)w
20t t

Equation (35) shows that although yx, is small, the term
In (2a/b) need not be This term will be the dominant one for
sufficiently small b and large a. Consequently, the voltage
decays like 1/t Results are given 1in Table 1 for two different
values of y,. Those results illustrate the last point. They also
show the percentage contribution to the total vol.age that the
first term makes.

Suppose that a transmitting loop is separate from the receiv-
ing loop and the wires of the transmitting and receiving loops
do not cross each other. For this case, the observed voltage will
be described by equation (36) below. [For the case where the
wires do cross each other, equation (36) must be modified by

using the exact expression for A(p) in the vicimty of the crossed
wires; see equation (A-2) of the Appendix.] Then

01 ( il ) dt

p? + @
Qy2 2ap
2 2
> + l:I Q-1 (P 2-;-pa )} d¢

(35)

Iyape Xo cos y

4t In(ty/1y) :n\/—
_ Iopoxo [(Oloa\
61In (t,/1) \ 2
. J cos (y) «/4ap {(p +d’

(o ta
2 2ap

V~—

__1210110)(0 Ol a” a® 3/2'
560 at t
I:I __w(5/2) In (¢/75) ]
In(t,/ty)  In(z2/7y)
I 2 3/2
. j p cos (y) d¢ _ oMo (ﬂ) J p cos (y) df.
¢ 40, /mat t 1

(36)

Notice the absence of the term In (2a/b) has reduced the
contribution of the first term. Nevertheless, 1t is still true that
the transient will eventually decay as 1/t.
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Table 1.
xo = 0.1 Xo = 0.01
Time (ms) V (T,/V) x 100 V (7,/V) x 100
.1 — 6.05x 10 74.3 — 1.48 x 1072 30.3
2 — 2.57x 127 87.5 - 4.13x 107® 54.5
3 - 1.63x 107 92.0 - 2.19x 10°® 68.3
4 — 1.19x 1072 94.2 - 1.47x 1073 76.6
5 - 942x 10 95.5 - 1.10x 10°® 81.8
.6 - 7.78x 107* 96.4 — 8.78 x 10 85.4
T - 6.63x 107 97.0 - 731x10 87.9
.8 — 5.78x 107? 97.4 — 6.26 x 107* 89.8
.9 - 5.12x 107 97.7 ~ 5.48x 10 91.3
1.0 - 459x 10 98.0 — 487x 10 92.4
2.0 - 227x 107 99.1 - 232x 10 97.0
3.0 - 1.51x 107 99.4 - 1.52x 107 98.3
4.0 - 1.13x 10 99.6 - 1.14x 107 98.8
5.0 - 9.03x 10 99.7 — 9.08x 108 99.1
6.0 - 7.52x 10 99.7 - 7.55x10°® 99.3
7.0 — 6.44x 10 99.8 — 6.47x 108 99.4
8.0 - 5.64x 10 99.8 — 5.65x10°® 99.5
9.0 - 501x10* 99.8 — 5.02x 108 99.6
10.0 —- 4,51x 10" 99.8 - 4.52x10°® 99.6
Lee (1977) showed that the apparent resistivity of a conduc- Io 1o dyoole )
ting ground, p, (=1/c), at the later stages of the transient is - WL Glp/a, afp) cos (V) d¢
given approximately by
2 2/3
e H(;Z (M) (37 gap, <0_”0 az>3/2 J~
t 20V p cos (y) df. (40)
For large t, one has that 40\/_at ‘
paoc 1/t (38)

This equation shows that the apparent resistivities will decrease
with time.

One sees from this discussion that the usual methods of
mnterpreting the response of a unmiform ground give unsatis-
factory results for the case where the ground is super-
paramegnetic All one can do is to try the methods which Lee
(1983) advocated to interpret the results over a thin super-
paramagnetic layer Meanwhile, there 1s a need for some rock
properties to be measured so that one can gain an idea of the
quantities 7,, T, , and 4.

It 1s nteresting to compare the transient EM response of a
uniform ground with the response of a ground where only the
top layer is superparamagnetic.

In the case where the superparamagnetic material was con-
fined to a thin top layer of the ground of thickness d, one had
that

v _ Lo 2ed  Io@hoXodolo
bt 1In(ty/t)  In(ty/7,)8:2
- \/T_Cauo Io <Ullo az)a/z (39)
20t t

Further, when separate transmitting and receiving loops are
used one has from equation (38) of Lee (1983) that

_Iol>10 Xo db .
2 In(ry/ry) ) 3n%\ p (P—a)2
2
o A

pet+a
2ap

p°+a
2ap

Here G(p/a, a/p) is equal to p/a, for p < a, or equal to a/p for
p>a.

When one compares equations (39) and (40) with equations
(35) and (36), the following points can be made. First, the effect
of the radius of the wire on the transients is very different in
both cases. In the case of a superparamagnetic layer, one sees
that the effect of separating the transmitter and receiver 1s to
transfer the term b from the denominator to the numerator, and
accordingly the effect of the top layer of superparamagnetic
material is greatly reduced.

In the case of a superparamagnetic half-space, however, the
effect of the wire thickness 1s quite different. For 1n that case the
loop radius appears as In (2a/b) where the transmitting loop
coincides with the receiving loop. On the other hand, in the case
where the transmitter 1s separate from the receiver, the radius of
the wire does not enter into the equation at all. Taken together,
these last two remarks show that for the case of a super-
paramagnetic ground the effect of separating the transmitting
and receiving loops is much less than in the case where the
superparamagnetic effect arises because of a thin layer of super-
paramagnetic matertal

The second point to be made is that it may not always be
possible to allow for the effect of superparamagnetic materials
when interpreting transient EM data. This concluston 1s con-
ditional on more work being done on thts problem. In order for
this work to be done, however, it is essential that the suscepti-
bility and the time constants of various superparamagnetic
materials be measured. It 1s only then that more detailed calcu-
lations can be made.
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Finally, I remark that when the results presented here are
combined with those of Lee (1981), one sees that, 1f one allows
for the electrical properties of the ground to vary with fre-
quency, then by a study of the theory of transient electro-
magnetics one is led in quite a natural way to the study of
mineral discrimination by means of the spectral characteristics
of the electrical properties of the various minerals.
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APPENDIX

If a is the average radius of the wire loop (i.e.,, the distance
from the center of the current loop to the middle of the wire
thickness) and if A(p) is calculated for filaments of average
height b above the ground (1., the wire lies on the ground),
then

nh2A(p) = é J: j_

. f e” 2] [Ma + s)1J,(Mp) dz ds dr
0

b2 —52

(@+s)-

b2 —s2

(A-1)

Lee

and

T
-b J-BImZ T -+—s)p

' b+22+p*+(a+s)?
Q1/z|: 20@ +9) :I dz ds

(A-2)

(see result no. 11.401 of Wheelan, 1968).

If a = p, then the argument of the ring function is close to
unity, and consequently the expression for A(p) can be approxi-
mated by using the asymptotic form of the ring functions near
their singularities (see Magnus et al. 1960, p 196).

Accordingly for this case

b2 — 52 1

nb*A(p) = é J:, J-,/F:i o

T J(a+ s)p
(b +2)* + 5%
f |: 4a(a + s) dz ds
1 b VbI-s?
N E JL[, J._‘/bz_sz '
(b+2)?+s?
f |: 4a(a + s) dz ds
21taf _[

r? 4 2br cos 0 + b?
- In
4qa?

b2
*(52)

(see result no. 4.2214 of Gradshteyn and Ryzhik, 1980). There-
fore

(A-3)

Q

) 9 dr  (A-4)

1
— —nmb?1

2na (A-5)

Alp) = In (2a/b)/(ma). (A-6)
However, if |a — p| > b, then equation (A-2) can be approxi-

mated as

1 (® Vb2 —s2
ab?A(p) = — j a Qm(p ta )dz ds (A7)
a oy )-vir=s nJap 2pa
whence
1 p? + az)
Alp) = (A-8)
(P) n\/a_p Q1/2< zpa
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Inversion of Transient Electromagnetic Data
From a Spherical Conductor

TERRY J. LEE

Abstract—This paper considers the problem of inverting single loop
transient electromagnetic data from a spherical conductor.

First, analytical expressions are presented for the transient voltage,
and then the various partial derivatives of this voltage with respect to
the parameters of the ground are found. Secondly, it is shown how all
these expressions can be used with existing inversion schemes, such as
the Marquardt or ridge regression scheme for the inversion of data.
Finally, results are presented to show that, even when the transient data
is contaminated by 20-percent random noise, good estimates for the
earth parameters can be found. In this case, however, only 4 parameter
combinations are well resolved. Further, when there is only 5-percent
noise present in the data, it is still not possible to resolve more than 5
sets of parameters.

I. INTRODUCTION

OR AT LEAST the last ten years there has been a growing
Finterest in the inversion of electrical and electromagnetic
data by a method known as ridge regression. As far back as
1974, Ware et al. [11] discussed the inversion of horizontal
loop sounding data. More recently Petrick et al. have described
a method of inverting three-dimensional resistivity data using
alpha centers [2]. Basing their analysis on a previously pub-
lished algorithm by Jupp and Vozoff [3], Jupp and Vozoff [4]
have described their results for the inversion of two-dimensional
magnetotelluric data. It comes as a surprise to find that, de-
spite such a rich literature devoted to the inversion of steady-
state electromagnetic data and resistivity data, there is practi-
cally nothing written on the inversion of time domain data.
Transient electromagnetic data from a layered ground has
been inverted by Rodriguez-Ovejero [5]. However, the results
of this Master of Science thesis have still to be published. In
any case, nonlayered cases are the most frequently occurring
situations. There is a need then to be able to invert data from
discreet ore bodies that are appro-imately spherical.

The purpose of this paper is to describe the results we have
obtained by using the inversion subroutines of Dr. D.L.B. Jupp
to invert time domain electromagnetic data from a buried spheri-
cal conductor. The theoretical basis of Dr. D.L.B. Jupp’s
programs have been described in a paper by Jupp and Vozoff
[3]. The transient electromagnetic data to be inverted was
generated by solving the integral equation for the electrical
fields about a spherical conductor in a poorly conducting
halfspace. The solution of the appropriate integral equation
has been descirbed by Lee [6]. The actual geometry is shown
in Fig. 1.

Manuscript received September 30, 1982, revised June 8, 1983.
The author 1s with Geopeko, Division of Peko-Wallsend, Limited,
Gordon, N.S.W., 2070, Australia.
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Fig. 1. Loop traversing a buried sphere.

II. ANALYSIS

Suppose that a sphere of conductivity o3 radius b and perme-
ability u, lies at a depth d in a uniform ground of conductivity
0, and permeability uo. When a step current of height J, flows
in a loop of radius « and at a distance p from the vertical axis
of the sphere, then a transient voltage V(¢) will be measured.
This voltage may be considered to be made up of two others:
Vp(1), the voltage of the uniform ground, that is the voltage
that would be measured when there was no spherical conductor
present, and Vs(¢), a voltage that arises because of the presence
of the conducting sphere. Expressions for these voltages have
been found previously (see Lee [6]).

From equations (29), (41), (43), and {50) of Lec [6], one
has that

V(1) = Vp(d) + Vs(?)

where

_apoly i (az Uzﬂo) =
Vp=

t 4t Z

j=0

L 2CDGIL (o)
@+5)GHDIG+2) N 4r

Nalio[o\/; (02140‘12> (_2_ (0202110)

t 4t 5 4t
_i(azo_z#o>2+i(m>3
7 41 9 4¢

3ued’ly ! -~ 1 WM,
V=T | e g T+ Th

1 WN
" WNI} be} dw.

M

0196-2892/84/0100-0014301.00 © 1984 IEEE
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Im{w)

Py ___Ritw

Fig. 2. Path for the contour integral.

Here ¢ denotes that the integral is taken about a path shown in
Fig. 2.

WMn = bk3 Jn+1 (bka)fn(bkz) - (bkz) jn(bks)jn+1(bk2)
WMy = bks ju +1(bks) hh(bk2) - (bky) jn(bk3) hp-y (BK2)

1 «
WNn=7 (WM, - (n+ 1)+ nWM,y, 4]

1
2n+1

WM, = [WMA_; (n+ 1)+ n WM., ]

2 _ 2 _
k3 =iwoatlo, k3 =iwosio

I, = f“" 2iJ,(Ap) J1(Na) ?thle"’ld .
0 (hO + hl) I

T01 ) J-ao 2)\2‘,.0()\p).’1()\a) elhldd)\
o i(hy + ho)

T AN (A i(Na) in g
- bt ANALCAS A Sl AP ST ) |
Ty J; (hy + ho) ¢

hy =R TR
hog =iN.

In writing down these equations displacement currents have
been neglected.

This expression for V(#) was found by the solution of an in-
tegral equation and is only valid for a poorly conducting ground.
As the solution stands, a considerable amount of computing is
required in order to compute answers from it. Because of this,
Lee [7] sought to find an alternative expression for this volt-
age. Such a solution has been found, but subject to the restric-
tion that the conductivity of the ground is quite small. So as
to highlight some of the characteristics of the equations used
here, some of this previous analysis will be repeated here. This
should allow the reader to follow better the subsequent de-
velopments and to allow him to appreciate the limitations to
be placed on the data to be inverted.

To proceed, one has to find approximations to the integrals
in (3), which are valid for a poorly conducting ground. To this
end one notices that

27

cose-a—UdG

Tll =2——1T A od

15

; 2m
Tip = ——f Ucos 0 do
T Jo
where
oo ind
U=f 2J0.()\P) )\e. ™
(iA+hy)i
and

P=vp*+a®-2apcosh .

The function U can now be approximated by noting that

2[2% f‘x,?\ ind
S22 Amag apyan
U=- 1 [8(12 | (D)

p) a3 weihld
+ k2—+——)f Jo(A\P :l
<2ad ad¥/ J, i o(AP) dA

since
ih1=ii\/k§_>\2 k2>)\ on Pi
=—\/7\2—k§ k, <X on Pt

respectively the integrals can be readily evaluated by using re-
sults 2.54, 6.48, and 6.50 of Oberhettinger [8]. By this means
one finds that

U=t = —"— - =
k29d® R Kk

[ 2] s o) s

2, (2 w-0) 6 (2wea)]

on P%, respectively.

Expanding the Bessel functions and neglecting the higher
order terms in both the real and the imaginary terms one has
that

1 k2d <k2 ) 2 7
Un-| -2 (2 R+a) +Z ik, i = k2
[R g I\ Rrd)) £k, Fiqkad
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=q? j e MAT,(\a) Jo(Ap) dX
0

d3

_ 2 [1«3@12 -pr-d)EK) N kK (k) ]
8w(ap)¥2a(1- k%) 2m(ap)t2al’

and k? =4 ap/(d* + (a + p)?), Luke [9] K(k) and E(k) are the
complete ellipitic integrals of the first and second kinds.

p=0

pF*O0

- 27r(ap)3/2(1 - kz) {(l - %kz)E(k)_ (1 - kz)K(k)}

pF0.
Luke [9]:

1
T ~ - 7 [I2 +2il; k3 pa?/15]

S0
af J,(Ap)J; (Na) e M dx

0

I

2a 1.2
ﬂ'k(ap)l/z [(1 2k ) E(k)] 3

The remaining quantities that must be computed are the WM{,
WM,, WN! and WN, factors. Along P*and P"the WM and
WN} terms are easily split into real and imaginary parts by re-
placing the spherical Hankel functions hj, by j, * iy, on Pz,
respectively. Since 1t has been shown that there are no poles
in the spectrum when o, =0, (see p. 325 [6]). We may
expand the factors WM,/WM] and WN,/WN] in power of
ko b. This can be done once the Bessel functions involving
these quantities are also expanded in powers of & b.

The relevant expansions of WM, /WM} and WN, [WN{ are

WM, (k2 b)* j (k3 b)

wMi . () ky b)?
L) iksb) +31{jotka ) - O

p#0.

ks )

4(k, b)°
5

WN,  2(k,b)° 2.
R~ ~-—i(k,b)’ +
WS 2k, byt 31 3 ke D)

Notice that when ¢, =0 the contour of Fig. 2 is replaced by
an integral about the poles of the integrand which are at (k3 b) =
nw,n=1,2, -, Accordingly this resonance response consti-
tutes the first term in the asymptotic expansion. The other
terms still involve integrals about the negative w axis.

Combining the results that we have obtained so far yields
(after writing w=-js in the integrals along the branch cut)
the approximate expression for Vs.

ez totle ) & 1 e i)
2 T 64 jo(ow/iwos o)

4 :{m (kzb)3a311 Ji(ks ) —st
(T2 472 +—F e ds
T A PN

oo bs

4 = _ 4 -
+4—5£ I3b3pk§e“ds+§£ Iga—zk‘z‘e“ds

BRI
t—7
a
[ Jalles B) (I3 +13) ™) ds |
O (kyb)’ja(k3b) +3i jo(ksb) - ((IZZ;)) J1(k3b) S

Here k; has been redefined as &, =~/(ojuo bZs). The bar on
the integral denotes the Cauchy principal value and R (x) de-
notes that only the real part of x is added to Vs.

The integrals in the equation above have been integrated by
Lee [7]. If we set B2=03u0b?, a® =0,/0; we find the fol-
lowing expression for Fs.

o~ 3/.[0b3107T

a? VT piolo
Vs~ —— -
a’g

b_2 4 2

(I12+12)D+ (CATREA

3ueh?
a2

2
+§a3au0[011.]+ C(]% +I§)

+il~‘o£ob

3 I§(02y0b2)2

where

D= Z e_n2nzt/ﬁz, B% = 034007, o’ =0,/05 .
n=1
n4B4
) t7/2:|
+V/Bl(26%) - T(3) BI(3¢°/%)

o2 28]

12407
It was also shown 1n Lee [6] that alternative expressions for J
for 82/t small are

w -8Rt 2.2
e 3B%n
TJ=-2+/718 2. [%5/2

n=1

n

C=

ﬁﬂsl:l g* g* p°
S ot 7t 2T 3
t7?2 (24 72t 160t* 288t
B8691 ﬁlG ]
+ .
302400¢*  552¢%

See (A9) of Lee [6].
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The interpretation of these equations is that the solution
consists of three parts. The first is that due to the transients in
a uniform ground. The second term is the resonant response
of the sphere, and the third term has been interpreted as a series
of waves that cater for the interaction of the resonant currents
and those of the uniform ground. Further discussion of these
equations can be found in Lee [7].

Notice that the derivation of the equations requires that if /
is a typical length, then &,/ must be small. This is equivalent
to requiring that o,uy 1%/t be small. See Lee [7] for further
discussion on this matter. Subject ot this restriction, the ex-
pression can be used as a starting point to develop the remain-
ing necessary equations to allow transient data to be inverted.

As shown by Jupp and Vozoff [3] and other writers on in-
version techniques, all the computer routines start from some
initial set of values that are assumed for the parameters, and
then try to step in the direction of the parameter space that
will best minimize the error between the calculated voltages
and the measured voltages. In order to find the direction for
this step, it is necessary to compute the partial derivatives with
respect to the various parameters of the model. Further, as
shown by Jupp and Vozoff [3], these derivatives are needed
in order to gain a better estimate for the parameters. For
these reasons, expressions must be found for the partial deriva-
tives of V() with respect to the various parameters of the model.
As shown below, these derivatives may be conveniently written
in terms of the derivatives of the quantities I, [, I3, C, J, and
D with respect to the various parameters. Further, in the case
of the functions C, J, and D, it is convenient first to calculate
the derivative of these quantities with respect to & and f.

After many straightforward but tedious differentiations, one
finds that

8J _ Nm _/m 3p°

aB 21‘3/2 4 ts/z

. i e—ﬁ’n’/t 932’12 ) 8B4n4 2n6ﬁ6
= 2t5/2 f7/2 t9/2
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3 [5 76, 9 f 1Lp°

3 72 (24 72 160 2 288 £

8983 g 15ﬁ1°}
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302400 +*  552¢°
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Combining the results of all of the above equations, one learns
that
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Suppose that the voltages are known at the coordinates (x, »)
of a rectangular grid on the ground and the coordinates of the
point directly above the sphere are (x,, ¥o), then

p=V((x - x0)* + (¥~ y0)*)
and
V() _aV(2) (xo - x)
X, - op p

V(D) _ V() (Yo - »)
dyo  dp o

Once the formulas for the derivatives have been found, it is
possible to consider the problem of “inverting” the voltages so
as to obtain the parameters of the assumed model of the ground.
In this case the actual parameters are 0,, 03, b, d, x¢, and y,.

This analysis is completed by ensuring that the inversion
problem discussed here is well posed. To thisend, two consider-
ations must be borne in mind. The first of these is that the data
is about the same. The second is that some consideration has
to be given to the relative sizes of the parameters. Because
the relative range of the parameters is quite large, we have chosen
to use the logarithms of the actual parameters. This also forces
the parameters to be positive, for the exponential function is
always greater than or equal to zero.

Further, since the transient voltages can vary through several
decades, we have decided not to use the actual voltages but the
logarithm of the voltages. The problem therefore is to find
which values of log(0,), log(03), log(b), log(d), log(x,), and
log( y,) will minimize S where

N
S=3 (log (Vi Via))*.
i=1

Here V, is the calculated voltage and V4 is the measured volt-
age or that voltage that would be obtained if measurements were
made over the spherical conductor described above. The sub-
script i denotes the ith value of the voltage which may be due
to a measurement made at a new position or a different time.
There are NV such voltages. Notice that the coordinate system
used has to be placed well away from the center of the anomaly
so that only positive values of x, and y, are used.

The inversion subroutines, written by Dr. D.L.B. Jupp and
described by Jupp and Vozoff [3], require the derivatives of S
with respect to the various parameters. If g; represents any
one of the parameters, 0,5, 03, b, d, Xy, or yo, then
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as

& aV,
dlog g,

N
=25 log (Vf¥g) - —2— .
Z Og(!/ td) Waq]

=1
All the derivatives can be calculated with the aid of the results
given above.

III. RESuLTS

Dr. D.L.B. Jupp’s program allows for a number of different
methods of inversion. The special option used for this study
ensured that the inversions were performed using the normal
Marquardt method. As discussed by Jupp and Vozoff [3], the
inversion scheme regroups the parameters into another set p,
say in such a way that the regrouped set is related to the original
set x, say by the equation

P=5,VTx.

Here S, is the largest singular value of the generalized inverse
of the Jacobian matrix. See Jupp and Vozoff [3] equation
(2.21). The matrix V 1s a matrix that rotates the parameter
space. For all the cases studied here a standard model was used.
This model consisted of a set of data to which a percentage of
random noise could be added and a model which was specified
by a set of parameters for which estimates were available. The
actual value of the parameters, the initial value of the param-
eters given to the computer program and the final values of the
parameters after inversion for the different computer runs are
shown in Table I. The distinguishing quantity for each of the
runs was the level of random Gaussian noise relative to differ-
ent percent levels in the data. The level of that noise is also
shown in the table.

The data to be inverted consisted of the voltages that would
be measured by a circular loop in the vicinity of the sphere. A
given noise level was added to eacn voltage. The acutal posi-
tion of the loop center was controlled by a rectangle of the
coordinates (x, y). The coordinates of the respective vertices
were (100, 400), (300, 400), (300, 150), and (100, 150),
respectively.

The voltage was assumed to be measured within and on the
sides of the rectangle at points that defined a fifty-meter square
grid. At these stations the voltages were assumed to be known
for times of %, 1,2,3,and 4 ms. It is important to recall when
looking at the results that the original parameters ¢ are related
to the x parameter by

x;=log(gy), i=1,6.

TablesII, ITI, and IV summarize the results of the calculations.
These tables show the actual ¥ matrix after inversion, the rela-
tive sizes of the singular values of the Jacobian, and the damp-
ing factors of the various parameters. See equation (2.7.1) of
Jupp and Vozoff [3]. The important thing to notice about the
damping factors and the singular values is their relative sizes.

As shown by Jupp and Vozoff [3] the parameters may be
classed 1nto two groups: those that are well resolved and those
that are poorly resolved. Whether or not a parameter is well
resolved depends upon the noise level of the data and the nor-
malized singular values of the Jacobian. These quantities allow
a damping factor to be assigned to a given parameter or com-
bination of actual parameters. For the inversion techniques
described here, the parameters are well resolved if their damp-
ing factors are well above 0.5 and are poorly resolved if their
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TABLE I
THE INITIAL AND FINAL PARAMETERS FOR THE ASSUMED MODEL FOR
VARIOUS AMOUNTS OF NOISE IN THE DATA

(The radius of the loop 1s 50 m.)

True Value Eatimates Final Values Final Values Final Values
ot ot for 5 0V Nolse for 10% Noise for 0% Noise
9, ool 0 005 ool 0oL ool
o, s 2 50 490 460 4.8
a 100 0 &0 0 100 53 102 39 102 70
b 50 0 00 50 47 51.72 5116
%, 225 0 1%0 ¢ 225 05 224 22 222,21
o 275 0 290 o 274 64 275 79 73 77
TABLE 1I

SINGULAR VALUES, DAMPING FACTORS, AND THE ¥ MATRIX FOR THE
FiNaL MoDEL

(The data had 5-percent noise present.)

Normalized singular values of Jacobian

10 0 901 073 0 241 0 214 0 0327

Danplng factors ( 10 0 per cent level)

099 0 988 0 982 0 854 0821 0 0964

Parameter space eigenvectora (V matrix)

a v oo oN e

log(ql) lnq(q’) lnq(q,) )otz(q.) luq(q‘l loq(q‘)
018
9 150
=0 558
© 808
0 Qo2

-0 005

-0 000
-0 001
0 003
-0 004

-0 001
0 000
0 001

-0 002
1 000
~0 000

log to)
log (9,}
log (8
log tb)

a 862
0 os2
0 468
0 187
-0 0oL
0 oo}

-0 478
0 359
0 658
0.458
0 000

=0,000

-0 119
-0 920
0 192
03
0 000
-0 000

-0 000
-1 000

log lxg)
log (y,)

TABLE III
SINGULAR VALUES, DAMPING FACTORS, AND THE ¥ MATRIX FOR THE
FINAL MODEL

(The data had 10-percent noise present.)

Normalized singular values of Jacobian

10 0 920 0754 0 247 o 24 0 0331
Damping factors( § 0 per cent level)

0 998 0 997 0 99 0 961 0 948 0 304
Parameter spice eigenvectors (V matrix)

logiq ) log(q } loglg )} loglq ) loglq) logl(q }

S 0

1 loglo,) -0 120 -0 000 0 000 -0 88S -0 435 -0 16
2 ogloy) -0 148 © 000 -0 000 -0 036 o 359 -0 921
3 logla) 0 558 -0 002 0 000 -0 436 0 €80 0193
4 logib) -0 808 0 002 -0 000 -0 163 0 468 0 219
s logtx,) 0 600 -0 000 -1 000 -0 000 0 000 -0 000
6 loglyy) -0 003 -1 000 0 000 © 000 0 000 0 000

SINGULAR VALUES, DUMPING FACTORS, AND THE V' MATRIX FOR THE
FinaL MoDEL

(The data had 20-percent noise present.)

Normalized single values of Jacobian

10 © 906 0 835 0 246 0 214 0 0320

Damping factors ( 20 O per cent level)

0 962 0 954 0931 0 603 0 533 0.0262

Parameter space eigenvectors (V matrix)

10g(q,) logta) loglq ) 109(q 1 togtq ) logtq )
0121
0143
-0 569
0 8ol
0 006

0 008

-0 403
0 357
0 688
© 486

-0 000

-0 000

)og(ul)
loglo,)
1log(d)
log(b)
logixg)
loglyy)

o 0ap 0 003
o 001
0 005
0.006

-0 000
1 0co

© 900
0023
0 409
o 150
-0 004
-0 002

-0 115
-0 923
0 189
0 316
0 000
© 000

-0 001
0 005
-0 004
1 000
0.000

& v w oo
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damping factors are 0.5 or less. An inspection of Tables II,
III, and IV shows that only 5 parameters are well resolved for
the model with 5 percent noise and only 4 parameters are
resolved by the time the noise level has reached 20 percent.
This is despite the fact that good estimates have been found for
the parameters of the ground. The suggestion is made, there-
fore, that for the time range considered here other geophysical
data would be required in order to satisfactorily interpret tran-
sient data from a spherical conductor. Further, the fact that
only 5 parameters have been well resolved, even for low noise
data, can be interpreted by saying that the background conduc-
tivity of the ground must be considered in inverting transient
data. The conclusion follows once one notices that once this
quantity has been fixed then there are 5 well-resolved param-
eters among the 5 remaining unknown quantities.

The table for the ¥ matrix allows the interpreter to say some-
thing of the way in which the parameters of the model are
grouped. Just as Jupp and Vozoff [3] have interpreted the
output of their program for the inversion of resistivity data in
terms of lengths and conductivities, we may also do the same.
It should be borne in mind, however, that, although the V
matrix can provide some insight into the problem of parameter
groupings, there is need for experience by a variety of users
before any general rule can be laid down.

In looking at the V matrix one sees that the first parameter
can be interpreted as an increase in the size of the sphere off-
setting a greater depth of burial. The second and third param-
eters are the horizontal coordinates for the center of the sphere
and do not group significantly with any of the other parameters.
This result could have been expected because of the symmetry
of the circular conductor. Also these parameters have the
property that they are invariant with regard to the other param-
eters with respect to translations. Interestingly, these param-
eters would be the best resolved by inspection from the field
data. The fourth parameter of the table is easier to interpret
for it is approximately o3d and suggests that an increase in
background conductivity could be confused with a depth of
burial. A more interesting parameter grouping is that for the
fifth parameter of Table II. That parameter is a combination
of all the parameters of the model, except the x and y coor-
dinates of the sphere. Consequently, it is difficult to interpret
that parameter. This result might also have been anticipated.
The sixth parameter is interesting because its predominant
terms suggest that one should look for a parameter like b/3.

This quantity is quite different from the 2 quantity we have
frequently seen in our equations and its ultimate interpreta-
tion must await further analytical as well as numerical investi-
gations of the problem examined in this paper. Notice that an
increase in the noise level of the data does not substantially
alter this discussion.

The conclusion is that commonly-used inversion schemes can
be used for the inversion of time domain electromagnetic data.
Further, such schemes result in some parameter combinations
which are not easy to interpret. In any case, single loop tran-
sient electromagnetic data obtained at the later stages of the
transient appears to be insufficient to fix all the parameters of
a buried spherical conductor.
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The Detection of Induced Polarization with a
Transient Electromagnetic System

ROGER J. G. LEWIS anD TERRY J LEE

Abstract—The study of two-dimensional TEM models consisting of a
‘linder in a conductive host using measured rock properties show that
3IM surveys are capable of detecting induced polanzation (IP) effects.
case history showing a comparable type of response 1s presented.
1¢ [P effects manifest themselves in extreme cases as negatives in the
sponse and in other cases as anomalously high apparent resistivities.
1e models used allow a study of the variation of responses produced
varying the Cole-Cole constant for the cylinder properties. The
sults suggest that the different parameters produced distinct effects
the response. If the rock properties reported in the literature are cor-
ot, it appears quite feasible to observe IP effects via TEM using an
grounded system. There may also occur a set of negatives in the re-
<onse of a cylinder which are associated with high-conductivity con-
usts and geometrical effects. In the cases studied these two groups
: readily distinguished. IP effects might be interpreted from a family
zero responses (when these occur), apparent resistivity /time sections
by stripping away the host rock response and comparison with a uni-
‘m polarizable ground. There is a great deal of geometrical informa-
n about the scattering body at early times our of reach of many
satemporary mstruments.

I. INTRODUCTION

NDUCED polarization (IP) surveys are widely used in the ex-
ploration for sulphide mineralization The conventional IP
:thod and the magnetic induced polarization method (MIP)
th require that current be passed into the ground via at least

‘Manuscript received January 14, 1983; revised June 27, 1983 This
btk was partially supported by a grant from Peko-Wallsend Limited

®R. J. G. Lewis 15 with the Geology Department, University of Tas-
inia, Hobart, 70001, Australia.

N J. Lee 1s with Geopeko, Division of Peko-Wallsend Operations,
nited, Gordon, N S.W , 2072, Australia

two current electtodes. The traditional IP method requires the
use of other grounded electrodes for potential measurement,
though in MIP these are replaced by a sensitivite magnetometer
and the electrode geometry is selected to maximize electric
flux collection by a conductive body [1]. More recently similar
techniques have been described for the measurement of re-
sistivity by Edwards er al [2]. The possibility of eliminating
the physical connections with the ground completely and the
possibility of achieving an airborne IP system using ent1reiy
electromagentic methods has been recognized for over a decade
[3], [4]. We show that in at least some cased IP effects are
readily detectable in TEM results and indicate certain charac-
teristics of the TEM responses of polarizable bodies that appear
to be of diagnostic value.

Hohmann et al. [3] studied theoretical models at frequencies
below 30 Hz and made field measurements in the range 15-
1500 Hz mn an effort to evaluate the potential of an inductive
IP system. Only amplitude measurements were used and 1t
was shown that the observations could be fitted by simple
structures made up of nonpolarizable materials. The conclu-
sion from this study was that amplitude measurements alone
were unlikely to be of use in determining the presence of an
IP response but the question of the use of phase measurements
was left open. Since that tune, phase measurements with stan-
dard electrical IP have been widely used [S] and further de-
talled measurements of the phase responses of in sttu minerali-
zation have become available [6].

Among the results of Hohmann ef al. [3] 1s an interesting
observation that at the Northern Lights test site the resitivity

0196-2892/84/0100-0069$01.00 © 1984 IEEE
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Fig. 1 Total magnetic intensity profiles across NKW.
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The anomaly between 9900E and 10000E appears to be associated

with the mineralization.

obtammed by conventional and inductive methods differed
significantly This may be an indication of polarization effects
in light of the following discussion on apparent resistivities as
measured with TEM.

There have been suggestions in the literature for some time
that IP effects may manifest themselves as anomalous negative
responses in transient electromagnetic (TEM) measurements
[26]. In this sense, negative is taken to mean 1n the opposite
sign to the TEM response of a single loop system on a uniform
earth of real conductivity [7]. The fact that induced polariza-
tion effects could cause the transient response of a dipole on a
uniform ground to change sign was pointed out by Bhatta-
charyya [8]. Bhattacharyya [9] also gave a discussion of the
significance of displacement currents whose effect are also
equivalent to a complex conductivity.

This possibility for uniform and layered grounds has been
discussed by Morrison et al. [10] who showed that negative
TEM responses could arise in layered structure responses
where extreme IP parameters were present. Rathor [11] con-
sidered the effects of IP properties of uniform grounds on
various geophysical measurements and concluded that the ef-
fects of polarization should be discernable in the field.

It should be noted that the works discussed above have used
conducttvity spectra which differ significantly from the Cole-
Cole model used here.

Lee [12], [13] investigated the effect of polarizable materials
upon TEM responses of a sphere in free space using the mea-
sured properties of rocks as a basis of discussion. This work
showed that the sign of the response would change from nor-
mal to negative with the passing of time. While this result 1s of
interest its application to real cases must be considered doubt-
ful in view of the effect of a conducting host rock upon TEM
responses [14].

The response of a uniform halfspace of polarizable material
has been studied by Lee [15]. These results also show a nega-
tive response at late times and are especially interesting as
some light 1s shed on the subleties of the mathematical basis
for the anomalous TEM effects. Further, these results show
that the late time decay for a polarizable halfspace is at a quite
different rate than that of a ground of real conductivity.

In addition, actual TEM surveys have often produced anom-
alous negative TEM responses where it is known or suspected
that polarizable media are present, e.g., Spies [16].

More recently, Weidelt [17] has shown that single loo,
transient data will be of the same sign for arbitrary structure
provided that the conductivity and magnetic permeability ar
frequency independent.

II. A Case HisToRrRY

To illustrate the type of effect occasionally observed i
actual surveys and long suspected of being due to the presenc
of polarizable material, we present a brief case history from a
area in northern Australia. Here several dnll holes (SD-132
SD-9, etc.) over a negative TEM anomaly have revealed sulphid
mineralisation [27].

The local geology consists of three distinct rock types. Th
oldest is a mineralized quartz staurolite schists overlain by
fine-grained biotite schist. These basement rocks are expose:
through a tectonic window in fine-grained porphyrtic aci
flow rocks or shallow intrusives. The surface exposures ir
clude ironstones and gossans with boxworks. Below the sum
face the gossans contain some cerussite.

The rocks have undergone at least three deformations ane
the sulphides occur as anastomosing veins and stringers, onl
some of which area parallel to the main cleavage. The sulphide
typically make up about 5 percent of the rock and those sarr
pled by shallow drilling are predominantly pyrite.

The mineralization in this case 1s associated with a total fiel»
magnetic anomaly of up to 100 nT peak amplitude. It »
better defined on line 9700N, the line to the north of thae
where the other geophysical measurements were made (Se
Fig. 1). The cause of this anomaly is not clear at present.

An ordinary induced polarization survey reveals resistivit,
and chargeability anomalies in the region of the magneti
anomaly (Fig. 2). The maximum chargeability observed 1n
time slice with mean delay of 780 ms 1s 3.2 percent. The af
parent resistivities are in the range 329 to 20 Q - m.

A TEM survey was conducted on line 9650N using a 1001
comncident Joop and the SIROTEM instrument (Buselli an
O’Neil [18]). Again, the effects of the mineralization ar
quite apparent from the results in Fig. 3 which shows all th
observations. The effects of a grounded fence at 9700E ar
quite apparent and distinct from the effects of the mineral
zation further east. The most interesting feature of the TEM
survey is that the response starts off normally at early time
but becomes negative between channels 3 and 4 (between 1
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Fig. 3. TEM results from NKW. Note that the early and late responses
are essentially normal and greater than the mid-time responses.

1 2.0-ms mean delay) and reaches a maximum negative re-
nse at channel 3 (3.4-ms mean delay) From that time on
: response becomes progressively more positive until at the
west observation time (channel 20, 33.4 ms) the response 1s
‘te normal.
4s will be seen later, the response at 2 ms closely resembles
.t expected from a cylinder in that there is a central positive
h flanking negatives.
K is manifestly apparent that the response is generally less
sr the mineralization than elsewhere and that the decay over
ange of times is more rapid than in the regions away from
mineralization. Both observations are at variance with the
«ple notion of slow decays over conductors.
1 the following sections we show that some features of this
sonse are obtained in theoretical two-dimensional models
«h cylindrical polarizable bodies in a halfspace of real con-
stivity. It is, however, not an exact companson for two
sons. The first is that the field case given is at least 2%-di-
1sional (i.e., the loop used is not two-dimensional though

the body may be) and secondly we are unable to compare the
actual rock properties with those in the numerical models due
to lack of measurements. Indeed, the paucity of detailed
property measurements on Australian rocks will be a major
problem in extending work of this type.

I1I. NUMERICAL MODELS

We have used the theory for a mode-matched solution de-
scribed by Howard [19] to calculate the steady-state electro-
magnetic response of a cylinder 1n a halfspace. The resulting
frequency domain data was transformed to the time domain
by the use of cubic splines [20]. The calculations allow all
the conductivities to be complex so that IP effects can be in-
cluded. The necessity for a frequency-dependent conductivity
to be complex is discussed in Fuller and Ward [21] and Weidelt
[17]. In essence it is a requirement for causality. Other cal-
culations of combined IP-EM effects using complex conduc-
tivities have been presented by Hohmann [22]. In the results
presented here the halfspace resistivity is always real. We have



72

T Rx

N —

Sy
R
Sz
Fig. 4. The basic geometry for all the models discussed here S1 and

S2 are the conductivities which may be arbitrary complex functions
of frequency.
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po/GO = DC values .

m = Chargeability

a = l-m

7 = Time Constant

c = Frequency Dependence

p/0 = Resistivity/Conductivity
KIDD CREEK

(Pelton et al, 1978)
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Fig. 5. The basic formulae of the Cole-Cole model and the values used
for the Kidd Creek parameters

used the well-known Cole~-Cole model [23] to describe the
electrical properties of the cylinder. We have used as a starting
point the actual rock properties measured by Pelton et al. [6]
at the Kidd Creek deposit which may, in the absence of more
extensive data, be taken as respresentative of the properties
of the “massive sulphide™ class of deposits. As it is of interest
to determine which of the four Cole~Cole parameters are re-
sponsible for particular features in the TEM response, we have
studied cases where a single parameter is varied systematically
from the omginal Kidd Creek value. We also study certain
other cases which shed light on the requirements for detecting
the IP effects in a TEM survey and also certain real conduc-
tivity cases which are useful for comparative purposes.

IV. RESULTS

Fig. 4 shows the basic model used for all the cases presented
here. The transmitting loop (TX) 1s modeled by a step current
flowing in two parallel wires, but in opposite directions. The
receiving loop (RX) 1s similarly modeled The actual quantity
calculated is volts per ampere per meter.

We now turn to the cases using measured influced polariza-
tion parameters or limiting cases. The properties of the Cole-
Cole model and the measured values for the Kidd Creek de-
posit are set out in equation (2) of Lee [15] (Fig. 5). First
consider the TEM response of the structure where the cylinder
has the real conductivity given by the zero frequency value of
the Kidd Creek parameters.
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Fig. 6 The response obtained with the standard model using the zerc
frequency Kidd Creek conductivity for the cylinder (6.4 X 1072 s/m)
Here, as 1n all subsequent models the loop width is 25 m, the cylinde.
radius is 50 m and the center of the cylinder is at a depth of 100 m
The background has a real conductivity of 5X 1073 s/m. Here am
elsewhere NVF refers to the number of frequency domain calculations
that were used to produce the transient

Fig 6 shows a typical response where the conductivity con
trast is low, in this case 15.67 The response has a minimun
over the cylinder and a maximum on either s:de Althougl
more type cases should be calculated, 1t appears that a maxt
mum occurs when the loop 1s a little less than the cylinde
depth, removed from the cylinder axis and at moderate times
The corresponding apparent resistivity time section is showr
i Fig 7. Below the line labeled 1 percent, the apparent resis
tivity 1s within that tolerance of the background resistivity The
simplicity and form of the apparent resistivity 1s remarkable.

We next turn to the case when the conductivity of the
cylinder is that obtained from the Kidd Creek parameters a
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“1g. 7. The apparent resistivity-time section corresponding to the case '

shown in Fig. 11. This may be taken as representative of the behavior
of a real conductivity cylinder Below the shaded line the apparent re-
sistivities are within 1 percent of the true resistivity of the halfspace.

ke high-frequency limit (Fig. 8). The resistivity 1s appreciably
swer due to the high chargeability and the general form of the
ssponse 1s as 1n the previous case with the exception of the
rea close to the cylinder axis where negatives occur at early
imes. This negative is produced purely by geometrical and
ssistivity contrast features. This does not contradict the re-
1lts of Weidelt [17] whose proof that negatives cannot arise

.om nonpolarizable materials depends upon the transmutter
eing of fimte dimensions. This is not the case here. The
ccurrence of these types of negatives does not limit the use-
1lness of the model because we will show that they have dif-
s;rent characteristics than those associated with a polarizable

ound.

The use of the actual Kidd Creek properties produces a spec-
vcular change in the isochrons (Fig. 9). The decay is abnor-
vally rapid in the region off the cylinder and indeed goes
sgative 1n the tume range 5.6 to 18 ms. At later times the re-
wonse is of normal polarity. It is thus apparent that we have

produced the gross from of the TEM survey in the case

story outlined above. However, there 1s no central normal
wne as seen in the cylinder cases so the comparison is not
ampletely valid

The waveforms display a combination of the features of
«th the upper and lower frequency limit cases as well as the

3
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Fig. 8. The response obtained when the cylinder has the high frequency
limit of the Kidd Creek parameters (o = 0.77 s/fm). The higher conduc-
tivity contrast produces negatives at early times above the cylinder.

IP effects. In particular the early time negatives seen in the
upper frequency limit case are present here. Fig. 10 shows
the corresponding apparent resistivity time section. There is
a fundamental difference from that of the nonpolarizable
bodies in that a second lobe of high (and sometimes, as here
negative) apparent resistivities appears. The upper part of the
plot has the same general form as that for a nonpolarizable
body but it is compressed into earlier time and somewhat
deformed by the early time response immediately above the
cylinder. The bi-lobed form of the apparent resistivity time
section seems, from the models studied so far, to be quite
diagnostic of the occurrence of IP effects. It 1s also clear that
these effects are very persistent and extend to times too late
to be observed by current instruments. That this is so 1s hardly
surprising. We are entering the time range where ordinary IP
responses are observed and despite the tendency to regard IP
and EM/TEM as distinct topics, they are fundamentally of the
same nature.

It is instructive to examine the region of negatives a little
more closely. In Fig. 11 we plot the time of passage through
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Fig. 9. The response when the cylinder has the Kidd Creek properties.
The zone of negatives (dashed isochrons) reproduces in gross form
the results from NKW. In addition every feature found to be indica-
tive of effects appears in this figure.

zero against the round trip distance from the loop to the
cylinder and back. Fig. 11 shows the coincident transmit/re-
ceive results and there are clearly two populations. A hori-
zontal line connects consecutive zero pairs on the same wave-
form or decay curve. The population on the left-hand side
are the zeros associated with geometrical and conductivity
contrast effects over the cylinder at early times. The right-
hand population are the zero-crossings due to IP effects. In
all the cases we have studied, these populations are quite dis-
tinct. Fig. 12 shows the same plot for the permutations of
13 transmit/receive combinations when we remove the coin-
cident restriction. Clearly the same general “footprint™ pat-
tern is enhanced. In fact, the outlines exactly coincide. How-
ever, in the noncoincident loop cases there are also sign changes
due entirely to the two loop geometry. It is apparent that the
shape of the “footprint”” may be diagnostic in cases.where the
response changes sign.

While is 1t clear that IP effects can produce the type of effect
sought, it 1s also interesting to systematically vary the Cole-
Cole parameters one at a time to see 1n what way the IP effects

APPARENT RESISITIVITY - TIME SECTION
(TX=RX}

CYLINDER R=S0 7=100 St= 005 S$2=tKIDD CREEK) NF=10
LOOPWIDTH=25 CASE P1.

POSITION
150
S Raan

LOG TIME iN MSEC

T

3t
Fig. 10. The apparent resistivity-time section corresponding to Fig. 14.
The occurrence of the late time negative resistivities seems diagnostic

of large IP effects. The bi-lobed form off the cylinder axis is typical
of all the IP cases, though the central negative 1s often absent.
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Fig. 11. The footprint for the Kidd Creek case using only coincident
transmit-receive loops. There are no zeros due to loop geometry in
this case. Points jomned by a line are consecutive zeros in the same
decay curve. There are two distinct zero populations. The lat time
population is assoclated with IP effects.
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“ig. 12. This corresponds to the results in Fig. 17 but includes all the
zeros from the permutations of 13 loops used as transmitters or re-
ceivers. The outline of the IP zero group is the same as obtained in the
previous case. However, there are also zeros due to loop geometry.

hange. If we hold the dc conductivity constant there are
fhree parameters to vary Some results of the variations are as
ollows

. Variation of c (Frequency Dependence)

Fig. 13 shows the response when ¢ =0.25. The reduction in
- has removed the negatives associated with IP effects but the
sochrons are still deformed downwards. In some cases the ex-
<nt of the deformation is about two orders of magnitude.
“pparently with this model the threshold for negative transi-
*ions occurs for a value of ¢ between 0.25 and 0.3

Fig 14 shows the result of increasing ¢ to 0.5. The negative
one extends to a much later time (42 ms) than in the orginal
1odel. As with all the cases showing IP negatives, the negative
alued isochrons are convex upward in the off axis zone while
ke positive isochrons following the negative have the opposite
onvexity.

v. Variation of m {Chargeability)

Since the chargeability m may be more related to conven-
Konal IP measurements than the other parameters, we study
our cases with different values of m.

Increasing m to 0 95 further increases the extent of the nega-
ive response region (Fig. 15).

Decreasing m to 0.85 again changes the response significantly.
‘here 15 a zone of anomalously rapid decays but only a very
nall region where the response is actually negative (Fig. 16).

At m=0.7 the response (Fig. 17) lacks the IP negatives al-
»gether but there are still signs of abnormally rapid decay
‘here the convexity of the isochrons changes in the off axis
one. Also, there are effects corresponding to a resistivity low
ver the cylinder extending to very late times. These charac-
sristics seem to be characteristics of a polarizable cylinder.

LOG RESPONSE IN uV/AM
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T ToC 200
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NF=70 LOGPWIDTH=25 CRASE P2
TOTAL E FIELD ISJICHRONS (TXx=RX)
Fig 13. The response obtained by reducing ¢ to 0.25 but otherwise
using Kidd Creek parameters There are no negatives due to IP effects
but instead a zone of extremely rapid decays.
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300

The response with m = 0.5 appears in many ways “normal”
but there are again anomalous effects over the cyhnder cor-
responding o an apparent resistivity low extending to very
late times (Fig. 18). Thus while the more spectacular effects
of the polarization are absent its presence can still be deduced.

C. Variation of Tau (Time Constant)

The time constant in a loose sense controls the duration of
the IP effects. This 1s certainly true in the case of ordinary IP
surveys (Pelton et al [6]). In the Cole-Cole formulae, tau 1s
always raised to the power ¢, so we use very large variations
to produce appreciable effects.

Increasing tau by a factor of 100 produces the results in
Fig. 19. The effects are dramatic. The response goes negative
at about 10 ms and is only back to normal at 750 ms

Decreasing tau by a factor of 0.01 might be expected to
dramatically reduce the duration of IP effects. Indeed, the
response as shown in Fig. 20 is without the IP family of
negatives.

It is clear that apart from the continuation of disturbances
to very late times, several of the responses of less polarizable
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Fig. 14. The response obtained by using ¢ = 0.50. The size of the nega-
tive response region is greatly increased over that obtained in the
original Kidd Creek case.
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Fig. 15. The response obtained by increasing the chargeability to 0.95
cylinder and in the off axis zone.

(above the Kidd Creek value). Again the negative area is increased.



LEWIS AND LEE- INDUCED POLARIZATION WITH ELECTROMAGNETIC SYSTEM 77

LOG RESPONSE IN uY/AM
X A R

LOG RESPONSE IN oV/AM

eyt 78

N —————— 56
T~ k]
e e e o m el
Feoy e 13
e .
T e e X 237
6o o o 0316
b, e 42
F—-*—N‘,,_“ 562
P 750
A A B
7 09 200 300

DISTANCE FROM CYLINDER AXIS
CYLINDER R=50 7=100 S1= 005 S2=(KC M=.5) NF=70
LOOPWIDTH=25 CASE P8
TOTAL E FIELD [SOCHRONS (TX=RX)

I€ig. 18. The response for m = 0.5. The long persisting effects evident
in all the polarizable models are still present.

bodies appear, in waveform, to be rather “normal”. That may
e so but the IP effects are clearly visible in the apparent resis-
Kivity time sections. To illustrate this we include Fig. 21
«vhich 1s the section obtained when the chargeability 1s re-
luced to 0.5. The apparent resistivity section again has the
zharacteristic bi-lobed form clearly revealing the [P properties
>f the cylinder. It may well be that such effects are present
n many field observations but unless they are sought out they
vould be easily overlooked, particularly in view of the rather
1arrow time window available on most instruments. This
would typically cover just over a quarter of the section used
1ere
It 1s apparent from the above that IP effects are readily
letected by TEM and the question naturally arises. How can
me extract the IP parameters from the results in real surveys?
Jndoubtedly in the cases extreme enough to produce nega-
1ves, a technique based on the analysis of the “footprint” may
we viable. This observation is based on the fact that for all
#ie cases studied here, variations on the characteristics of the
wootprint shown in Fig. 12 were found [25]. Equally, the ap-
arent resistivity section for polarizable bodies 1s of a quite
1agnostic form and might be used. However, in keeping with
onventional [P methods one would like to define an apparent

7%

100 200 300
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NF=70 LOOPWIDTH=25 CRSE P4
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Fig. 19. Increasing tau by a factor of 100 drastically affects the later
time response At the last time (750 ms) the response has returned
to normal. The onset of the negative region seems to be somewhat
delayed in comparison with other cases.

chargeability using comparisons with a umiform ground in the
same way that one defines apparent resistivity. The transient
response of a uniform polarizable ground is described by Lee
[15]. An apt comparison is the case where the ground has the
Kidd Creek properties (Fig. 22). The chief features are the ex-
tra rapid early decay, a change in sign and then an abnormally
slow decay. Reducing the chargeability drastically shows what
may be a more typical situation (Fig 23) The negative transi-
tion 1s shifted towards the end of the operational range of
some nstruments and may pass undetected in noise. Applica-
tions of standard interpretation techniques, such as the de-
termination of apparent resistivity (Lee and Lewis [20]), will
produce errors of up to about an order of magnitude.

The fundamental difficulty in attempting to derive an ap-
parent chargeability is the difference in waveforms between
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3T Fig. 23. Reducing the chargeability of the uniform ground to 0.1
Fig. 21. The apparent resistivity time section for the case m = 0.5. The  move the change in sign into the time range where it could easily be
resistivity low over the cylinder and the lower lobe of high resis- lost in noise and then anomalously rapid decay might pass unremarked
tivities clearly reveal the IP effects. However, most instruments are even though the observed voltages are misleading by about an order
capable of spanning less than half the time range shown here. of magnitude.
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8ig. 24. The secondary E waveform from the cylinder with the Kidd
Creek properties. It 1s more comparable with the uniform polarizable
ground response than the directly observable quantity and might
form the basis of an interpretation scheme where ‘‘apparent” param-
eters are cxtracted. In particular note the abnormally slow decay as
compared with the asymptotic value calculated assuming only modes
0 and 1 exist in the body current system.

he body and ground responses. The ground produces a single
sign transition, the body an ephemeral transition or no transi-
ton at all. The two are basically not comparable. However,
f one strips off the effects of the conductive host and looks

st the secondary field due to the body alone then waveforms
>f a similar character are obtained (Fig. 24) and this might
orm an appropriate basis of comparison. Indeed it would
eem that a complete set of apparent Cole-Cole parameters
aight be produced.

V. CONCLUSIONS

For the model used here there are two groups of negatives
/hich may occur in the TEM response of a cylinder. Cne 1s
ssociated with high conductivity contrasts and geometrical
actors; the other 1s clearly shown by the models to be asso-
1ated with properties of the cylinder.

The common form of the early parts of all the apparent re-
tinity time sections for cylindrical bodies suggests that this is
iagnostic of the body geometry It also suggests that by con-
:ntrating on late times only, instrument designers are remov-
1g a potentially very important class of features from the
:ach of the user.

It must be assumed that sulphide mineralization will show IP
ffects 1n view of the extensive use of conventional IP surveys.
he case history presented strongly suggests that such effects
‘¢ also important in TEM surveys as the gross observed ef-

fects can be reproduced using models with polarization effects.
Indeed, the models presented suggest that IP effects are readily
detected by TEM measurements and that failing to take ac-
count of polanzation effects may result in interpretations
which are orders of magnitude in error. [n particular, estimates
of apparent resistivity are likely to be far too high.

In light of the resuits presented it seems fair to say that at
least there is an urgent need for new interpretation techniques
which can cope with the problems revealed.

The applicability of two-dimensional EM models to the real
world is well known to be fraught with some difficulties as ef-
fects shown by three-dimensional bodies are absent. Accord-
ingly there 1s also great incentive to produce practical 3-D
TEM modeling techniques.

Fmally we agree with the remarks made by Dr. J. R. Wait
that ultimately 1t will be found necessary to untangle IP and
EM responses [26]. Also, the reader should be aware that the
Cole-Cole model is not the only one for as far back as 1954
Dr. Wait suggested that the inverse loss tangent factor could
also be used [28]. Some discussion of dispersive complex
conductivities and permittivities can be found in chapter five
of a book edited by Dr. L. B. Felsen [29].
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THE TRANSIENT ELECTROMAGNETIC
RESPONSE OF A CONDUCTING SPHERE IN
AN IMPERFECTLY CONDUCTING HALF-SPACE*

T. LEE**

ABSTRACT

Leg, T. 1983, The Transient Electromagnetic Response of a Conducting Sphere 1n an Imper-
fectly Conducting Half-Space, Geophysical Prospecting 31, 766-781.

The presence of a conducting environment about a spherical ore body must be con-
sidered when calculating the transient electromagnetic response of the ore body due to a step
current flowing 1n a large circular loop at the earth’s surface. Failure to do this can easily lead
to errors in excess of 10% in numerical calculations. Moreover, there is only a limited time
mterval in which the response of the spherical conductor is easily seen.

In a poorly conducting ground the resonance response of the sphere is the first to be
excited Later, however, the non-resonance or wave-type response is excited. These waves
destructively interfere and finally the response of the sphere decays with time as t~7/2.

For a range of limes and depths the best loop for detecting the sphere has about the
same radius as the sphere.

INTRODUCTION

The purpose of this paper is to extend the results of two earlier papers. In the first a
solution was found for the transient electromagnetic response of a sphere in a
layered ground to a step current that flows in a large loop at the surface of the
ground (Lee 1981). In the second paper Lee (1982) examined the later stages of the
transient response of various conductors.

One criticism of the first paper was that the equations were quite complex and
were not suitable for programming on a minicomputer. Although the equations of
the second paper were quite simple they only described what was happening to the
transient at the later stages. The equations presented here are designed for a com-
puter program to be run on a minicomputer and at the same time describe the
transient for the times commonly used in prospecting.

* Received June 1982, revisions January 1983.
** Peko-Wallsend Operations Ltd, PO Box 217, Gordon, NSW 2072, Australia. CSIRO, Div.
of Mineral Physics, POB 136, North Ryde, NSW 2113, Australa.
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The approach to the analysis begins by noticing that the transient response of a
shere in air has been known for a long time. Moreover, the solution given by
amenetski (1969) and Wait (1951) has a very simple form. The idea is to seek a
>lution for a poorly conducting environment which will reduce (o the simple form
«r the case of a sphere in air.

It should be pointed out that the solution given here does not require that the
shere be placed in a conducting whole space, as was the case with Kaufman (1981).
urther, the solution given here allows the loop to traverse the sphere. Consequent-
, the following analysis allows the geophysicist to compute profiles of the transient
sponse of the sphere.

ANALYSIS

he analysis presented here is aimed at finding a good approximation for the
ansient electromagnetic response of a conducting sphere in a conducting half-
sace (fig. 1). The ground in which the sphere is embedded is excited by a step current
owing in a large circular loop that lies on the surface of the ground. The following
1alysis commences where Lee (1981) ended. The particular feature of the analysis
<esented below is that approximations are found for the equations of the more
:neral analysis that was presented previously. By this means one is able to carry
ut all the requircd integrations analytically.

The overriding concept in the derivation is to obtain an expression for the
ansient voltage which will be valid when o, u, [%/t is about 0.2 or less. Here o, is
«€ conductivity of the host rock, u, the permeability of free space, t 1s time and [ is
« distance from the center of the sphere to the center of the receiving loop. No
striction is placed on the size of the spherical conductor. Before commencing the
1alysis it is worth noting that (1) which follows was produced by mode-matching.

characteristic feature of modes is that they have different spatial characteristics.
«cordingly, we retain some terms in one particular mode that would be neglected

) Kb\ Air
¢=0 - *+

Ground

UZP/,,
S5

Fig 1. Loop traversing a buried sphere.

Q
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in others as being too small. The idea, then, is not just to ensure that the calculatio
is accurate for transients in some places but also to retain as much accuracy :
possible, even when the position of measurement changes.

Suppose that a sphere of conductivity g5, radius b, and permeability u, lies at
depth d in a uniform ground of conductivity ¢,. When a step current of strength I
flows in a loop of radius a and at a distance p from the vertical axis of the sphers
then a transient voltage V(t) will be measured. This voltage may be considered to t
made up of two parts: V(t), the voltage of the uniform ground, that is the voltag
that would be measured when there was no spherical conductor present, and V(¢),
voltage that arises because of the presence of the conducting sphere. Expressions fc
these voltages have been found previously.

From (29) of Lee (1981) one has

V@) = V(o) + W),

where
y = Mo Ioy/n \/(@®0, o) i (=102 + 2)! (‘1202 ﬂo>l+1
» : Ja B+ DIGHI\ 4

. 9o IO\/TC \/(02 fo @°) (Z <a202 #0) _ f’f_(“zaz ﬂo)z + é(azaz .uo>3 . )

t Ja \5\ 4 T\ 4 o\ 4

3ugatly . . (1 WM, 1 WN,
V= f exp(—mot){k—g [Th+ o gt~ e wnt Te2[ do O

(here c indicates that the integral is taken about a path shown in fig. 2),

Im(w)

Py RU{w)

-

Fig 2. Path for the contour integral.
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WM, = bk j, 1(bk3)j,(bk;) — (bk2)in(bk3)s + 1(Dk2),
WM, = bk jy+ 1(bka)ha(bka) — (OK,)j(bka)hy . 1 (BK,),

1
WN, = P [WM,_,(n+ 1)+ nWM, ],
1
WM == [WM}_ (1 + 1) + nWM}, ], @)

k3 =100, 1o,

k3 = iwos po,

_ [® 2iJ,(Ap)I (Aa)Ah, exp (ih,d) dA
Jo ‘(o + h)i ’

(= 20000
Tyy = —————————exp (ih,d) d2,
Tl T thgy P

" 243,(4p)]1(2a)

Ty, = ——————exp (ih,d) d4,
1b J (hy + hy) p (ih,d)
hy = 0 — 22),
hy =14 3)

« writing down these equations displacement currents have been neglected.
To proceed, one first has to find approximations to the integrals in (3). To this
md one notices that

1 [ 0
T11=—J cos § — U df,
2n Jo

ad

1 2n au

Ty, = —— —d

o1 2% J; da 6,
i 2n

T, = m J U cos 6 d6, (4)

IO
Bhere

U J‘ © 21(AP)A exp(ih,d)
o (A + hyi ’

1d

P = /(p* + a* — 2ap cos 0).
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The function U can now be approximated by noting that
218 (= 2 )
U= — k_g I:W J; l—lz exp (h,d)Jo(AP) dA
o o° © exp (1h;d)
2~ 4 - 2ok VA 3
+ <k2 °d 6d3> J; i, Jo(AP) dl:|. (t
Since
thy = +i\/(k3 —4*) for k,>Alon Pt
= —J(A* — k3) for k,<Aion P+,

respectively, the integrals can be readily evaluated by using results 2.54, 6.48, an
6.50 of Oberhettinger (1972). By this means one finds that

2 9 exp (ik, R)

U=+23@ R
222, Yz, (o o\y (ke
_g[kz a*‘ada:":z Jo<2 (R d)>Yo<2 (R+d)>
i [k, k,
i Jo<3 (R — d))%(; (R + d))] (0

on P+, respectively.
Expanding the Bessel functions and neglecting the higher order terms in both tk
real and the imaginary terms one has

1 k%4 k T ik3
Un —| = _222 =2 (R +2ik, Fi— k2d F —2(R% + 249 |. ’
':R 8 1“(4( d)>—31k2 16/ 24¥ 15 ) (

Therefore

4i 1
T, ~ |:If iE k3a311:| s

where

1 a 2na2
I, =——— —df
! 2nda J, R

=a? J exp (—Ad)AT (Aa)Jo(Ap) dA
o

a3

_ [ka(a2 —p? —d)E(k)  kK(K)

for p=0

8m(ap)>2a(l — k?) 27r(ap)1/2a:|’ for px0 ¢
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d
k* = 4ap/(d® + (a + p)’)
uke 1962, p. 316, No. 21), K(k) and E(k) are the complete elliptic integrals of the

st and second kinds;

1
2 ~=13
11 2
4 12>

I, =a? J exp (—Ad)T,(Ap)T,(Au)i d2
0

=0, for p=0

dka?
" 2n(ap)*(1 —

se Luke 1962, p. 316, No. 20),

{(1 K)ER) — (1 — K)KE},  p%0 ®

1 .
T2, ~ — = [1% + 2il4 k3 pa?/15],

I;=u wal(lp)Jl(la) exp (—Ad) dA
0

=0, for p=0

2a
™ kGap

The remaining quantities that must be computed are the factors WM}, WM,
N}, and WN;,. Along P* and P~ the terms WM] and WN} are easily split into
.l and imaginary parts by replacing the spherical Hankel functions h} by j¥iy, on
t, respectively. Since it has been shown that there are no poles in the spectrum
1en o, =0 (see Lee 1981, p. 325), we may expand factors WM,/WM1 and
N,/WN1 in powers of k, b. This can be done once the Bessel functions involving
-ese quantities are also expanded in powers of k, b.

The relevant expansions of WM,/WM} and WN,/WN?! are

WM, (k2 b)j(ks b)

— kK (k) — E(k)], for p=x0. (10)

wM!l ™ . k, b)*
Ly balks )+31<Jo(k3 b -2 5, b))
WN, 2k, b)? o 4(k2 b)5
~ ~ —%ik, b —_
WNL S 2, b 431 Sk b+ (1)

otice that for g, = 0 the contour of fig. 2 1s replaced by an integral about the poles
the integrand at (k3 b) = nm, n = 1, 2, ... Accordingly, this response constitutes the
st term in the asymptotic expansion. The other terms still involve integrals about
< negative w-axis.
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Combining the results that we have obtained so far yields (after writing & = —
in the integrals along the branch cut) the approximate expression

-3 po @’y Eﬁ exp (—iwt) b_3 jz(b\/(iwo'a Ho))
2 ! 6a* Jo(b\/ (iwo; po))

i 4 [® (ky b)’a®l; jy(ks b)
15 at 3jolks b)

(12 + 12) do

exp (—st) ds

5

4 (= 4 [ _p
+E I, b3pk3 exp (—st) ds+§f Igyk‘z‘exp(—st)ds

L PRy Jw iy(ks BY(I? + I2) exp (—st) ds "
® (kyb)

“ k) + 31 (itks )~ 20,00,

Here k, has been redefined as k; = \/(O'J Uo b2s). The bar on the integral denotes ths
Cauchy principal value and R,(x) denotes that only the real part of x is added to ¥V,
The integrals in (13) may now be integrated using the results given in ths
appendix. The terms involving k3 may be integrated with the aid of the definition ¢
the gamma function. The first term in (13) is easily integrated by noting that th
poles are at (k3 b) = nm,n = 1,2, ... If we set B = 05 uob? o = 0,/54, we have

o _ p2,.2 3422 404
y= 2y 3 S| T

+/(MB/2£*2) — T(5/2)8/(3t°) (:

and

2t 2 B3n )
SN :

then we obtain

3uo b1 S
v~ “Oaz—ﬁ"” Z4+1Y) Y exp (—n?n?t/p?) + 2 ‘{f P ”70,2° (0 110 b2)*21,4
n=1
2 po b3
+%°‘3alr‘01011-]'+'3#o CIi + 1)
4 uolyb
+ 5 06/2 I%(O_Z Ho b2)4/2‘ (1

Futher details concerning the functions C and J can be found in the appendir
There the reader will find alternative expressions which are more useful for numer

cal purposes when B2/t 1s small. The details of the integrations that produced thes
quantities are also in this appendix.
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GEOPHYSICS OF THE PROBLEM -

e interesting thing about the final formula is that it enables one to say something
sout the physics of the problem. Such statements generally cannot be made from
rely numerical solutions. To understand the situation, notice that when the sphere
in air no currents can cross its boundary. This is not the case when the sphere is
a conducting environment. The terms, apart from the first, of (17) arise because of
.e conducting environment. In these terms, the function J plays a crucial part. To
aderstand the nature of J it is necessary first to look briefly at a simple model.

It 1s well known that a plane electromagnetic wave striking a two-layered
-ound results in a transient that could be considered as a series of waves that are
Aflected back and forth between the layers (see Kunetz 1972, or Lee 1974). If E
presents the transient electromagnetic field then

E= \Z/THT;”—;’) [1 +2 i " exp (—nzhzaluo/t)], (16)

here

1 =(o) — V(o) + /(02).

‘ere H, is the amplitude of the magnetic field which suddenly drops to zero
ereby causing the waves), t is time, u, is the magnetic permeability, ¢, is the
»nductivity of the top layer and o, the conductivity of the basement, r is a reflec-
.on factor, and h is the thickness of the top layer. Notice that this expression is
uite similar to that for J. The suggested interpretation of J, therefore, is a series of
aves that propagate about the sphere. Interestingly, the series for J can be trans-
«rmed to another by the Poisson transform. The transformed series converges
:pidly and the leading term of the series decays as ¢~ /2. This is the same transform
:at was applied to (18). In that case it was shown that the electric field decayed like
112 (See Lee 1977). When the alternative expression for J (i.e., equation (A.9)) is
nserted into the final expression for V, one finds that at the later stages the term V,
scays like t~7/2.

Lee (1982) showed that this form of the decay can be found if it is assumed that
. the later stages the field within the conductor is the applied field. What is
appening, then, is that the waves are destructively interfering and collapsing to a
:ld that is related to the primary field in a very simple manner. Because these
aves are all over the sphere and destructively interfering, I have called them
«Carmel waves” (after my 18-month-old daughter who sometimes shows similar
shavior in our house). At the same time the natural resonances are also decaying.
Jhat is happening is that the resonant response at first dominates the response of
1e sphere, but with the passage of time the nonresonant response dominates the
ansient. This last point will be substantiated when we come to compute the rela-
ve errors that arise in calculations which neglect the effect of the conducting host
ck.
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NUMERICAL CHECKS

Before presenting some computed results it is worth looking at some checks th:
have been made of the solution. These checks compare computed results from tt
equations above with model measurements and other calculations.

The first point that has to be made is that such comparisons are essentially a»
exercise in trying to reconcile the irreconcilable. The theoretician is well aware of tt
vagaries of the pontifical computer. On the other hand, any good experimenter wi
tell you that one does not just push the buttons. Both are well aware of the almos
uncanny insight that is required to produce reliable results. Consequently, i
examining the following results, one should be aware that all measurements an
experiments are subject to error. This problem is made more acute in our case whe
we compare one result with another.

To be more specific, a 10% error in calculation seemingly can become a 20¢
error on comparison with other results because they too had a 10% error ¢
opposite sign.

Figure 3 shows this last point very well. In that figure we see that the resuln
from the equations given here are close to either a modeled or a calculated resul
There 1s an urgent need, then, for more results from scale-model experiments to t
published so that better checks can be placed on the numerical results.

0-Ol
F 75 m
C [
I $2=0-049| £=100m
75 m
e 0-001
a2 E
£ - $3=0-56
5 C
5 L
a L
v
S r AsymptohcI
> L
Palmer mode! Sphere + 5 space
0-000I (Lee 1974)
0-0000I 1 1 1 ]

] | | 1 ] L
0005 IO 15 2:0 25 30

Time {ms)

Fig. 3. Comparison of the results from the asymptotic solution with those of Palmer (197¢
and Lee (1974).



TRANSIENT EM RESPONSE 775

CALCULATIONS AND CONCLUSIONS

he first set of calculations involves looking at the response of a buried sphere for
arious depths and transmitter loop sizes. These results are shown in figs 4, 5, and 6.
he conclusion is that the best response of the sphere is obtained at the earlier times
sad when the loop size 1s about the same size as the sphere.

It was remarked in the Introduction that it is common to model the transient
ssponse of a spherical ore body by a sphere in air. That is, all the terms of (17) are
;nored except those that arise because of natural resonances. The effect of the host
)¢k is totally ignored.

Strictly speaking, there is always a response from the country rock in the field
seasurements. All the prospector can do is to measure the transient for those tumes
r which the country rock response is small in comparison to that of the ore body.
. is interesting, then, to compute the percentage error incurred by those calcu-
tions that totally neglect this effect. The practical geophysicist might remove the
ackground response by subtracting V, from ¥ and then calculating the relative
Tor. For this reason we have decided to compute the relative error with and
ithout the ¥, term.
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1g 4 Profiles for times of 1, 2, and 3 ms of a 25 m loop traversing a buried sphere. The
wdius of the sphere is 50 m and the depth 75, 100, 125, and 150 m, respectively. The conduc-
vity of the sphere is 2 S/m and that of the ground 0.01 S/m.
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Fig. 5. Profiles for times of 1.0, 2.0, 30, 4.0, and 50 ms of a 50 m loop traversing a burie
sphere. The radius of the sphere is 50 m and the depth 75, 100, 125, and 150 m, respectively,
The conductivity of the sphere 1s 2 S/m and that of the ground 0.01 S/m.

Results for these calculations are shown in figs 7 and 8. The model used for thes
calculations is also shown in these figures. Notice that the errors can easily excees
10% and that there is only a limited time range where the errors are quite small
Moreover, at the later stages of the transient one sees that the effect of the host rocl
is quite significant, even when ¥, has been removed from V. By this stage the
resonant response makes only a small contribution to the transient. This is becauss
at this stage the ore-body response decays like £~ 7/ and can be less than the hos
rock response which decays like t~3/2,

The conclusion to be drawn from the results presented here is that the nature o
the transient electromagnetic response of a sphere in a conducting environment cat
be quite different from that of a similar sphere in free space. Moreover, these
differences in the nature of the response can be significant even when the back
ground 1s only very poorly conducting. The consequence of this is that the transien:
should be measured for those times for which the ore-body response is largest. The
theory presented here allows the geophysicist to know in advance what these time:
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ig. 6. Profiles for times of 1.0, 2.0, 3.0, 4.0, and 5.0 ms of a 100 m loop traversing a buried

«phere The radius of the sphere 1s 50 m and the depth 75, 100, and 125 m, respectively. The
onductivity of the sphere is 2 S/m and that of the ground 0.01 S/m.
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1g. 7. The relative error incurred in the calculation of the transient electromagnetic response
iy neglecting the effect of the host rock. The upper set of curves is for the case when the effect
{ the half-space V, is included in the calculations. The lower set of curves is for the case when
be effect of the half-space V, has been first subtracted from V before the error has been
alculated. The various parameters used for the model are shown in the figure.
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Fig. 8 Some further calculations of the relative errors Here the conductivity of the spher
has been reduced to 2 S/m

are. It would appear, besides, that it is a good idea when prospecting to use a looy
size that is about the same size as the ore body being sought. This choice of looy
size appears o be independent of the depth of burial of the ore body.

APPENDIX
1. The integral J
; =JE°° x3j,(x) exp (—wi) d(u’ Al
0 3jo(x)
x = f/w.
The bar on the integral denotes the Cauchy principal value.
Since
. 3j1(x)
J2(x) = == —Jo(x)
x
one finds that
w 23 043 — ot d
J=J£ X9 o (o da)—f X" exp (—of) do A2
‘ o Jo(x) 0 3

Integrating the first integral by parts and the second by noting the definition of thw
gamma function reduces J to the form given in (3):

J=p3 {% J:O(ln (12 sin (x)|) — In 2x)Ew!’? — tw3?) exp (—wt) dow — I;(tSS//f)}

(A3
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“he term In (2x) 1in the above integral can be evaluated by using result No. 6.36 of
Yberhettinger and Badii (1973, p. 53).
Therefore

J=28 jwln (12 sin (x))Gw*2tw®?) exp (—wt) do + ﬂ}{g ﬂa:’)l;gz/z). A9

The remaining integral can be evaluated by first expanding In (2]sin (x)|) as a
“ourier series (result 1.14 of Oberhettinger 1973, p. 8 and then integrating term by
erm with the aid of result No. 7.78 of Oberhettinger and Badii (1973, p. 66). By this

1eans one finds that

© ( 22t) 3 2.2 4 n4. F52
~ gy 3, SR ) BT

Jotice that the series in (A.5) converges quite rapidly for “large” B2/t, but only
lowly for “small” 2/t. It is possible to find an alternative expression for J which is
wreferable for “small ” %/t. That expression can be derived from (A.3) which may be
/ritten as

2 tS/Z t7/2

B, (A.5)

® g sin x ﬂ3r(5/2)
J=—2 J; 20 P ( > exp (—wt)w’? do — 3572 (A.6)
Jowever,
sin x ® (—1ym2m-1B, .
" < x ) B n; n(2n)! e, (A.7)

dere B,, are the Bernoulli numbers (see Abramowitz and Stegun 1975, p. 75, No.
H.3.71).
Therefore,

Y Z ( l)n 2"/32,,%, (A.8)

vhence, for small ﬂz/t, one has

NAGILR g, B B 964° e
~ : A9
I 24 720 T Te02 T 2882 T 30240064 T 52265 (A-9)

wWe remark in passing that (A.8) may be deduced from (A.5) by the application of the
Poisson transform (Titchmarsh 1937, p. 60).

). The integral C

~ * j2(x) exp (—st) ds
" Rl(L 3x%,(x) + 3i(jolx) — oczle(x))>' (A.10)
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Here
x = /s,
o? = a,/05.

Equation (10) may be approximated by neglecting those terms that contai
powers of o that are greater than the third. Whence

Cx f” a3j,(x)%x3 exp (—st) ds
T o 9i0)Golx) — 207xj,(x)”
The bar on the integral in {A.11) denotes that the Cauchy principal value of th

integral is understood.
Since

(A1

3
a9 = (; 19 —jo(x)),

1

we get
c- J‘°° 3j,(x)x?) () exp (—st) ds 3 o J“” x3j,(x) exp (—st) ds AL2
- o 3io(®)Golx) — 2ax34(x)) 9 Jo Jo(x) '
2 0
[x®e%),(x) exp (—st)]
3Jo( 3jo(x) B2 : 0
0 Jo?
ds — — .
f ﬂ2 3J0(x [as x3,(x) exp (— st):| s 3 (A.138
— X J1( ) ( t 1)
= ex st) ds + « = |J. A1
T A 73 (
Equation (A.14) may be further reduced by the aid of (A.2). One finds that
2t 2 B3n
-\J - . A.lS
e=<|(j:-3p - 15 <
Notice that for small > (A.15) can be further reduced by the aid of (A.9).
By this means one finds that
BB n[ 7 g1 32 [iz 2 B% 2423
= —+— = | A. 16
C~"pn|2160 T ¢ 360 T 14175\ ¢) t @ T159200 (A-16
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«symptotic expansions for transient electromagnetic fields

. Lee*

ABSTRACT

Asymptotic expansions may be derived for transient
electromagnetic (EM) fields. The expansions are valid when
agl?/t1s less than about 0 1 Here /, o, g, and ¢ are the
respective lengths, conductivities, permeabilities of free
space and time

Cases for which asymptotic expansions are presented
include (1) layered grounds, (2) axisymmetric structure,
and (3) two-dimensional (2-D) structures.

In all cases the transient voltage eventually approaches
that of the host medium alone, the ratio of anomalous
response to the half-space response being proportional to
1/¢” Here v 1s equal to 05 for layered structutes and
1 0 for 2-D or 3-D structures.

INTRODUCTION

There are few results available for the transient electromagnetic
M) response of layered structures either with or without -
mogeneities In a review of the literature, Lee (1979) argued
it the treatment of the problem 1s often very simplistic. The
;ult was that many of the published results were confusing
«cause they often disregarded the singularities 1n the spectrum
ien deriving approximations for 1t at the low frequencies. Lee
379) also noted that instruments now exist which will measure
: response at very late stages of the transient. That 1s, those
struments concentrate on the very low-frequency (VLF) con-
at of the spectrum Here we show that by giving careful con-
“eration to the singularities of the spectrum, 1t is possible to
«tain asymptotic expansions for the transient EM processes
These expansions will show that at the very late stages, the
nsient is dominated by the ground without the heterogeneity.
r earlier times the transient 1s sensitive to any heterogeneity
the ground The purpose of this paper 1s to present a way of
ermining how the heterogeneity affects the transient before 1t
Bost 1n the uniform ground response
This study supports the results of Singh (1973) who argued that
s effect of the host rock on the transient must be considered if
ious errors are to be avoided Singh (1973) also noted that, for
<phere 1n a uniformly conducting space, the transient was con- .
lled by a branch cut type of singularity in the spectrum of the
nsient We also show that this 1s the most important singularty |
the spectrum produced by a wide range of geometries.

Kamenetski (1969) also considered the problem of deriving
asymptotic expansions for the transient EM response of various
structures. However, our study goes much further than Kam-
enetski’s (1969) study. In particular we give expressions for the
transient response of layered structures where the basement is
conducting. These expressions show that Kamenetski’s (1969)
model of a conducting overburden is a very poor one. Kamenetski
(1969) also considered the later stages of the transient response
of a spherical conductor However, he only gave expressions for
a conductor in free space As Singh (1973) showed, these ex-
pressions are no longer valid when the conductor 1s 1n a conduct-
Ing environment

Although we restrict our attention to those systems that employ
large loops, it should be noted that the results can be extended 1n
a straightforward manner to other systems. First we consider the
transient response of a layered structure. We first rederive a
result from Kamenetski (1969). However, our treatment 1s more
rigorous 1n that we first show how the analytic properties of the
spectrum have been changed and then give an cxact expression
for the model. Then we show how this expression may be re-
duced by further approximations to that expression from Kam-
enetski (1969). Following this, we consider the problem where
the conductivity of the basement 1s nonzero. There 1t will be
shown that the previous model of a conductive overburden 1s a
very poor one The following two sections treat the problem of
finding the later stages of the transient response of conductors 1n a
conductive environment. The results of these sections are checked
against other numerical solutions

LAYERED STRUCTURES

Morrison et al (1969) gave an expression for the voltage Y
measured by a loop of radius a at a height h above a medium of
n layers It was assumed that a umiform current of I (w)e'®?
flowed in the loop When displacement currents are neglected,
the expression becomes

_ x 71 _—2\h
V= —io azznlf ——— J¢(\a)dA. 1
Po 21z d(\a) 1)
Here Z' 15 found from the backward recurrence relation due to
Wait (1962)

and
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FIG. 1. Geometry for the layered ground.

Z* '+ Ztanhnh,  iepg
J J+1 (] ’
Z, +Z tanh n h, n,

where j=0,1,.. n,n, = V(a2 + 1wo, ko) and o, and
h, are the conductivity and thickness of the jth layer (see Figure 1)
The recurrence relation begins at the nth or basal layer. For
simplicity, all permeabilities have been set to g, the permeability
of free space.

If the spectrum of I(w) 1s Io/(1w), that is, if a step current
flows in the loop, then the transient voltage V (f) 1s

2 < o 1 _-—-2xh
a Ip,OJ‘ J' Ze 9
Vi =—— ————— J4(\a)eP'dp d\ 2
® A e 1(\a)eP dp )

Here we have replaced iw by p The nper integral in equation (2)
can be evaluated by contour integration once the singularities of
Z1/(Z* + Z,) are known

An nspection of the recurrence relation given in equation (1)
shows that there will be no branch cuts in the p-plane pro-
vided the conductivity of the bottom layer i1s zero Alternatively,
if the conductivity of the bottom layer 1s not zero, there 1s a
branch cut because of the term n,, = VA% + po,we. This is the
only branch cut. This can be seen by dividing the numerator and
the denomunator by Z, and then noting that 1n the recurrence rela-
tion the branch cut contributions can only arise because of the
Z’*! term. Only one Z’*! term requires the mtroduction of a
branch cut 1n order to define all the others; 1t occurs when j + 1
equals n This last observation verifies the stated result. One
should note, however, that poles must be allowed for 1n all cases

In the following section we give an asymptotic expansion for
the case where the conductivity of the bottom layer (o ,,) 1s finite,
but here we consider the response of a slab If we take these to-
gether we will see the effect of our gross simplification.

Conducting slab in free space

For a loop resting on a slab of thickness d and conductivity o,
the transient voltage from equation (2) 18

uol 2 f f Kl Jl(za)
Ve
® = 0d3 g OT

sinh mqe®" ds dz

(m? + z%) snh my + 2myz cosh my

©),

Here we have rescaled the partlcular case of equation (2) by the
substitutions T = t/crp,od ,mi=s5+z% and a = a/d, z =
A, and s = oped?p Clearly, there are no branch cuts This
can be seen by noticing that the numerator and the denominaton
can both be expanded in odd powers of m; On cancelling ar.
m, term, one finds an expression in even powers of my. Since
there are only poles, the s-integration can be evaluated by contoun
integration once the locations of the poles are known

Jaeger (1959) showed that the roots of tan (a x) = 2xz,
(2% — x®) are all real Wrting m; = 1 x, the equation for the
poles becomes

—(z% — x?) sin(x) + 2zx cos(x) = 0 (4

Comparing equation (4) with that of Jaeger (1959), we see tha
x must be real. Further, an asymptotic expansion for these zero.
can be found by McMahon’s method (McMahon, 1894) Thr
method yields

=B+22/B—<§23+422>/B3+(%Zs

16
+?z4+ 1623>/85,n=0
and

xo=VzV2—z/3-2%2/90 =~ V2:[1 - 1/(122)] (5

Here B=nw,n=1,2. .

Equation (5) can be checked against Jaeger’s (1959) table. Th
results for z = 0.2 are shown in Table 1 The table shows tham
provided z is less than 0.2, only the first two terms of equatio
(4) are needed to specify the position of the poles

If S, 1s the value of s at the nth pole, then

2 x
wola® - 2w J’ 2
Vi) = ——— Ji(za)]* -
® ropad® g [J1(ze))]
(S, — 2)%4z5,¢°7dz
0 28,2% + 228, — 2% — 5% — 4

]
—Z‘l’ E

For large 1,
2 x
wlga -217[
Vi) = — ——— J1(za)]?z e72%74
® roped® ) [(ViGzo)]°z e z
—I opedal?
_ L, [L} «
(Tod 2t

This 1s the result given by Kamenetski (1968), who derived it t
1ignoring the singularities of the spectrum In the next sectic
we show how this procedure leads to errors in estimation .
later stages of the transient response of a conductive overburde
The errors arise because a branch cut in the spectrum was r
placed by a series of poles We will also see that the anomalo.
field decays as ¢ 2 and not +*

Layered structures—Conducting base

We now return to equation (2) and attempt to approximate t
integral with respect to p. This time we will not assume that t
basement is nonconducting The model being considered then
a layered ground.

The p ntegral in equation (2) can be evaluated by deformi:



path of ntegration about the branch pomnt at p = —\Z%/
o) = po and around the poles in the left hand side of
complex p-plane (Figure 2). This yields

V(f) = 11 + 12.

e I, 1s the contribution from the sum of the integrals about
poles and I3 1s the integral about the branch pomnt (Figure 1)
«nce V 1s causal and V() 1s real, then if there 1s a pole at

- pn, there 1s also one at the complex comugate of p,
um, 1976, p. 134). Notice also that the real part of p, must
less than zero so as to have decaying transients at the later
res This 1s i contrast to the contribution from the branch cut
ch can result 1n a zero argument in the exponential term For
, reason the following asymptotic expansion is derived using
4 the contribution from I That is, for large ¢,

:ently Mahmoud et al (1979) evaluated the transient EM fields
a vertical magnetic dipole on a two-layer earth by contour
:gration They gave numerical evidence which showed that
he later stages it was the integral about the branch cut that
e the most important contribution.

¥nting s = A2/(o, ko) + p, h = O in equation (2) yields
e—)\zt/(cnp.o) +stzl (S)

Z1(s) + Zo(s)

Ioa® o f f
]

0 "¢

)= -

- J1(\a)?ds d\ (8)

‘e ¢ denotes the path of integration that begins at minus nfintty
>w the negative s-axis, passes around the origin, and returns
ninus infinity above the negative s-axis Thus the effect of the
abstitution has been to translate the branch point p, of the
lane to the origin of the s-plane.

since Z1(s)/[Z1(s) + Zo(s)] is bounded, 1t follows from
ation (8) that the domnant contribution to V(¢) for large ¢
1es from small values of A and s For this reason we next
and Z*(s)/[Z (s) + Zo(s)] for small values of s and N After
roximating tan (x) by x, we learn that

Z(s) _ 1

{(8) + Zo(s)

:quation (9), ©)

A+ V(so,pe + A2)d + 250, pga — 2020

Lee

Im(P)

Po RC(P)

|

FIG. 2. Path for contour integration Any poles are 1gnored

Table 1. Comparison of the roots of (z* — x?) sin x + 2zx cos x = 0,
which are estimated from equation (5), with those published by Jaeger
(1959).

n x, Jaeger X, estimated
0 06222 06219
1 3 2640 32689
2 6 3462 6 3468
3 9 4670 9 4672
4 12.5982 12 5982
5 15 7334 15 7334

The first term in the asymptotic expansion of V(f) can be
found as follows First, write R = Ax, then expand the resulting
x mtegral m powers of x times 1/(1 + x2). Second, expand
the Bessel functions 1n powers of « and mtegtate the N tegral by
using the results of Lee and Lewis [1979, equation (13)] This

shows that
[1 - > (- 20) \/7] (12)

T =1t/(0, o). For a two-layer ground, the equation agrees
with the one given by Kaufman [1979, equation (37)], when his
musprint had been corrected.

Because of the approximations, equation (12) 1s only valid
when every (20Lq/¢ is much less than 1. Here / are the var-
1ous lengths 1n the model and o the various conductivities

a*polo Ve
Vi) ~ — a polo VT
Onlo2oT2

_ l E":’ h,o, As a check on the accuracy of equatior (12), we have computed
2,27 op the transient response of a layered structure in two ways first,
th this approximation one obtains an approximation for
). In fact,
2 - 2286 )+t 2
a®pol e nPOTS T (Na
Vi) = — 0 J’ f 1 ) ds d\ (10)
1 0 %c A+ V(so,mo + A)d + 2as0,pme — 27\ 20
itng s = R%¢'™/(opLo) and s = R%2e™*"/(o, o) on the
ser and lower paths of the ¢ integral yields
a®poly (% [ 2 -R2
Vi) = ——— e o png) —R4tang) Jy (7\(1)2
Onlol
[ 2R 2k dR d\ 1
A+ R + A%d — 2aR? — 2220 A — R + A\%d — 2aR? — 2\2a (an

"‘4(1 }Lolo

—)\ o ppng)— -R2 t/(crnp.o)l1 ()\a)2R2dR d\

Jh

Onlo (R + )\2

— 2aR?% — 27\%0)? + R?
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Table 2. Comparison of the calculated transient voltages for a layered
ground. The asymptotic value was obtained by using equation (12).
The other values were obtained by using the results of Lee and Lewis
(1974).

t

(msec)  Asymptotic X102 (volts/amp)  Calculated X 102 (volts/amp)

01 3650 927
02 457 250
03 135 958
0.4 57 4 58
05 292 252
06 1.69 152
07 1 06 0984
08 0713 0672
09 0 501 0477
10 0.365 0 350

by using the exact method as given by Lee and Lewis {1974), and
second, by using equation (12) The results are given 1n Table 2.

Table 2 is for a three-layer ground with the top and basal
layers of coanductivity 0 025 S/m The conductivity of the middle
layer is S/m. The thickness of the top and middle layers are
10 and 5 m, respectively. The radius of the loop 1s 100 m. Equa-
tion (12) consists of two terms, the first of which 15 the asymptotic
expansion of the transient EM field for a loop on a half-space
whose conductivity 1s the same as the basal layer For the model
chosen this conductivity 1s the same as the top layer. In this case,
the secondary term which Lee and Lewis (1974) calculated 1s
the second term 1n equation (12) This 1s the quantity computed
in Table 2. The conclusion from the table 1s that equation (12) 15
correct under the conditions stated The slight decrease in accuracy

r=a
YANYY
e ar
ground

FIG 3. Geometry for the axisymmetric structures The particular
case shown here 1s tor a sphere

at the later stages is due to a shght inaccuracy n the compute
program. Another poimnt to be noted 1s that a two-layer groun.
with a thin top layer and resistive basement will be difficult t
calculate by the method of Lee and Lewis (1974) because th:
secondary term of equation (12) 1s almost Lee and Lewis’s pri
mary term but of opposite sign. This 1s why curve 1 of Figure -
of that paper diverges from curve 5 at the later stages, 1 e., ther
is an increase in errors. However, formula (12) provides
means of overcoming this difficulty

A comparison of equation (12) with equation (6) shows th
effect of approximating a conductive overburden by a conductin
slab. The equations are quite different. The result given 1n eque
tion (12) should be used. Equations (6) and (12), then, show th:
errors can easily arise 1n asymptotic representation of transier
processes when insufficient care 1s paid to the singularities 1
the contmued spectrum

AXISYMMETRIC STRUCTURES

The integral equation describing the electric field E(r
produced by a current of I (w) ¢** flowing 1n a loop of radms a or
half-space in which there 1s an axial symmetric conductor who
axis coincides with the axis of the loop 1s

= = k2K —_
E=E+ = EG dv! (1
wpo ‘vl
Here
— w *
G=- ‘“’f TN Ty () -
2 7
. L‘"l'”” PR neraty | Ad)\
ny + A ny ’ o
— 1opela (© ng—A| A
El=—_if Jl()\r)Jl()\a)e_"lz l:l + L ]—6
0 ny + A niy
and

ng=Vv A%+ iwpgo, ka = 100, Lo

[Lee, 1975, equation (4)] The geometry 1s shown 1n Figure 3

In these equations E'{r, z) 1s the incident electric field a
the cylindrical coordinates (r, z, &) are arranged such that t
origin is at the center of the loop and the z-axis 1s directed p»
pendicular to the ground’s surface, positive within the grour
The primes on V., r, and z denote the variables of integration ov
volume V of the inhomogeneity. The conductivity of the
homogeneity 1s oz All permeabilities have been set equal
Lo, the permeability of free space Note from Figure 3 t*
because of the axial symmetry of the geometry, there 1s ot
an angular component for the Green’s function and the elect
field Consequently, the ¢ integration m equation (13) may
readily evaluated to yield a factor 24 rt

The function r'G has a simple interpretation It represe
the electric field produced by a horizontal loop of radius
The depth to the center of the loop is z*, and a current of ¢
ampere flows 1n the loop.

The previous section shows that in order to derive use
asymptotic expansions, it 1s necessary to pay particular attent
to the singularities of the spectrum. An nspection of equat
(13) suggests attempting to solve 1t for small kj2 by a N»
mann series. We also have seen that branch points
spectrum of E are crucial in determining the asymptotic expansie
Provided this singularity 1s preserved, we may try radical appro



]

ations of the functions being integrated In a previous study,

e (1975) found that in the mode matched solution, for the
wticular case where the body 15 a sphere, the off-diagonal
ements of the scattering matrix could be neglected. In other
ords, for the time domain problem discussed here the secondary
rm 1n the Green’s function could be neglected These observa-
s suggest that within the integration over the structure we
place E by E} and G by G where

G, =— % f: JL AR (Ar') e 12 %d}"
_ o f% e 1171 cos ¢, ddy,
4w Jy Ry
£y = - 2Bl TR s aaemiea,
2 o M
_ _ lopodl fzw cos ¢ge 172 ddy,
4w Yy Ry
Ry=Viz =2 +r® 4> =2 cos by,

Ry = \/(22 + r'2 4+ a? — 2ar' cos d3).

1ese approximations still retain the branch cut i the spectrum
E in the complex w-plane This cut runs along the positive
laginery w-axis.

If a current of Iye*®!/(iw) flows n the loop, then the re-
lting transient electric field 1s approximately E (r) where

- 1 Et rl, ZI G rl, Z'
E@) = B + 2 an 10, 21)G1 (", )
2T A7 14
- ePldp dA (14)
;e p = 1w,

The integral 1n equation (14) may be simplified by integrating
out the branch cut in the same way as equation (10) After
aluating this integral, one finds that

1 _ 2w 27w
B0 = £ + B2 0 [T g o gy
161T g1 A "0 (1)
« cos ¢poddodA’,
d

r'aRy + Ry) 1 <(R1 + Ry)? >
RiRy 4V/m O1po™? 27

F@) =

. em Ry +R2)2/(4’T),

(15)

dr=1t/(o)po)
Because (R} + R2)/(47t) 1s much less than unity at the
er stages

' Ry + Ro)7 92 [5 [(R; + Ry)?
F(t)xra[(l 2)7 __((1 2))_3]
RiRa | aVimoip 4 T
(16)
mséquently,
2 '
I g2 — O T 5r'aVm
f) =~ EHt) — oP«o( 2 1) .

)

0

772
16w20? 87"

Lee

Table 3. Comparison of the calculated voltages for a spherical con-
ductor in half space. The V, was obtained by using equation (I8)
and V. was obtained by a mode-matching solution (Lee, 1975).

t

(msec) V. (volts/amp X 10%) Vq(volts/amp X 10%)
1 2.81 242
15 089 087
20 040 043
25 0.22 023
30 013 0.14
3.5 009 0 094

’

ar' rr
-(R— N R—) cos & d dA (17)
1 2

In equation (17), the ¢ integrations have been simplified and n
Ry and Ry we have set ¢; = ¢3 = ¢ Consequently,

Iolog — o 5r'amwd?
E@) ~E -2 ;’6( z J o B 9d A",
7o N T
where
H(r 2 2ar' 1
r,z) = .
™ \/(z -2V 4 (r+r)?
K 2\/ s : (18)
' (z—=2)+ (r+r")?

2rr’ 1 ar'
e K2\ =]
T V% 4 (r + a)? 254+ r)

Here K (k) 1s the complete elliptic integral of the first kind of
modulus k. This function may be calculated easily by the de-
scending Landen’s transformation [see Abramowitz and Stegun,
1965, p. 5971. To calculate the magnetic fields, the derivative
of the elliptic integral is required. Note that

d
2% K@ = [E® — (1~ kDK®]/Tk(1 = k)],
Here E (k) 1s the elliptic integral of the second kind,

Few results are available for the transient response of structures
of the type discussed above. One structure which has been studied
1s a sphere (Lee, 1975). It 1s these results which we must use to
check equation (18)

If the sphere is of radius b and 1s at depth k& beneath the loop,
then equation (18) reduces to

— lpa(og — oy)ar b® [(if N (i>3j| L 19)
77/20’12\/; 96 Py Pa
where
Py=Vr?+ (z - h)?,
and
Py = Vi ¥ i

The easiest way to derive equation (19) 1s to expand 1/R; and
1/Ry of equation (17) 1n terms of Legendre functions and then
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effect the integrations by using the addition formulas for Legendre
functions.

Equation (19) is the first term of an asymptotic expansion
which has previously been given by Thio [1977, equation (7.3-19)].
Thio obtained his series by finding the asymptotic expansion of
an exact solution to equation (13) For the case of a coincident
loop prospecting system, the transient voltage is approximated by

la(os — o1) V7 a*b®
24 77/2012P23

V) = vi@) — (20)
This equation may be used to check equation (18)

Table 3 shows the result of calculating the transient response
of a sphere in two different ways. The first way is to use the
method of Lee (1975), and the second way is to use equation (20)
For this calculation the first term 1n the approximation to Vi (r)
was also used. That 1s,

Vi) = 21)

20¢ t

[Lee and Lew:s, 1974, equation (14)]. For the model, the radius
of the loop and the sphere was 75 m and the depth to the center
of the sphere 1s 100 m The conductivities of the ground and the
sphere are 0.049 and 0.56 S/m, respectively. As Table 3 shows,
results derived from equation (18) can be 1n excellent agreement
with those of other less approximate methods provided oy pol2/t
is much less than unity. For example, when ¢ = 3.5 msec, the
percentage error is about 4 percent and o wol2/t 1s about 0.1

—alypoVm (01 P«002>3/2

TWO-DIMENSIONAL STRUCTURES

The method given in the previous section can be used to obtain
asymptotic expansions for the transient response of two-
dimensional (2-D) structures. The 1dea is to approximate the

<o

& A
¥ 2o Q;J

Oz

&

FIG. 4. Geometry for the 2-D structures The particular case shown
here 1s for an elliptic cylinder.

sending and receiving loops by a pair of wires The mtegr:
equation to be solved is

E=E+4- k)| EGar, @
A
where
— wkol [T cos AN(x — xy)e ™17
= — Ko J’ ( 1) dan,
us 0 ny + A
G =— _1_j [ue—ﬂl(z“**zl) + e—nllz—z1|:| .
2w Jg Lng A
cos A(x — x!
CosAx =X)L
n
ny = VA% + iopgoy,
and

2 _
ki = 1opg0y,

[Hohmann (1971), Wait (1962)]. Again the z-axis 1s directed 1r
the ground. The conductivities of the ground and inhomogene
are o; and og, respectively All the permeabilities have be
set to wo, and displacement currents have been neglected Equ
tion (22) is for a sumple line source which 1s on the earth’s st
face at (xq, 0) (see Figure 4 which shows an elliptical conducto

Howard (1972) solved equation (22) for the particular ce
where the conductor 1s a cylinder. The method used was mo
matching, and one result was that the scattering matrix w
diagonally dominant. Consequently, we can use an argum
analogous to that used in the previous section to approxim:
the unknown field by

E=E'+ (k—kd f E. G, dA,
A

- iopoly )
Ey = - — " Ko(kiR1), ¥
27
— 1
Gi1 = — —Ky(k1R),
2T
where
R, = \/2’2 + (x; — %)%,
and

R = \/(z’ — 2%+ (x — x")2

We have neglected the secondary terms in the Green’s functi
and 1n the approximation of E in the mtegral. A further simg
fication was evaluating the mntegrals mvolved in the primary ter
in terms of the modified Bessel function K

Suppose that the signal 1s transmitted by two wires which .
at (xg, 0) and (x3, 0) and received as the difference 1n -
electric field E between (x1, z1) and (x4, z4) Note that the
cerved voltage 1s simply AE M, where M 1s the length of .
recerving wires If the spectrum of I (w) is /¢/(1w), then the tr:
sient signal at the later stages AE () can be found by conte
integration. Agamn we have to integrate about a cut along !
positive imagmary w-axis. The details are quite straightforwe
and the results are given n equation (24)

(o2 — o) pilo

AE(®) = AE*()) + =

L' H(R1, Ry)
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— H(Ry, R3) — H(Ry4, Ry) + H(Ry, R3)dA’ (24) sin n@
‘ - (e™""3 cos nfz — e "*2 cos nBy) cosh np + .
Here -
R=Vu' —x)2+ @ -2)%1=1,273
( *1) (¢ )% 023, 4, - (€73 sin nBz — e "2 s nby) sinh np | ¢ dp 4. (29a)
zy =z23=0,
T (F Multiplying the bracketed terms and integrating yields
HRGR) =T [ e Lo eV e Yo Varig)
A o
_ (@2 =01) 5 .5 23
+ Jo(R; Vo1 o) Yo(RI VG o) dz AR AR = e Molob or [P — wy)
23 — o o
-+ ai El_ €_(R?+RJZ)01"0/(4”KO[R1RJ0‘1 }Lo/(?.t)] + I5° (e ™4 cos 04 — e ™1 cos 61)
bt + 133 (e "4 s 04 — e ™1 sm 0,)
Equation (24) can be simplified for a fimte structure by using + I3 (e7?*4 cos 204 — e 21 cos 26,),/2
approximations for the exponential and Bessel functions of + 12 (e72%4 cos 30, — e 21 cos 36,)/3

small argument These approximations reduce equation (24) to
+ IE3(e7®*4 s1n 30, — ¢~ 3*1 5in 36,)/3
. (o2 — 01) polo 2rp2 _ p2 “ o

AE(D) = AE'() —————5 3 | o1nsl(Rz — R3)- + 11 (g — pg) + I5*(e "3 cos 83 — ¢ #2 cos 03)
A

32 w2
+ 14 (,—13 o TP
In(R1/Ry) + (R% = RE = R2) In (Ra/R;)]dA’ 25) f5°(e 753 sin B — &7% sin 0)
14 ,—2pg3 —_ o, 2pg
Equation (25) can be simplified for one useful geologic model, e cos 265 — e cos 202)/2
an elliptic cylinder + It (e 7338 cos 303 — ¢ 73%2 cos 30,)/3
When all the wires are at the earth’s surface, + 154 (733 s 305 — e~3m2 g 36)/3], (29b)
2 2 '
Ry =R =a, +Byx’, where
where o o
y — —U - Y
o, = x% - sz, 19 sinh w* cosh p* szgn,
and b,
By = — 2(x, — x) (26) 1= —gi (sinh p* cosh w* + sinh®pu* cosh w*
y 3 j/e
Suppose that the center of the elliptic cylinder is at (0, zg) and + cosh®w* sinh w*)
that 1ts major and minor axes are v and £, respectively In add:-
byy (mE . E'n  n'E
tion, the major axis dips to the left at an angle ¢ (see Figure 4 by <“_ + sm + | )
where only one wire 1s shown) For convenience we choose a 8 b? b* bt
new system of coordmates (x, z) that are aligned with the major bS
and munor axes of the cylinder In terms of these coordinates, Y=— (sinh® p* cosh p* + cosh®p* siph p*
3 8 [
8
x'=xcos ¢ + zsm o, . . N
7zg—2' =xsind — zcos (27) — sinh p* cosh p*)
3 3
If we put y, = By cos & and &, = —,, sin ¢, then = by, <§_1]_ + n°g - g'ﬂ)
8 b4 4 ’
RE—RZ= oy + vy — By, (28) b
=-p
Now choose a third set of coordinates so that the surface of the 4 1
ellipse 1s easy to define. We transform (x, z) to elliptic cylinder 1‘; = —Ig,
coordinates by the substitutions x = b cosh p cos 0, and and
z = —bsmh w sin 0. The surface of the elliptic cylinder 1s
now at p. = w* and the pomnts (x;, z;) become (u,, 6,). Ilé =- 1’;
With these changes equation (25) becomes
((’-2 - 01) 3 2 Zmorex 2 2
AE(r) = AE'(t) — ———=— uolo(o1b%) [cosh®p — cos“0] -
16’Tf2f3 0 0
S cos nb
: {[(123 + byag cosh p cos 6 + bdgz sinh . sin 0] l:p,l — g t2 E nn
n=1
sin no
- (e7""4 cos n4 — e "1 cos n0y) cosh np +
- (e7"*4 cos nBy — e "1 51in nO;) sinh np.]
S cos nb
+ [y14 + by14 cosh p cos 6 + 5314 sinh @ sin 0] |:|.L2 —p3 +2 Z " .
n=1
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For computing purposes, note that

cos §, = 51; (\/(xl + bcos d)2 + (zg + b sin d)?
- \/(x, — bcos d)? + (zg — b sin $)?),
cosh p, = ﬁ (\/(x, + b cos 8)2 + (z¢ + b sin ¢)?
+ \/(x, — beos )2 + (zo — b sm $)?),
and
b=Vn?—¢2 (30)

It is interesting to reduce the ellipse to a circle This reduction
can be achieved by allowing & to approach m This happens
when w* becomes large If the radius is to remain finite, then
b must also become small. If a 1s the radius of the circle, then
for small b and large p* we obtain

2
Iu=aia_.
12 e
=2t @
2T o4 pt
bs, a*
Iy=—*—,
4 b
“» b 0 al @a1)
eh=————,cos0 = ——
Vx? 4 ;2 Vx? + 72

With these results one finds that

AE = AE*

X4 X1 ayea’ x5 + yi
N2 22t In 2 2
xg+tyd  xt i 2 x3 + y3

+E< at B ) (32)
s \Feq gl

Here [ is the distance between the transmitting wires; 1t 1s also
the distance between the receiving wires. Equation (32) 1s what
we would obtain if we had derived the first term of an asymptotic
expansion by integrating about the same branch cut but using
Howard’s (1972) exact expression for the electric field

To evaluate the equations of this section, one requires AE" (f)
to be known This quantity can easily be obtained from the
results of Lewis and Lee (1980). In fact,

. ____El(t) = Ei(t, x1, x3) — E{(t, x1, x3) — E{(t, x4, x2)

+ Ei(t, x4, x3),

_Toogpo

Eit, x,, x,) =
e 4toqm

[41/ (0110 (e — x))]

[1 — emo1rot,—=)?40]  (33)

(02 — o) lopdoy [agsa” I /Xf + 51 4 la*
_ n .
8w 2 X2+ y3 4

DISCUSSION

The main results of this paper are 1n equations (6), (12), (18n
(25) and (29). Some of these equations were reduced to particula
cases, and numerical results derived from these cases wer
favorably compared with the results derived from more exac
methods Good agreement was obtamned when [2¢ o/t wa
much less than unity. In the examples given, this quantity wa
about 0.1. While the Neumann series solution can be used t
solve the 3-D problem formally, this was not done because ne
results were available to check the approximations.

Some particular features of the equations should be noted. I
all cases the asymptotic expansion for the transient voltage:
consists of two terms, the first of these terms 1s the same as woulc
be obtained 1if it were assumed that the ground was a half-space
The conductivity of this half-space 1s the same as the half-space
in the original problem A feature of the second term 1s that 1
decays more rapidly than the first term Consequently, the
frequently heard statement that the later stages of the transien
are due to the underlying conductor is misleading Note that very
late stages are not suitable for determining the parameters o
the buried conductors

For the case of layered structures, one finds that the late
stages depend upon only two parameters These are the con
ductivity of the lower half-space and the parameter

n—1
2 hl(l - Gt/cn)-
1=1

Here h, is the thickness of the ith layer, o, 1s the con
ductivity of the ith layer, and 8, is the conductivity of the
bottom layer. Thus, many structures are equivalent at the late;
stages

In deniving the results of this paper great attention had to be
paid to the singularities 1 the spectrum of the transient EM
field The example of approximating a layered structure by :
conducting slab shows that the approximation breaks down be
cause the approximate spectrum has quite different singulartie:
from the original spectrum.

The results show that 1n order to be able to derive all the param
eters for a geologic model, one must be able to calculate the
field at the earlier stages However, the above results can be
used to help verify the results of more exact formulations.
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The Two-dimensional Green’s
Function for Electromagnetic
Scattering

T. J. Lee

Geopeko
P.O. Box 217

Key words electromagnetic, scattering, modelling, Green's function,
two-dimensional

Abstract

The usual integral form for the two-dimensional Green's
function (a cosine transform) is evaluated in closed form.
This alternative form is particularly useful when calculations
have to be performed on a mini-computer.

1. Introduction

Because the number of mining companies owning mini-
computers has increased, there is a corresponding increase
in interest in the modelling of electromagnetic fields. A
particular scheme for modelling the scattering of electro-
magnetic fields has been described by Hohmann (1971).
The basis of the scheme is the solution of an integral
equation, and to that end a Green's function must be
evaluated many times. A particular feature of the Green’s
function is that it is the cosine transform of a function
which depends on the vertical distance of a buried line
source. In fact, the Green’s function is also used to describe
the electromagnetic fields about a line source. Because of
the oscillating nature of the cosine function, the numerical
integrations are slow and often inaccurate. The inaccuracies
arise because it is usual to integrate between successive
zeros of the cosine function and then to add all the terms
together. The point is that when such a calculation is
performed on a mini-computer, errors can arise because of
numerical ‘round-off’. The purpose of this paper s to pre-
sent closed form expressions for the electric and magnetic
Green’s functions. By such means it is possible to avoid the
problems mentioned above.

2. Electric Green’s Function

The function used by Hohmann is G(x!,z!:x,z) and it is
defined by eqn 1:

G = ~9Ho j’ [(m —ngleE*2) 4 gy IZ_III]COS(MX_XI )dA
0

2m {n;+nq) " (1)

Here an e'“! time dependence has been assumed; the point
(x',z') represents the source point while the point (x,z)
denotes the position at which the function is to be
evaluated. See Fig. 1.

Gordon, N.S.W. 2072

= VIN+HiE),  no = VIX+E)

2
I

2 _ 2
kq 1Mo 01 —W" U €

k2 = —(4)2H.0€0

=]
|

The conductivity and permittivity of the ground are 0; and
€, respectively. The permittivity of the air is o and all per-
meabilities have been assumed to be the same as for free

space, Ug.
When displacement currents are neglected, eqn (1) may be

reduced to:
G = —iwpoi Ko (ky R)+I}
27

(2)

;=AY e "1 2 ) cog( A (x—x1))dA

where | =
n1+)\ ni

and R =+/((z—2")? + (x—x')?)

€ o, air
o
g ground
™ 8| , O
p o
j’ N ] ]
N (>, t}} )

> (x,4,3%)
FIGURE 1 lj }

Geometry for the Green’s Function
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ikssin(g) c, R A
0 -
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-ik,sin(e) B

FIGURE 2
Path for the contour integrals

Ko (2) is the modified Bessel function of argument z.

The remainder of this section is concerned with the evalu-
ation of the term denoted by |.

To proceed, one notices that the term | is the sum of two
terms denoted by I* and I” where

oo

— 1 Ax—x1
|+___1 n,—~7\ e ny(z+z)+IA(x—x )dy\
2) n+Afn
and
1 N —A e—nl(z+zl)——i)\(x—x1)

| =— - d 3
2 n1+)\ np A ()

In making this choice it is assumed that (x—x!) = 0. In
the event that this 1s not the case, the two terms are inter-
changed. Consequently it is possible to assume that the
term (x—x!) is positive.

Notice that I and I are analytic in the upper and lower
X planes with branch points at A= +ik; and —ik; respec-
tively. Also, the stationary points of

(z42')n EAx—x1)i

are at A=zik;sin(g)
Here (z+z!) = Pcos(¢);
{(x—x') = Psin(¢)
and P = V{lx—x")? + (z+2')?)
¢ = arctan(lx—x} /(z+z!))

These observations suggest that the paths of integration for
1" or I” be deformed to the paths C, and C, respectively.

To proceed, one divides the path of each integral into two
parts. The first part is to *ik;sin(¢) respectively, and the
second part is to infinity via the points A and B respectively.
The variable of integration is now changed in all of these
integrals. In the integrals between 0 and %ik,; sin{¢) one

sets A= tiksin{a) respectively, and in the integrals between
t ik, sin(@) and infinity one writes A = %k, sinh(f) respec-
tively. Next, notice that the integral along AB vanishes
because of Jordan’s theorem.

By this means one finds that

¢
|‘+|'=|=S e_Pklw““_¢’5|n(2a)da+S e Pk1cosn(8)—20 oo (29)d8
[+] ¢} (4)

The expression for | can now be reduced by straightforward
integration to:

|' 2e—Pk1c0s(4) (1+Pk;, cos((b))]
I = cos(2¢) | K, (Pk,) —
L (Pk; )?

(0]
+sin{2¢) S

0

e Pk100s(9) o590 dar (5)

Here we have made use of the integral representation for
the modified Bessel function, i.e.

o

K, (z) = g e 20sh(8) cosh (20)d (6)
0

See Abramowitz & Stegun (1964, p. 376, No. 9-6-24).

The remaining integral may be expressed In terms of
modified incomplete Struve functions of orders zero and
one. The other quantities needed are modified and incom-
plete Bessel functions also of zero and unit order. A full
discussion of this matter can be found in the book by
Agrest and Maksimov (1971, p. 289). Since numerical
results are required, however, it is easier to use eqn 5.

In terms of the initial rectangular co-ordinates one finds
that the expression for the electric Green’s function is:

—iwu
G= 2 OgKO(klR)"'

m

(z2')* —(x—x")? K, (Pk )_2e_k1(z+zl)(1+(2+21)kx)
p NTONY

Ix~—x1|
arctan (—z+_zl—)
2|x— 1 + 1
+ |X X2|(Z Z) - e—Pk1°°5(°‘)cos(2a)da §(7)l
P
0]

%. The Magnetic Green'’s Function
Cnce 'the electric field is known it 1s a simple matter to
calculate the associated magnetic fields. To this end we
require the derivative of G with respect to x or z. In*fact, if
GH, and GH, are respectively the vertical and horizontal
Green's function for the magnetic fields, then

GH 1 0G
7 iwpe 8z
and
—1 0G 8
GH: = —o e (8)
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fter some tedious but not unpleasant work one finds that:

1 (z—2' )k,
Hy= ——1{— Ky (k,R) +
2n R

1+k (z+2')
p2 (Pk,)"( 1 (z42h)
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4. Discussion

The expressions given here have uses other than the evalua-
tion of the Green's function. Thus, the electromagnetic
fields about line sources on or in a uniform ground can be
expressed in terms of the Green’s functions that have just
been described. More specifically, if a current of Ioe""t
flows in a wire, then the electric field E is just

E =1,e"!G (11)

Associated with the electric field are two components of a
magnetic field H, and H,. These quantities are simply

Hy Ioe""tGHx
and

H,

loe"'GH, (12)

For a discussion of results alternative to those given here,
the reader is referred to Wait & Spies (1971). There the
interested reader will find a table of G for various values
of x and z.
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Geopeko

stract

» usual practice of neglecting displacement currents in
calculation of electromagnetic transients is critically

-mined for the case of a uniform ground. For this case it
hown that the percentage error involved in the calcula-
1 by the neglect of the displacement currents is approxi-

kely (1500/4) arctan [e, /(0, t)], where t denotes time

i 0, and €, denote the conductivity and permittivity of
ground respectively.

introduction

:ently there has been a growing interest in the possibility
Hetecting induced polarization effects in transient electro-
jnetic method (TEM) data. In a review of the literature
- {1979) noted that there were few theoretical results
< might provide an insight into this problem. More re-
tly Spies (1980) published results of a TEM survey in
:ensland. Spies concluded that induced polarization
cis might account for the negative responses which were
erved in some of the transiert data of that survey.

«ar LLee {1981) showed tiat induced poiarization effects
e present in the transient response of a ground whose
ductivity function could be described by a ‘Cole-Cole’
jel (Pelton at al. 1978). In all these results the effects
jisplacement currents were ignored. The purpose of thz
+ent paper is to show that that procedure is valid except
some extreme cases.

¥he Transient Responss

pose that a large loop of radius a lies on a uniform
Jnd of conductivity g, and permittivity ¢, . When a uni-
«n current of spectrum —ige~'®/(iw) flows in the loop
slectric field E{w) will be observed.

‘rison, Phillips & O'Brien (1969 p. 87, egn 22) _have
w~n that at a distance r from the centre of the loop, E{w)
be written as:

2

loato ng e~ 't
)) =
0

A
j SR 2
(o]

cos (@) dAdE (1)
27 .

ot M

ice that we have used the addition theorem of the Bessel
stions to group the functions into a single term.

The Effect of Displacement
Currents on Time Domain
Electromagnetic Fields

P.O. Box 217, Gordon, N.S.W. 2072 and
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In the above equation: R =+/r> + a® — 2ar cos (0)
nj =4/ hz —_ k]2
ko? = w?Hoeg

and kl 2= (4)2[1061 + iwuoal

An assumption made is that the permeabilities of the air
and ground are the same as the permeability of free space,
Uo. The notation €, is for the permittivity of the air; w de-
notes angular frequency, and t time.

Equation (1) may be conveniently written as:
27 <

- —aﬂoioe_lwt ()\no ~ )\n, )Jq(kR)dxCOS(B)dg
Efew) = f j 2)
0 ‘o

(ko—k1 ) (ko ;) 2n

With the help of Sommerfield’s integral one can reduce eqn
{2) to ean {3):

—auglge—twt 2T 52 faikoP ik, P\ cos(9)dd

(ko—k )kotke ) | 822\ P P / 21
4]

E(w)=

Here P = +/R? + z? and z is set equal to zero once the
differentiation is carried out.

The transient electric field E(t) may be found by taking
the Fourier transform:
[«
Eft) = § et E () de
2n

—00

This transform may be evaluated by contour integration
once a suitable path is selected in the lower complex w
plane.

Notice that there is no pole at kg = k, , because the expo-
nential terms are also zero there. Also, there is not a pole at
ko = —k;. Thus it remains only to consider the branch
points of E{w) in the lower complex w plane. in the follow-
ing we shall assume that E{t) is to be evaluated for times
greater than \/€; 4oP and Ve usP. This assumption ls‘b?e-
cause we are interested only in those times for which.the
electric field has had time to propagate to all the points on
the loop.

Since k; = x/wzuoel + iwMod; one sees that there are
branch points at w = 0 and w = —ig, /e, . The spectrum of
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Displacement currents

,Im (A

Re())

FIGURE 1
Path for the centour integral.

E(w) is an analytic function of w provided we make a cut
along the ray from w= 0 to w = —ig,/¢; . We have ignored
the point at infinity because it is a removable singularity
{see Sveshnikov & Tikhonov 1973, p. 18).

Notice that the spectrum of E(w) vanishes exponentially
for w tending to infinity because of the exponential func-
tions. Moreover, the integrals of E{w) along the arcs C; and
C, of Fig. 1 vanish because of Jordan’s lemma (see Svesh-
nikov & Tikhonov 1973, p. 130). Notice, also, that the
integrals along the paths C; and C; of Fig. 1 cancel each
other as the paths of integration approach the negative w
axis. Also, the integral about the origin of that figure
vanishes as the path of integration approaches the origin
because the spectrum of E{w) is finite there. Thus by
Cauchy’s theorem the only contribution to the contour
integral is the integral about the branch cut from w =0 to
w=—iogy /ey .

To proceed one writes: w = qge— /2 on P—
and w = qei™i/2 on P+

and learns that ky = &/queo, — q°€, gy on P— and

P+ respectively.

Notice that the integrals about the ends of the contours
vanish and so after adding the integrals along each side of
the cut together, one has from Cauchy's theorem that:

alomo r” 3 cosif) ]"l/‘" E_thin(P\/Q#oﬂx—qzﬂoﬂ)dq
(o]

E(t) =

d8
(4)

2n? a2z P a’Roler —€0) — a0y

The integration with respect to 8 may be performed by
first interchanging the order of integration, expanding the
sine function as a power series and then differentiating
with respect to z at z = 0. The resulting 8 integral may be
evaluated by using the double-angle formulae for the
" trigonometric functions. These manipulations lead to the
expression for E(t) given in egn (5):

2505
(—1)5a25*2(quo 0y — a o€y} 2
qzle;—€o)—a0; ‘=g (25+5) (25+3)sl (s+2)!

oy /e, e—at

|
£() =a o#o[
4

dq

{5)

A convenient check can be placed on this result by setti
€ =€g =0. For this case E{t) = Ep(t) where:

- 2545
a|0 I e—qt (_1)5325+2(q#001) 2
Ep(t) = — — [

d
o | o 4= 2s%6) (253)sl (H2)]

This last expression ¢an be integrated term by term by usi
the definition of the gamma function. This integrati
yields:

alopov _ /oy 0
2mt t

(—1)5(2s+2)1 2 1
o= )5(25+2) (a le-‘o)

s=0 (25%5) (s+1)Is! (s+2)! 4t

Equation (7) is identical to that given by Lee & Lew
(1974, egn 11).

3. Effects of Displacement Currents

Equation (5) may be transformed into a more convenie
form by the following substitutions:

qt =tan@
¢ = arctan (e, /lo, 1)]
a ={g —€o)/€1 .

One now finds that eqn (5) can be written as:

27 .
lo e~1an6 gac2g
Ely= —, _ .
o,ma o tang — cotf
o

2345

Y a%upo; ) 2 tan25*3§
Z(—w( Ho ’)
s=0 t

cos {0+¢) _d
{25+5) (2s+3)s! {s+2)! \ coso sind

23+5

Notice that when ¢ = 0:
E(t) = Ep(t) (

For the problem we are considering we may suppose t
€; 2 €g, in which case « can be taken to be unity.

Since we are interested only in the effects of displacem
currents we may restrict our attention to the case wh
oy is small. For that case, for all the times used in ph
pecting, eqn (7) may be approximated by the first term.

2292
Consequently: E(t) ~ (1 — 5

3 } Ep(t) where 2= 1/t {
z

and therefore: E{t) =~ [1 — (15/4)¢] Ep{t) {3

Since the voltage induced in a receiving loop whict
coincident with the transmitting loop is just 2wa E(t)
follows that:

V(t) = [1 — (15/4)¢] Vp(t) o

Here Vp(t) denotes the transient voltage when displacerr
currents are ignored. Thus if ¢ is small the percentage em
x that would result in the transient electric field (or n
sured voltage) due to the neglect of the displacement ¢
rents is approximated by:

x = (1600/4) arctan [e, /(0; 1}] (
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Since €, = 8.854 x 107'2 F.m™!, one finds that for the
case where €; is 100 times €, and o, a and t have values of
107% S.m~', 50 m and 10~ s respectively, the resultant
percentage error is about 4%.

4. Discussion

Equation (14) shows that only at the very early stages of
the transient response of a highly resistive rock would the
effect of displacement currents be seen.

Instruments with the capability of measuring transients at
times less than 0.1 ms have a potential application for
mapping rocks with a large € /{g,t): for example, coal
seams,
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Fields

R. Lewis

T. Lee

Abstract

The presence of a conducting material about an orebody
modifies the transient electromagnetic fields in two ways.
Firstly at the early stages by strongly directing the pri-
mary field and secondly at the later stages by swamping
the target field. These effects must be recognised when
interpreting field data, in view of the numerical studies of
two-dimensional structures. The effects may be advan-
tageously used in designing field measurements.

1. Introduction

The transient electromagnetic (TEM) methods differ in one
fundamental respect from the frequency domain methods.
The frequency domain systems create steady-state oscillating
fields while transient systems involve the propagation of
travelling fields localised in well defined areas. In a uniform
ground before interaction with scatterers the source fields
are usually in the form of deformed images of the source
which become more blurred with time as illustrated in
Lewis and Lee (1978) and in Nabighian (1979). Con-
sequently it is informative to examine the fields radiated
from various transient sources in an endeavour to under-
stand the first stage of the TEM process.

It is well known that in other exploration techniques the
use of special source configurations is advantageous. This
is so in the use of appropriate electrode arrays in resistivity
and induced polarisation methods and has been the subject
of intense studies, e.g. Pratt and Whiteley (1974). The use
of source arrays in seismic exploration, a method showing
many of the propagating features of TEM, is also of con-
siderable antiguity. In this connection it is interesting to
note other common features such as the use of ray tracing
techniques which are currently under renewed study (Kan
and Clay 1979) following the early work of Yost (1952).

At the present time there 1s some uncertainty concerning
the way a conducting orebody decays in a conducting
half-space. McCracken {1979) has tried to summarise the
various views. McCracken wrote that if a target nas a slower
decay (of eddy currents) then the transient of the target is
on its own at later stages. Alternatively if the target decays
faster than the overburden then a frequency domain method

Geology Department
University of Tasmania, G.P.O. Box 252C, Hobart, Tas. 7001

The Effect of Host Rock
on Transient Electromagnetic

Peko-Wallsend Operations Ltd
Peko Geoscience Division
P.0O. Box 217, Gordon, N.S.W. 2072

would be superior because the target spectrum shifts to the
higher frequencies.

Spies (1978) in an attempt to clarify the situation carried
out a series of model studies of a conductor in a conducting
half-space. Spies’ diagram showed that initially the transient
from the half-space decayed more rapidly without the body,
but at later stages, the various transients arising from
whether or not there was a conducting cylinder present
could not be distinguished from each other. Thus the situa-
tion described by McCracken does not always apply.

Previously Thio (1977} had also attempted to resolve the
situation by numerically modelling a sphere in a conducting
half-space. As part of his study, Thio derived an asymptotic
expansion for the later stages and calculated the ratio of the
transient voltage, due to the half-space, to the secondary
transient arising from the sphere in the half-space. The re-
sults were checked by comparing them with those of Lee
(1974). Thio's results showed that, for purely electrical
conductivity, the target part of the transient decayed much
more rapidly. For a magnetic as well as a conducting sphere,
the ratio was asymptotic tc a constant, which was small
when the sphere was several radii deep.

Some of the above confusion arises because there is a ten-
dency to assume a priori the final form of the transient.
The advantages and disadvantages of this approach have
been argued by Wait, Spies and Hjelt {1971). The argument
revolves around whether or not the later stages of a transient
can be described by a series of decaying exponentials.
Kaufman (1978) attempted to resolve these arguments
when he argued that when the surrounding medium was an
insulator the later stages could be described by a series of
exponenttals. Since a series of exponentials corresponds to -
a series of poles in the time domain Kaufman is saying that
the singularities of the transfer function of the ground does
not have a branch cut type of singularity.

The difficulty for the practical application of these results
is that in the actual situation in the field the surrounding
material is not an insulator. Moreover, when Thio calculated
the later stages of the response of a buried sphere, he ig-
nored all contributions from poles and only considered the
contribution from the branch cut, a process that led to an
accurate estimation of the later stages of the transient and a
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decay form as inverse powers of time. This is the same type
form of decay that Lee and Lewis (1974) had previously
found for layered structures.

There are two important problems in the analysis of tran-
sient electromagnetic results and they are the problem of
controlling the sources for TEM and resolving the debate
over the type of the response to be expected at later stages.

The purpose of this paper is to indicate possible avenues of
approach to both of these problems.

2. The Directed Electric Field

(a) Field from a wire

Consider a Cartesian co-ordinate system (x,y,z) in which a
uniform half-space of magnetic permeability gy occupies
the space y>0. A source wire is assumed to lie along the
z axis. Wait (1962) has shown that if a current 1e! flows
in the wire then the electric field at (x,z) is given by

_ —l(.l.)[.lol
Blew) =7 L

where n = /A2 + iwp,0.

cos 7\x —nz
n+A

dA (1)

If L™! denotes the inverse Laplace transform then the tran-
stent electric field due to a step current in the wire is

E(t) =L (E(w)/iw)

Using result 5-95 of Oberhettinger and Badii (1973) this
may be reduced

E(t) =:#NLI j cos Ax e M t/0H, [ Ol /t o2 OHo /8t _
° (2)

. e7\z+}\2t/0}10 erfe(MW/touo + /oug /4t) ] dA

Equation 2 can be simplified by putting

H = 0o /4t , X =x\/ouy/at,

= ou0/4t , R2 = )(2'*'H2 (3)

and evaluating the integral.
eqn {2) reduces to

After some tedious algebra

E(t) =_T';[e“R’(z+1/Rz_zxz/al_zxz/nup(mHX(4/R2+4/R“)/ﬁ)

—2He M /(\/TR?) — erfc(H) (H2—X2)/R%] (4)

where p(x) is Dawson’s integral:—
X

plx) = J et dt (5)
]

which is available as a standard function on some computers
and so need not be evaluated by integration.

A related result where the current is an impulse rather than
a step is given by Wait (1971).

The result is readily generalised for multiple line sources by
appropriately summing the fields of each source.

Figure 1 shows the distribution of —E(t)wo/{l7) obtained
by evaluating eqgn (4). It is apparent that the electric field
is concentrated in a roughly elliptical zone which propa-
gates vertically downward with the passage of time. It may
be noted in passing that the maximum value on the surface
of the ground is always at the source but that in the ground
the maximum value always occurs directly below the wire.

Figure 2 shows the same data recast in the form of a nomo-
gram useful for calculating waveforms. The quantity plotted
here is Enr? o/l where r> = x? + 22. The nomogram is used
as follows. Firstly evaluate r? and draw a line across the dia-
gram from the origin with a slope given by x/z. Knowing
the conductivity and the required time 7, X and Z are
evaluated and Enr2g/l is read off the diagram at (X,2). As

204

30

50—
FIGURE 1

The distribution of —E(t)mo/{17)x10° for a line source at the origin. The axes are labelled in terms of the scaled coordinates (X,H).
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Host rock 7

time increases the. point {X,Z) due to a-fixed (x,z) moves The nomogram illustrates another point about a line source.
along the line constructed previously. At early times the It follows that along any line drawn through the source the
appropriate point Is at a great distance from the origin; at same basic waveform is found but it is scaled in amplitude
infinite time it is the origin. As presented the nomogram is - and distorted in time, i.e. by replotting the time scale the
best suited to studying early and moderate times. It may same waveform is recovered.
be readily recast so that the late-time pdrt is expanded if
required.

5 3 3 2 y 0 g 2 3 4 s
o_‘ L 1 1 1 1 \@-J/

0} 0.
7
\\ Ve
\\\ Pl

10 000

1 000

5_-
FIGURE 2

A nomogram for calculating incident field waveforms from a line source with a step current. Using the scaling described in the text the
contours here are multiplied by 10°.

215443

Q0000

.
~
5
FIGURE 3

The same quantity as in Fig. 1 for a loop source with the loop sides at X = + 0.5. The value of 7 is 0.316. Note the striking difference from
Fig. 1 and the resemblance to the corresponding results for a circular loop given in Lewis and Lee (1978).
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(b) Directed waves

It is apparent from Fig. 1 that there is a fundamental dif-
ference in the type of field distribution obtained from a
circular loop as given in Lewis and Lee (1978). However, a
single line source with no return circuit is not physically
realisable so we examine in Fig. 3 the distribution of field
for a pair of lines carrying oppositely directed currents
which represent the long sides of a rectangular loop. It is
immediately apparent that a similar pattern to that for a
circular loop is obtained. This result is important in that it
demonstrates that this pattern is characteristic of loops and
arises because of the interference of the fields radiated from
opposite sides of the loop. Since this is essentially a property
of the source geometry we examine the possibility of ob-
taining other field distributions from more complex sources.
We restrict this discussion to two simple realisable sources
but point out that there are many other possibilities based
on similar considerations. The two source circuits are shown
in Fig. 4. That in the top of Fig. 4 is just two loops side by
side with two different currents. That in the lower figure is
a three-wire system with current partitioned between two
of the wires. We plot the locus of maximum electric field in

w (I-6)I

0\1

| |
=-5

|
X=05

—n
H
-

X=0

FIGURE 4

The source geometries used to study directed fields. The lower con-

figuration may also be realisad as two loops of different sizes.

the right-hand half of the half-space in each case but note
that the distribution in the other half is not symmetric.

Figure 5 depicts the results for the upper circuit of Fig. 4
and shows that while the locus can be varied by changing
the currents in the loops this is not an efficient method of
steering the field in that the range of control available is
minimal.

Figures 6 to 12 show the same result for the three-wire
system. If a, the loop width ratio shown in the lower part
of Fig. 4 is reasonably large then quite effective steering can
be obtained and the instrumentation required is quite
simple. It is, however, important to realise that the steered
concentration of electric field is quite diffuse. Whether the
variation in excitation produced is of diagnostic value in
practical situations is a question which remains and requires
further model or field studies.

3. Late Stage Response with a Conductor

The discussion of the previous work on the effect of the
host rock on electromagnetic transients showed that geo-
physicists often think that the response of the orebody is
quite separate from that of the surrounding medium. In
fact, the two are inextricably coupled. This can be seen by
considering the singularity expansion of the primary and
secondary fields. We first treat the axi-symmetric problem
of a sphere that is excited by a coaxial loop. Later we con-
sider the case of a non-axially symmetric problem of a
cylinder that is excited by a line source.

The electric field E, at time t, at a depth z, and distance r,
from a loop of radius a, in a ground of conductivity o, , and
permeability uq is given by:

E = —-.1- e'wt/.toal J] (>\3)J1 (>\r)_>\— e_n’zd)\dw
21 : m +A (6)

- !
where n; =+/A* +iwo; 1y (Lee 1974).

0 05 4 16
o ! L ) x
O Single wie
O tes
+ 06
104 x 04
n o0z
z 00
a-|
18-
r4
FIGURE 5

The locii of maximum e.m.f. produced by the upper circuit of Fig. 4.

In comparison with the results in Figs 6 to 11 the control is minimal.
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GURES 6—-11
ocii of maximum e.m.f. produced by the lower circuit in Fig. 4.
kK a increases, the possible deviation increases, until the limiting 164 Fia. 11
2 ig.

«s@ in Fig. 6 is reached.
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Here we have assumed that the field arises from a step cur-
rent of amplitude | flowing in the loop.

Writing S= A2 + iwa, Kg in eqn (B) yields:

o

—loa, S e NV g () gy (Na)

2n0y o

foo
S g SZH1s/01ko) ds d N 7N

A+VS

Writing S = iw yields:

—lupa {

s S N HOuk) §, (N, (Na)
2nio o

S e IwZ WO, B0) ¢y dA

A+Viw

(8)

The inner integral in eqn (8) can be evaluated by closing
the path of the integration by a semi-circle about the upper
half plane. This semi-circle is indented so that it passes to
the left and the right of the branch cut from the origin
along the imaginary axis. See Fig. 12. This is the only singu-
larity and since the contributions on the arcs are zero by
Jordan's theorem, then it follows that the transient can be
considered as the manifestation of the integral about the
branch cut. Writing Viw = ue”™2 on P~ and Viw =
ue™? on P* we find that the above integral becomes:

ltoa

o ! J (Aa) J; (A e Nt ko) |

du dA

2 I —ut/(o, ) Y(Asin Au + u cos Au)
B . A+ u?

Therefore

o

luga
- ]
01 4o

—z 0, i, /4t

foru
J (0 dQayre™ W’-ﬂn’[ 'tﬁ
0
— NerE MU0k erfc()\ \/—t— \/0'”0 :I dA
01 Mo 4t

Here we have used the results of Erdelyi et al. (1954, p. 74
no. 26 and p. 156 no. 15).

Equation (9) readily reduces to

al o \ 32 (aropo)
E(t)= — [ I
() 20Jn ( t ) "\t

(10
_a S N2 J; (had Jy (Ar) €M erfe (/,z \/"“° /S )
g OHo
0

O,
e_(zz +at+rty oy

a result previously givep by Lewis and Lee (1978).

When we examine the singularity expansion of the secon-
dary field of a sphere of radius b, conductivity ¢,, permea-
bility to, at a depth of h beneath the loop described above

)

we find that the singularities consist of not only the branc
cut but also poles.

The secondary field, E;, is approximately given by:

1T A
E = S - Hé/z

1
0) .
7 TR {k; R}b P; {cos 8}

Ry

o[ ki J3/5tkab) Js s, (ki) — Ko Js/, (Kab) Jap, (ky b)] ' tdew (1

Where ¢ ,,—,1 N ™M
—2u|a_‘; L (Aa) P! k—)”1+7\ dA

Al =
2K,

TN - .= [k dajg (kabIHA ki bl—ka s (k2bIHY , (k, b)

k, =Viwoiu, , R=vh? +a* (Lee 1974).

To evaluate this expansion in terms of integrals about tt
singularities one needs to integrate about a branch cut fro
the origin on and about the various poles that lie on tt
imaginary axis when k, b = 0 (Singh 1973). Since this equ
tion is the same as Thio (1977) later obtained, we kno
what the dominant contribution is, about the branch cu
Thio (1977) obtained a transient that decayed with an i
verse power law with time.

If one restricts oneself to the poles and assumes an infinite:
resistive half-space then the expression simplifies to:

£ o] Slw glwt ko [ab)’ |5/2(b\1302#o)
* o 2m o 4 R? |1/2(b\/502#o
3
3l <E> f e_mznzl(oz#obz)
1

(1%

" 2b%0, \ R

s =W Lee (1974)

The field decays exponentially.

These equations show that by concentrating on specific si
gularities all sorts of responses can be derived for the sin¢
physical situation and that much more care should be pa
to interpreting the equations.

Returning to eqn (11) we see that the branch cut contrib
tions arose because of the Hankel functions H, and tM
contributions from the poles arose from the Bessel fur
tions, J,,. The Hankel functions represent radiated fielc
while the usual Bessel functions define the radial curre
within the sphere.

Equation (11) expresses the coupling between the interr
currents of the sphere and the resulting radiated currents

\ Im(w)

pt

Re(w)

Q™

FIGURE 12
The path of integration used in studying the branch cut contributior
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Host rock 1

e surrounding half-space. The term in the numerator of A
the first mode of the incident electric field. We have no-
sed previously that such fields decay as 1/t”. The physical
%uation is that the surrounding conducting material is able
+ supply energy to the conductor long after the electric
2ld would have decayed were the conductor in an insula-
1g environment. The result is to prolong the life of the
wcaying fields in the conductor. Unfortunately the fact
:at both the sphere response and the half-space response
e both controlled by the same singularity in the spectrum
sults in the conductor being difficult to detect (l.ee 1978).

1e only possible escape from this situation is to shape the
cident field spectrum so that any ‘pole’ responses are en-
inced, but this may require the admittance of a generalised
aquency. In the case of an insulating host the appropriate
equencies are iw = —m2n?/{b%>04 /ue) (Singh 1973).

1e above discussion of the later stages of the transient
actromagnetic response of a buried axial conductor
sumes axial symmetry. We now show that similar effects
- those described above can be found in transients from
+0 dimensional structures.

e and Lewis (1981) have studied the transient response

a buried horizontal cylinder that has been excited by a
1e source. As part of this study they introduced a transfer
nction, Z(t), that was related to the incident electric field,
{t), and the anomalous secondary electric E4(t) field by
e convolution

T
(t)=S Z(r) E' (t—1) d7T {13)
0

is evaluated at the centre of the cylinder.

may be shown that the time-domain form of the transfer
nction is given by

. 5‘ Jor 21k (1-0, /03)11 (k3 a)G deo

" 2n aky 1o (k2 a)K, (ky al+kpal, (k; a)Ko (ky a)+G, I (k,a)27k, a
ee Lee and Lewis (1981). (14)

« this equation k? =10, {i=1,2)
here ¢, is the conductivity of the ground, and o, is the
nductivity of the cylinder. It is assumed that the cylinder
at depth h and of radius a and further that G, G, are the
reens functions given by

.= %{ (Ko (B) + 2K, (B)/8—2(1+B)e P /8%

("'"“9
- 1_ Ny —A e Nty +h) 4 g—n, ly—hl cos Mﬁ) dx
27 n|+7\ ny

= 2hk,, n? = A% + k? and x,y are the horizontal and ver-
zal distances of the cylinder centre from the line source.

nce we are interested in the expression for the later part
the transient the kernel in egn (14) may be approximated
+ neglecting the secondary part of the Greens function G;.
1e integral may then be evaluated using the contour in
g. 12. Here we have neglected the contributions due to
sles with the rationale that the branch cut yields responses

terms of inverse powers of time, while the poles yield
«ponential decays. It follows that the branch cut contri-
Jtion 1s dominant at late times,

With a little algebra and the use of relations given by
Abramowitz and Stegun (1965 p. 375 and p. 3568) to express
the modified Bessel functions in terms of unmodified func-
tions the transfer function reduces to

T{u)
s? +s2

2(1) z%j et (1=0, /o) du (15)
0

where

T(u) = —(=5Jo W01 i URIHS, Yo /0, 2o uR) }Ji (V03 ua)

St =v02 4 (Woaw, aulo (V01 g au) /07 Jo VT30 aul; (V0 o au)
S: =07 4 Woam, au) Yo (Ve 1o au) /01 Jo (V021 au)Y,; (V0 1o au)

Equation (15) may be evaluated numerically. This has been
done for an example and the results are given in Table 1.
The results of numerically transforming a mode-matched
cylinder solution are given for comparison. The results given
there are for a cylinder of radius 25 m and depth 100 m. The
conductivity of the half-space is 0.01 S.m™! and all the per-
meabilities have been set equal to uy. The cylinder was
excited by a step current flowing in a line source at the
Earth’s surface and offset 100 m from the axis of the
cylinder.

TABLE 1

A comparison of the results for the transfer function of the cylinder
calculated by two different methods. The Zm results were obtained
by means of transforming the spectrum of a mode-matched solution
while the Zm was obtained by evaluating the contour integral
approximation to that spectrum. The contour integral takes account
only of the effects of the branch cut; poles are ignored. The columns
give sets of data for different receiver positions.

‘

Oom 50m 100 m 200m _
t (msec) +Za +Zm +2a +Zm +2a +Zm +Za +Zin
10 10282 [12536 | 9103 11472 | 66 11 92 08 18 80 | 47.65
178 70 65 8165 | 6557 770 54 65 67 01 325 46 76
316 3410 3961 | 325 3803 | 2899 3463 2168 | 2760
562 1170 1391 1136 1354 | 1062 1274 899 | 1107
10 316 373 312 367 301 355 277 329
178 83 93 .82 92 81 90 78 87
316 23 25 23 25 23 025 22 24

56 2 068 071 069 071 068 071 067 070

100 021 021 021 021 021 021 021 021

Comparison of the results shows clearly that at the late
stage of decay the branch cut integral is an adequate re-
presentation of the transfer function. It should be noted
that the same branch cut is the only singularity in the ex-
pression for the incident field due to the line source. These
results indicate that the results discussed above for the
sphere have their counterparts for other structures.

4. Conclusions

We have demonstrated the importance of source geometry
on TEM incident fields and indicated some simple methods
of controlling incident field patterns. We are currently
studying analogous problems with a conducting overburden
and the results will appear elsewhere.

The cases studied are not exhaustive and there are a num-
ber of other interesting possibilities. While the multiwire
configuration in Fig. 3 has been found to be not particu-
larly efficacious as a steering source it may be possible to
use such loops with currents phased in time to produce the
well known ““phased array’ type source.

Another series of possibilities arise if one is able to control
the current waveforms in the wires. Possibilities here include

Bull. Aust, Soc Explor. Geophys. v. 12 no. 1/2, May 1981



12 Lewis and Lee

the pre-filtering of the fields to produce a specific wave-
form at a given point in the Earth and there are also locus
steering possibilities.

We have also shown that the behaviour of the later stages of
-electromagnetic transients is best understood in terms of
their singularity expansion. Those resuits show that at the
later siages the anomalous fields are swamped by the pri-
mary field because both the primary and the secondary
fields have the same sort of singularities. Much more atten-
tion should be given to the earlier stages where it is known
that different singularities are important.

The occurrence of the same singularities in the two fields
has unfortunate consequences for inversion which are dis-
cussed in Lee (1978).

In the light of the decay properties of transients discussed
above, it is interesting to examine the development of TEM
instrumentation in recent years and the prospects for
further developments into the 1980s.

The instruments have been designed to measure the tran-
sient response at ever increasing times using in large part
the classical stacking technique implemented with modern
microprocessors. Such techniques for increasing sensitivity
and measuring at later times are fairly obvious approaches
for an instrument builder interested in enhancing signal to
noise ratios.”

A feature of the newer instruments is their capability to
measure the secondary transients to at least 100 ms. The
Newmont system, which has been described by Barnett
et al. (1978) measures out to 100 ms while the SIROTEM
system goes further by measuring out to nearly 200 ms
(Buselli and O'Neill 1977).

The examples presented here indicate that there 1s a very
fundamental limitation to the use of late time measure-
ments and it may well be that current instruments are close
to reaching that limit. Indeed, the data of Spies {1980)
indicate that the limit may have been passed already for
many practical situations.
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Summary. Many integrals that go to make up the matrix for mode matching
solutions of electrical or electromagnetic problems may be evaluated in closed
form.

Examples where this is possible include the electrical problems of finding
the potential about a point electrode that is in a layered ground that includes
either a spherical or cylindrical conductor. The results given here greatly
reduce the amount of computation that is required for the calculations pro-
posed by Lee.

The integrals that arise analogous to the electromagnetic scattering of a
cylinder in a half space may also be evaluated. For the case of a spherical
scatter it is only possible to evaluate the integrals for the case where the
source is a large coaxial loop.

1 Introduction

The solution of integral equations by mode matching is a powerful tool by which the more
sfamiliar boundary value problems may be extended to cater for more realistic geological
igeometries. The basis of the method is the solution of a set of simultaneous equations for
the coefficients of a set of functions that have been chosen to represent the unknown field
«quantity across the heterogeneity.

Geometries which have been treated by this method have all involved either spheres or
cylinders in a layered ground. Howard (1972) has solved the integral equation by this
smethod for a horizontal cylinder in a half space that has been excited by a line source at the
Earth’s surface. The axisymmetric problem of a spherical conductor in a layered medium
and beneath a large loop has been studied by Lee (1975b). More recently Lee (1981) has

solved the equations for an arbitrary non-grounded source, Solutions for the corresponding
ootential problems of a sphere or cylinder in a layered medium are also known (see Lee
1975a).

An unfortunate feature of these solutions is that the matrix that must be 1nverted to yield
khe required coefficients is composed of integrals. These integrals relate the various multiples
«nduced into the conductors to the corresponding multiples of the source. They therefore
“*Now at Geopeko, PO Box 217, Gordon, NSW 2072, Australia.



456 T. J. Lee

represent the coefficients in the multiple expansions of the more familiar Sommerfeld
integrals. A particularly unfortunate feature of these integrals is that they are frequently
difficult to evaluate numerically. The purpose of this paper is to show how many of these
integrals may be evaluated in closed form. Indeed almost all the integrals that are required
for the calculations outlined in the paper by Lee (1975a) may be evaluated in closed form.,

2 Spherical structure in a layered medium — potential problem

The simplest integrals arise for the potential about a point electrode at the surface of a
layered ground that has a spherical conductor at a depth 4. Suppose that the sphere has a
radius b and conductivity 03. When the ground is a half space the ¥ element of the matrix
is proportional to

1ryu
Lin
where

s = f ) f T N1 axp (= 2 exp [i(u ~ 0)¥] d df (1)

where A =+/a? + 2 and ¥ = arctan (f/a). See Lee (1975a, equation 28).

The integral in equation (1) may be evaluated after changing the variables of integration
to Y and A.

One finds, then, that

e P {
Ik =218, fo N exp (— 2M1) dA = (2h)’"—1"“ T(m+n+1). )
Here
Syu=1 m=n
=0 m¥n.

Now suppose that a conductive layer of thickness # and conductivity o, exists at the
surface of the ground. For this case the <z element of the matrix 1s proportional to 2%
where:

dp 32

n

e _ [ J‘“’ exp (— 2MN)N 7 [1 — kg exp (2AD)] exp [i(y — V] o
" f_m —w A1 —kyexp (— 2A1)]
(Lee 1975, equation 30)

Here k, = (0, — 0,)/(0, *+ 6;). 0, is the conductivity of the host rock. The other symbols have
their former meanings (see Lee 1975, equation 30).
Since k, exp(— 2Ar) is always less than 1 we can write

= | T e N e i 9] 11~ s exp (200
X i k4 exp (— 2tN) da dg. @
j=0

The integral in equation (4) may be evaluated by integrating term by term and using
equation (1).
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One finds that
> {r‘(m+n+1)k{' K*Hrm+n+1) }

2Lk = 2n8 -
mn TH igo (2h +2]-t)m+n+1 [2h + 2(]__ I)I]m+n+1

5)

3 Cylindrical structure in a layered medium — potential problem

Suppose that a horizontal cylinder has a radius » and conductivity o3 and is situated in a
layered ground such that its axis is at a depth 2. When the ground is a half space the integrals
in the matrix are proportional to 'J,,,, where

Y J‘W exp (— 2Ah)-exp [i(n — m)yY] 8. ©)
e A
Here
cos (Y)=— Na
sin (¢) = if/e. (Lee 1975, equation 21).
Writing = a sinh (¢) in equation (6) one finds that
Un = Jm exp [— 2ah cosh (9)] [—cosh (@) + isinh (¢)}"~™ d¢
=2 f ) exp [—2ah cosh ()] (— 1)* ™ cosh [(n — m)¢] do. N
0
Therefore
YUnn = 2(= )" ™" Ky _m(20h). (®)

Here K,(2) is the modified Bessel function of order n and argument z (see Abramowitz
& Stegun 1965, p. 376).

When there is a conductive overburden present whose conductivity is ¢4 and thickness is ¢
then the integrals in the matrix are proportional to 2J,,, where

2 = r [1 —k;exp (2A8)]
—= M1 —kyexp (—221)]

exp (— 2Ah) -exp [(n — m)iy] df ©

(Lee 1975a, equation 23).
Here k1= (0, — 01)/(01 + 0;). 0, is the conductivity of the host rock. All the other symbols
have their former meanings.
The integral in equation (9) may be evaluated by first expanding the term 1/[1 — k&,
exp (— 2Ar)] by the binomial theorem and then integrating term by term by using equation
(8). One finds, then, that

Un = 2(= 1Y Y (K Ky (Q0h + 20 — KL Ky [200+2(G — D[] (10)
j=0

4 Electromagnetic response of a cylinder in a half space

Howard (1972) shows that when the electromagnetic response of a buried horizontal
cylinder is sought by a mode matching technique, then the mn element of the matrix for the
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coefficients contains elements that are proportional to °I,,,, where

e ©exp (—2n;zy) (N —A
OImn=j p( 1Zo) (ny )gz,,ﬂ,d)\

0 ni (n1+)\) o

>\+n1m+n ny—A m+n
-5 ()] 2
o ky k, (1D
ny =vVA2+k2
k3= iwo, 1.

Here z, is the depth to the axis of the cylinder and o, and p, are the conductivity and
permeability of the ground respectively and w is the angular frequency. First consider the
case for L,,,,.

The first step in the evaluation of equation (11) for °I,,, is to write \ = k, sinh ¢. After
noting that the contour of integration may be changed to lie along the positive real ¢ axis
one finds that

oo

Y —) J exp (— 2k, z, cosh ¢) exp (— 2¢) cosh [(m + n) @] do. (12)
0
To evaluate the integral in equation (12) one notices that

exp (— 2¢) cosh [(m + n)¢] =é [cosh [(m + n —2)¢] +cosh [(m +n+2)¢] ]

[(n + n)/2]
— 2 sinh ¢ cosh ¢ [2"’ L oosh™ @)+ (m+n) Y
j=t
lfm+n—j—1 .
X (_ 1)] _'( ' i’ )2m+n—21—1 cosh (¢)m+n—2]]_ (13)
J J—

In equation (13) £(x) means the integer part of x (see Gradshteyn & Ryzhik 1965, 1.331—4,
p- 27). The integral can now be evaluated by using the integral representation for the
modified Bessel function. Therefore

elmn =Km+n—2(2k120) +Km+n+2(2klzo) -4 [2m+n—1 F(m tnt 2’ 2k120) + (m +n)

E[(m+n)/2] ) 2m+n—2j—1 m+n—j—1
x ¥ (= 1)/ 7( /-1 ) T(m+n—2+2, 2klzo)] (14)
=1 / B

m—1 m— 1\ k!exp (—x)
where I'(m, x) = ( )—

( ) k§0 k xk“
°Lnn may be evaluated in the same way. One finds that

E[(m+n—1)/2]

=2 % ("

j=o

+n _] - 1) 2m+n—2j—l
)
X (QT(m+n—2+2,2%k,z0) ~T(m+n—2j,2%k:2¢)) — [Kmsn+2(2k120)
— Kmin_2(2k1z9)].  (15)
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5 Electromagnetic response of a sphere in a half space

The integrals that result from a mode matching solution for the electromagnetic scattering
problem of a sphere in a half space in general cannot be evaluated. This is despite the fact
that the integrals can be transformed from infinite integrals to finite ones (Lee 1981). It is
possible to evaluate only the integrals for the particular case of a loop that is coaxial with
the sphere. Although no general formula can be found the procedure for obtaining particu-
lar results is quite clear. This is illustrated by the example given below. The mn element of
the matrix in this case is proportional to ,,,,

Ln = J'mp ('"‘)Pl ('"‘) A (nl——)\)exp (= 2n,h) dA (16)
0 k k/ng\ny+2A

where

=N

k%= —iwo,uy-

Piz)=V1-2* ‘% [Pr(2)] N (Lee 1975b, equation 13).

In equation (15) o, and pg are the conductivity and permeability of the ground respectively,
h is the depth to the centre of the sphere and w is the angular frequency. The impedement
to writing down a general expression for [, is the lack of a suitable formula for the product
of the two associated Legendre functions. Any given integral, however, can be handled as is
done in the following example, Suppose that m = 2 and n = 3. For this case ,,,, becomes
1,3 where

: {

R T e P

This integral is very similar to the type that resulted from Howard’s ( 1972) analysis of a
cylindrical conductor. It can be treated in the same way. Since

k= iviwoue=iy, Re(y)>0

an alternative expression for f,, can be found by setting A =y sinh (¢) in the integral. After
noting that the path of integration may be changed to lie along the positive ¢-axis one
obtains

Iyz= g J‘m [6 cosh® (¢) — cosh (¢) — 5 cosh® (¢)] exp (— 2¢)7 sinh (¢)
0

X exp [— 2yh cosh (9)] d¢.

The integral in equation (18) is easily evaluated when the integrand is reduced with the
aid of the multiple angle formulas for the hyperbolic functions (see Gradshteyn & Ryzhik
1965, No. 1.3241-6).

One finds that

roa

9
L= J sinh (¢) exp [— 2k cosh ($)] [cosh (¢) — 8 cosh® (#) + 17 cosh® (9)
0

9 ©0
— 10 cosh” (¢)] d¢p — 128 7f exp [— 2vh cosh (¢)] [37 — 65 cosh (¢)
0

+ 38 cosh (2(p)) — 15 cosh (3¢) + 11 cosh (5¢) — 6 cosh (6¢) + 5 cosh (7¢)
— 5 cosh (8¢)]d¢. (19)
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The first of these integrals may be evaluated by elementary means and the second by
using the integral representation for the modified Bessel function. Therefore

9 9
I =E v[T'@, 2vh) — 84, 2vR) + 17T°(6, 2vh) — 10T(8, 2vh)] — T8 v [37K o(27R)
— 65K 1(2vh) + 38K ,(2yh) — 15K3(27h) + 11K 5(2vh) — 6K 6(2vh)+ SK(2vh)
— 5K 5(2v)]. (20)

Discussion

The results given in this paper show that many of the integrals that occur in mode matching
solutions for various cases reported in the literature can be found in closed form. The only
special functions that are needed are the various modified Bessel functions. These functions
can easily be evaluated by using the approximations that have been described by Abramo-
witz & Stegun (1965, pp. 358 et seq.).

Another application for the results given here is that they allow one to check more
general numerical schemes that are required for the evaluation of the remaining integrals.
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Short Note

The Cole-Coie model in time domain induced polarization

T. Lee*

Recently Pelton et al (1978) used a Cole-Cole relaxation model
to simulate the transient voltages that are observed during an
induced-polarization survey. These authors took the impedance of
the equivalent circuit Z(w) to be

Z(w) = Ry {1 —m[l —1—+(11TT)0]} (1)

They then gave the expression for the transient voltage V;(r) as

(2 )]

Vl([) =m RoIo = r(n o 1) . . (2)
In equation (2), I, was musprinted as 1/I,. In these equations,
m=1/(1 + R{/Ry) and R4, Ry and 7 are constants to be deter-
mined for the given model. I, is the height of the step current that
will flow 1n the transmutter A disadvantage of equation (2) is that
it is only slowly convergent for large ¢/. Pelton et al (1978) used
a 7 which ranged from 10~ to 1072, The purpose of this note 1s
to provide an alternative expresston for V; (¢) that 1s valid only at
the later stages but which does not have this disadvantage. The
trivial case of ¢ = 1 0 1s 1gnored.

From equation (1), the voltage V() is

_L ” IOZ(w) twt
V() = o f_w o e dw (3)

The mtegral 1 equation (3) may be evaluated by contour inte-
gration about the branch cut along the imaginary w-axis (see
Figure 1) There are no poles in the upper half of the complex
w-plane. One notices that for ¢ > 0, the contribution from the
quarter curcles 1s negligible because of Jordan’s theorem.

The 1ntegral about the origin 0, I; 1s defined by the path Py
In fact,

)

11=_

1 J‘ ety Z{w)
—dow
27 g2l

i ®

0

Writing @ = r ¢*° 1n this tegral and allowing r to become

small, one finds that
Iy = = Rolg (5

The contribution from the paths P+ and P— may be obtained
by writing » = ¢* %R on P+ and w = ¢ 3™2'R on P— When

this 1s done, we find that

1 1nZ twt 1 1nZ ol
L[ hzent 1 ez
27 Jpy iw 27 Jp_ 1w
1 fxlomRo
27 0 R

T°R¢2sinwc

. Rt
[(1 + cos ¢ T°R°)? + R%7%° sm?m ¢

J drR  (6)

By Cauchy’s theorem and equations (3}, (5), and () one now finds
that

V() = IR Iy J'w m Roe F1°R¢ sin m ¢ dR
0= —-=
R A [(1 + cos ¢ T°R%)? + R%7% sm?%7 c]R

7)

The mterpretation of equation (7) is that the time-dependent
term is the amount by which the voltage is reduced from the
steady-state value of IgR

Thus the transient voltage V; (f) of Pelton et al (1978) 1s

10 * mROe
Vi) = — ¢ 2 2¢ i 2
Y9 x[(1 + x°cos 7 ¢)* + x*¢ sin“m ¢]

To see how V; (¢) behaves for large ¢/, one only needs to derive
an asymptotic expansion for the integral in equation (8) This ex-
pansion is found by expanding the function x¢/[(1 + x%¢ +
2x° cos 7 c)] as a power series 1n x° and then integrating term by
term. Since

T x¢ s ¢

®

x¢/(1 + x%¢ + 2x° cos 7 ¢)

=~ x°[1 = (2 cos w O)x° + (4 cos®m c — [)x*],  (9)

Iom R ¢
0o sin w ¢ [F(C) (%)

T
T 2¢
- 2TQc)cos wec (—)
t

V() =

+ (4 cos?w ¢ — 1)T'(3¢) (%)3] (10)

Equation (10) clearly shows that the decay (growth) 1s much
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slower, at the later stages, than an exponential. It also provides a Tmi{w)
means of estimating that decay. /r
Pelton et al (1978) also used a modified form of Z(w) Specifi-
cally, they took _ s
i P P
1
Z(w) =R [1 - ] - (11
(©) 0 I+ Gor)Td[1 + (i ®19)°2] (1)
For this model we concur with the remark made by Pelton et al ol \p .—Re(w)
that the Cole-Cole model is only a very idealized representation of 0
the muneralized rock. Nevertheless, the model has been useful,
and for this reason 1t is discussed here. Once again one finds that
the integral about the origin yields FIG. 1. Path for contour integration.
1o Z(w)
_Rolo = _d(x) (12)
20 )p, iw
The integral about the branch cut 1s given in equation (13).
1 IyZ 1 IyZ 71 \°1
L LoZO) ey, o _J Lz(w) = my [(_1> s e Tey)
2w Jpy i@ 27 /p o t
IRy [ R m 1 72 \°2
- uf € {[1 _ 1 M ] + (—2) sm'nczr(c‘g)]}. (14)
2w Yy Ri 1+ R &™r)1dL1 + (R 7 75)%2 t
[1 _ my ][ 1 :” dR ACKNOWLEDGMENT
1+ Re ™)1 dl 1 + (R e ™1y)°2
I4R, J,m ot { sin 7 cg (RT2)°2 pr:l\)lle rtrlllank Roger Deakin of Peko Geoscience for suggesting the
= cm.
m Yo R U1+ (gR)%°2 + 2(72R)°2 cos  c3]

mi[(R71)°1 sin 7 ¢y + (R72)°2 sin 7 cq]
[1 + (R71)%°1 + 2(R71)°L cos 7 c1][1 + (R72)%°2 + 2(R72)°2 cos  ca)

} dR (13)

REFERENCE
In this case, when both ¢/7; and ¢/ 75 are large,

IyR, 79 \°2 Pelton, W. H., Ward, S. H , Hallof, P G, Sill, W P, and Nelson,P H ,
Vi) =~ — {[‘ (cq) sin T cq <—) 1978, Mineral discrimmation and removal of inductive coupling with
™ t multifrequency I P Geophysics, v 43, p. 588—-609
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ansient electromagnetic response of a polarizable ground

Lee*

ABSTRACT

When a uniform ground has a conductivity which may be
escribed by a Cole-Cole relaxation model with a positive
me constant, then the transient response of such a ground
71l show evidence of induced polarization (IP) effects. The
> effects cause the transient nitially to decay quite rapidly

«nd to reverse polarity After this reversal the transient
.ecays much more slowly, the decay at this stage being
¥out the same rate as a nonpolarizable ground.

INTRODUCTION

1ere 15 some question as to whether or not electromagnetic
) methods are able to detect induced-polarization (IP)
-omena Hohmann et al (1970) used a model that allowed for
ffects 1n their EM field data The data used were for a field
:m that measured frequencies in the range 15-1500 Hz They
:luded that IP effects could not be detected in the data
aeoretical studies by Morrison et al (1969) and Lee (1975)
wed that IP effects could be detected 1n transient EM data, pro-
«d the conductivity of the ground was allowed to be complex
to have an appreciable phase angle.
More recently, Rathor (1978) showed that 1if the conductivity
€ ground was a function of the square root of the frequency of
source, then IP effects would be seen 1n the corresponding
sients.
sies (1974) produced field data from a transient EM survey
ensland, Australia, which show that the transients went
itive at the early stages Spies believed that the sign change
have been due to the presence of IP effects Elsewhere, Lee
“9) argued that the theoretical understanding of these effects
hampered by a lack of reliable rock measurements. Mean-
‘e, Pelton et al (1978) carried out IP surveys over a number of
*h American sulfide deposits. In these experiments, Pelton et al
“8) used a wide frequency range and fitted their data to a model
used a Cole-Cole model to represent the complex conductivity
1e ground. These last authors used field data to study the com-
conductivity of the ground because they felt that such data
> more reliable than laboratory measurements of rock samples
‘his means they hoped to determine whether or not one could
ct the presence of various minerals by the use of the IP method
rospecting.
y purpose 1s to use the same data as Pelton et al (1978) to show
IP effects can be seen 1n transient EM data

THEORY

Suppose that a large loop of radius b lies on the surface of a
uniform ground of conductivity ¢ and permeability w. When a
umform current whose spectrum s /g e***/(1w) flows 1n the loop,
then a transient voltage V() will be observed because of the
ground. V(#) may be written as in equation (1) below

b2l R ny — A
v<:)=—°““°f f J2(nb) =
27 —o Y0 ny + A

d\ e**tdw, (1)

where
ny= VAZ + WKLo

Equation (1) may easily be derived from equation (3) of Lee and
Lewis (1974).

In equation (1), ¢ represents tume after the step current of height
Iy flows m the loop and . and o are the permeability of the
ground and air, respectively The conductivity o may be complex.
Recently, Pelton et a]l (1978) used a Cole-Cole relaxation model to
study the effects of different types of mineralization on observed
[P data. With this model. one finds from Pelton et al [1978,
equation (1)] that

gopio[l + (Tiw)]

iw = 2
i 1 + a(riw) @)

Here 7 1s a time constant that determines the length of time the
IP phenomenon lasts. ¢ 1s a parameter that 1s frequently between
0 1 and 0 6. g 1s the conductivity of the ground at the very low
frequencies, that 1s, when the ground is purely conductive.
a = 1 — m where m 1s the chargeability For further discussion
of these parameters see Pelton et al (1978, p. 590) Inorder to effect
some of the approximations below, we will assume that ¢ 1s less
than or equal to 0.5.

To evaluate the 1ntegrals in equation (1), one first evaluates the
tegral of the Bessel functions Using the addition theorem for
Bessel functions, one finds that

b2 I @ 2 ®
R
47 — Y0 0

np — A
. cos 6 d\ dO do 3)
ny + A

Here, R = V2b%(1 — cos 0) The innermost mtegral 1s now

readily evaluated by using Sommerfeld’s mtegral. So

b2uoly [ 27 cos 0 2
N
4m  J_, o R KR
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A im (w)
P” pt
Re (w)
O] YPo
FiG. 1. Path for contour integration
+>—(1+ klR)e_klR} do dw. @)
kiR

Here, £k, = Vioopu.

The integral with respect to § may be evaluated by first expand-
ing the exponential integral as a power series and then integrating
the resultant absolutely convergent series term by term One finds

that
V() = bpolof et D, (a, + b)dw
—0 J=0
where
a, = =20k D325 + 21)/[2] + 5)'7 1 + D!,
b, = (ki b)Y 229 F 229 2 1 /[(27 + ) 2))tw]. (5)

The remaining integral 1s evaluated by contour integration.

To evaluate the integral with respect to @ by contour integra-
tion, one must first examine the singularities of k4. To ensure that
the spectrum of V (¢) 1s single valued 1n the o plane, 1t 1s necessary
to 1ntroduce a branch cut in the complex  plane. This cut extends
from the origin to infimty along the positive imagmnary axis.
Because c is less than unity, this 1s the only singularity. We then
approximate the integral along the real w axis by three parts (see
Figure 1). In the following analysis, we shall allow the radius of
the small circle to approach zero.

The ntegral in equation (5) can be replaced by one around the
branch cut (Figure 1). The contributions from the arcs are negligible
because of the exponential in the integrand Moreover, the con-
tribution from Py vanishes as the radius of that circle becomes
infimtesimal. This 1s because the spectrum of V(f) becomes zero
as the modulus of k; decreases to zero. The approximate path
along the real w axis thus approaches the original path When
Cauchy’s theorem is applied to each of the lobes, one finds that
the integral 1n equation (5) 1s equal to the negative sum of the
integrals along the paths P* and P~ Since

w=Re¥ on P,

and

o=Re ™ '™ on P,

one finds that

*1

k= F2R)e (Grery

Here the positive value of the phase of k; 1s taken on P and
the negative value is taken on P~ Also | must be such that § +
¢ = 7/2. Moreover, F(R) and ¢ are found to be

FR) = V{Roopo)[(1 + y5) (1 + oa2y?)

Lee

+ 4082 + 2v(1 + o) (1 + ayd)]}/
(1 + a®y2 + 2ad),

where

& = arctan[n/(1 + §)]
— arctan[am/(1 + ad)],

Yy = (T R),
8 =+vycos[(w/2 + Y)c],
M = vysin[(w/2 + ¥)c].

Notice that for ¢ < 0.5,

|k1| < VRogp.

We return to this point later.
Combining equations (5) and (6) one finds that

©

> .

V(t) — ZbH'OIOJ’ eRt cos (Y+m/2) l:
0 J=0

. {4 cos (o, ) [BF R)]¥*3 (2 + 2)t/
[+ + D]
— 2 cos(B,)[b F(R)I¥*22%472;1 51/

[w(2) + 4)!(2])’]}]dR
where
o, =Rsin(w/2+4¢) + Y+ Qj+NE/2+ P+
and

By=Rsin(m/2+ W) + ¢+ (2 +2)(n/2+ b+ ¢

Equation (7) 1s not as complicated as 1t first appears. To see
- we note that as

[cos(9)] = 1
and

IF®R)b| < VRaop,
then

9 ©
V(t) = _—b "L0102f e+Rt cos (w2+1) |
b

0
[J=0

i 4(bVRaon)¥*3(25 + 2)!
L2 (bVRaow)¥*22%j1,1(2) + 3)

@y + 551G+ 1)

]dR

™ 2j + 412!
_ 8bolo & B[V(oop/(siny 9% *3(2) + 2
Ctsind o @+ 511G+ D!

ST 1+ (27 +3)/2]
29510 + D! .

2 9542
+ - (bVoop/(sin ¢ N¥ @ + 912!

r{a+y+2)

Equation (8) shows that when b2 o/t is about 0.1 or less
y is /4, then only the first term 1n equation (7) 1s require
calculate V(¢).
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EXAMPLES

s which do not show IP effects

ere are three cases for which equation (7) can easily be
1ated. These cases occur when ¢ = 0. This happens when
sither zero, infinite, or when ¢ is zero. When 7 1s zero, then
0 and F(R) = VogouR.

r this case, one finds that

bl.LoIo'\/; /b20'0|.L ke
- \ 2 .
t 4t ;o

(-1)7 25+ 2)!2 (b%ou)ﬁl ©)
Qy+5j1G+ DG+ 2)! 4t

juation (9) has been given previously by Lee and Lewis

4, equation (13)]. It represents the transient EM response of

ound of conductivity oo. When 7 1s infinite, F(R) =

Fop/a and

9o blLOI\/— [p? Top

o4t J= 0

@ +291(-1)72 (b%w)’“ 10)
2+ + DG+ dar
equation shows that the ground behaves as though 1ts con-
avity were o/ .
milarly, when c is zero, the ground behaves as though 1t were
waiform conductivity 2a4/(1 + a).

s which show IP effects

1e most important features of equation (8) are the terms that
: from the even powers of (k1b) n equation (5). As shown

e, when 7 is zero these terms do not contribute to the transient.
n T is not zero, they make an important contribution Thus 1s
use T determines whether or not &2 1s analytic along the posi-
imagmary w-axis.
feature of these terms 1s that their coefficients are of opposite
to the coefficients from the odd powers of (k;5) In addition,

a (k1 b) are small they are the dominant terms n equation (8).
his basis one would expect to find that the transient EM re-
se of the ground changes sign. The point at which the sign
ge occurs is determined by T in particular.
zlton et al (1978) found that ¢ most commonly had a value of
it 0.25 but that 7 could vary considerably. For this reason,
sxamples selected here are for a large range of 7. In all cases
-adius of the loop is 25 m.

e first example 1s based on the Lornex (dry porphyry) copper
»sit of British Columbia. This deposit is apparently typical
ther deposits 1n British Columbia Here the total concentra-
of sulfides 1s low, and they commonly occur in disseminated
1
gure 2 shows the calculated transient voltage for the param-
; derived by Pelton et al (1978) for this deposit This 1s curve
ber 3. In this case T, oo, ¢, and a were 1 0 X 1074 sec,
x 107 S/m, 0.16 and 0.54, respectively. We have also
ed the uniform ground response for conductivities g/ (a)
0. These are curves 1 and 2, respectively.

Iso shown is the transient that would be obtained by neglecting
even powers of (k;b) in equation (5). As might be expected,
curve lies between curves 1 and 2, despite the fact that 1t
‘oaches curves 1 and 2 at the early and late stages, respectively
re 1s very little evidence for IP effects in this transient.

1 Figure 2 the most dramatic curve 1s curve 3. The most strik-

ing feature of this curve is 1its rapid decay at the early stages and
its reversal of sign at about 1 msec. From about 2 msec on, 1t decays
at a rate that 1s similar to the response of a uniform ground. Un-
less one was aware of the possibility of negative responses, one
might not notice the change in sign of the readings ot attribute
them to a polarity error in connecting the coil

In Figure 3 we have repeated the calculations of Flgure 2 for
the ‘‘copper cities’’ (dry porphyry) copper deposit of Arizona. In
this case we assumed that the second time constant 1s effectively
zero and have taken 1, g, cand atobe 6 9 X 1073 sec, 6 45 X
1072 S/m, 0.28 and 0.58, respectively. Although minéralization
for the deposit is simular to the previous example, T 15 almost two
orders of magnitude greater. The calculated transients show the
same features that were seen in Figure 2, the only difference being
that the transition from positive to negative transient occurs at
about 0.4 msec.

In general, the larger 7° 1s the earlier the change of sign occurs.
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FIG. 2. Transient response of the Lornex copper deposit (curve 3)
Curves 1 and 2 are for a umform ground of conductivity oo/ (o)
and o, respectively. Curve 4 shows the effect of neglecting the
even powers of (k1b) in the calculation of the transient
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FIG 3 Transient response of the Copper Cities copper deposit
(curve 3) Curves 1 and 2 are for a uniform ground of conductivity
oo/ (o) and o, respectively Curve 4 shows the effect of neglect-
g the even powers of (k1) in the calculation of the transient.

Figure 4 shows a similar calculation repeated for the case of the
Kidd Creek massive sulfide deposit of Ontario. In this case, mea-
surements were made in the vicinity of massive sulfides and the
values obtained for 1, ¢, ¢, and o were 3 08 X 1072 sec, 6 4 X
1072 S/m, 0.306 and 0.089, respectively. The results obtained on
the basis of these parameters are shown in Figure 4 Features of
the curves are similar to those previously described.

DISCUSSION

The results given 1n Figures 2—4 show that the transient EM
method of prospecting is capable of detecting IP effects. Specifi-
cally, such transients can be detected for grounds that are composed
of materials which have parameters that were measured by Pelton
on small samples.

The most striking expression of the IP effect 1s the change in
sign of the transient which occurs at the earlier stages.

Lee
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FiG. 4. Transient response of the Kidd Creek massive st
deposit (curve 3). Curves 1 and 2 are for a umform grour
conductivity ¢/ (a) and o, respectively. Curve 4 shows the e
of neglecting the even powers of (k15) 1 the calculation o
transient.

Analysis shows that this change in sign occurs because o
branch cut singularity n the expression for the frequency
pendence of the conductivity.

It 1s tempting to attempt an explanation of the features o
transient in terms of the equivalent circurt that was used by Pe
et al (1978) to fit their field data. We have not done this bec
the equivalent circuit 1s only an 1dealized representation o
muneralized rock. Nevertheless, the results presented above sh
provide an impetus for the development of a more realistic m
for the electrochemistry of various rock types. It would also t
interest to have transient soundings over many of the areas w
Pelton et al (1978) carried out their experiments

Some care should be taken with this model because, as we '
seen, the resultant transients are very sensitive to the singulai
in the expression for the conductivity as a function of freque
Failure to observe this restriction would lead to transients tha
quite different from any of those that have been observed.
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Transient Electromagnetic Response of a Sphere in a Layered
Medium

By T.J. LEE!)

Abstract — The integral equation for the electromagnetic response of a sphere 1n a layered medium may
be solved as follows. First, the unknown time harmonic electric field in the sphere is expanded in spherical
vector waves. Secondly, the coeffictents for these wave functions are found by a set of equations. The
equations are found by multiplying the integral equation throughout by each wave function and integrating
over the spherical conductor.

Once the unknown coefficients have been determined, then the transient response may be found by
taking the inverse Fourter transform. In carrying out the Fourier transform one learns that for most of the
time range used in prospecting, only the lowest order vector wave function 1s significant. A study of the
singulartties of the spectrum of the transient shows that, for the time range considered, only a single branch
cut is significant. There are no pole type responses. That is, the field does not decay exponentially. Previous
studies of a sphere in free space reported only pole type responses. That 1s, at the later stages, the field
decays exponentially. This study shows that, in order to model satisfactonly the effect of the host rock on
transient electromagnetic fields, the sphere must be placed in layered ground.

1. Introduction

Recently a mode matching method for the solution of integral equations has been
employed to solve a variety of integral equations that are of interest to the geophysicist.
For example, HowaARrRD (1972) has used the method to compute the electric and
magnetic fields about a buried cylindrical structure that is excited by a line source of
current. Later, LEE (1975) used the method to compute the transient response of a
spherical structure in a layered medium that was excited by a large co-axial loop. LEE
(1975) has also used the method to obtain solutions for the integral equation describing
the potential about a point electrode in which there is buried either spherical or
cylindrical structures.

The purpose of this paper is to show how the same methods can be used to solve the
very much more difficult problem of a sphere in a layered medium that has been excited
by an arbitrary electromagnetic source at the surface.

There are few results available in the literature that can be used to provide a check
on the results given here. D’YAakoNov (1959) has solved the problem of finding the

1) Cooperative Institute for Research in Environmental Sciences (CIRES) University of Colorado at
Boulder, Boulder, Colorado 80309, USA. Present address: P.O Box 386, Epping, N.S.W. 2121, Australa.
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electromagnetic response of a sphere in a half space. Unfortunately he did not give any
numerical results. Later KRISTENSSON (1979) extended Waterman’s T matrix
formulations to treat the electromagnetic response of a conductor in a half space.
Unfortunately, his numerical results for a spherical obstacle assume that all the
materials were lossless. Moreover, a recent review by YAGHIJIAN (1980) has questioned
many of the other published results.

In the next section we show how the vector wave functions which were introduced
by Tar (1971) can provide a suitable set of modes for our mode matched solution. In
addition, we also use many of his results for the expansion of the dyadic Green’s
function (Tar, 1971, 1973). These results have greatly reduced the amount of tedious
algebra.

In part three of this paper we show how to transform our solution to the time
domain so as to obtain the transient response. The particular case considered is a sphere
in a half space. Finally, we compare our solution with some scale model experiments of
PALMER (1974). Elsewhere we will present detailed numerical results for particular
cases of the geometry considered here.

2. The integral equation

Consider the geometry as shown in Fig. 1 and let o, and ¢, denote the conductivity
and permittivity of the ith region. It will be assumed that the permeability, g, is equal to
the permeability of free space everywhere.

AR % €o
T, €
GROUND
O2, €2
z
)J—»y
X
Figure 1

Geometry for the integral equation.

For an e~'* time dependence HOHMANN (1971) has shown that the electric field, E,
in the various regions is:

E=Ei+(k§—kg)f G(RIR)-E dv’ (1)
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Here E! is the electric field for the same distribution of sources when g, = 0, and &, =
€,. V'is the volume of region 3.

k} = w’ug; + ipwo; and G is the dyadic Green’s function for the layered region and
is a solution of the equation.

Vx VX G(RIR") —k3G(RIR")=I 3R —R’) (2)
for j=0, I or 2. See Appendix, eqs (10) and (11). Now E is a solution of the equation
VX VX E—KE=0. (3)

To solve this equation for the geometry shown in Fig. 2 we set

E= E i AgmnSMSmn(k ) +BsmnSN8mn(k3) 4)

n=1m=0

s [N

(b)

Figure 2
Geometry for the sphere: (a) Geometry for the mcident field; (b) Geometry for Green’s functions.

The constants A gmn and Bsmn, which are the coefficients of the vector wave functions,
are to be determined. Notice that G, in spherical coordinates is given by:

zk2 2n+1 (n— m)'

ZZ(Z n(n+ 1) (n+m)'

n=1m=0

IR")

Ll
N-

mmsmn(kz)m remn(k,) + SN (‘)Smn(kz)S_N' 'gmn(ks,), R>R
ngn(kz)STl "Wemn(k,) + .Wsmn(kz).STV W emn(k,), R<R'
— [RR&(R — R)I/k2 (See Appendix, eq. (12)) (5)

Here SM (l’smn(kz) means that the vector wave function is defined with respect to the
spherical Hankel function of the first kind, i.e. A}(k, R) replaces j,(k, R).
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SN Wemn(k, R) is similarly defined
Oom=1 m=0
=0 m#0. (See Appendix, eq. (12))
Let

[1
WMsmn(j,,(k3 b), KD (k, b)) = (bk, J,(k; b)H' (k, b) — bk, J},(k; b)H . (k, b)) g ok
3K

where y=n + 1/2 and
WNgmn(j,(k, B), K (e, B) (WMgmn — 1(j,_,(k, B), By, BY)(n + 1)
A

o 1
+ nWMSmr}\(J,,“(kg b), k. ,(k, b))] il 6)

Next notice that
G(RIR")=G,(RIR") + G,(RIR"). (7

Here 50(R | R’) is the primary term in Green’s function and a is the secondary term. a
is variously defined depending upon the number of layers for a two-layered medium; it
is the G,,(RIR’) of eqn. (11) otherwise it is the G;(RIR’) of eq. (10) in the Appendix.
A comparison of the results in the Appendix shows that both Gsl and 522 are similar
in construction. The only differences are the coefficients for the wave functions.
Because of this if one solves for the coefficient in eq. (3) for a uniform ground then
the corresponding coefficients for a two-layered ground méy be written down
immediately, or vice versa.

A set of equations for the coefficients in eq. (3) may be found as follows. First,
to effect the integrations.

When careful consideration is given to the integration of the Hankel functions one
finds that

0=FE'+ E i (k2— kﬁ)f 5S(RIR’)-(A8mnW’Smn(k3) 4 BsmnSW’smn(kQ) dv’
n=1m=0 V

+ ik, A gmnWM, Smn( o (ks B), BL (K, bY)SM, Smn(k2 R)
+ ik, BgmnWNgmn(j,(ky b), by (k, b)).SW%mn (k,R). (8)
The remaining integral can be evaluated by first expanding the Gréen’s function in

terms of spherical waves.
From egs (10) and (11) in the Appendix we find that

= i ® had
G=—f dA
s 4r 0 rgo

2— 8y, — _ _ _
M: [a, Mgri(—h,)M' gri(h,) + by Ngri(—h,)N'gri(hy)). (9)
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In this equation a, and b, must be chosen in accordance with the number of layers. The

M and N wave functions can be expanded in terms of spherical wave functions by using
eq. (9 (i, i) in the Appendix. Therefore

5s=—f Z /1112

[az Msrl(— )" (Z (Fk, V) (5125 + ﬁ)P’(cos w) (s —r) /(s + NH{(1F SN ors}]
—r Y

s 1(2s+ 1)

kZ

r+s
+——SM'er(s — 1)} (—l)s)
s 0

1\ —
) SM'er(s + 1)
+1 0

Pi(cos y) (s —!/(s + 1)! {(s_:_r;+_

+mﬁymmgﬁhr2(ifgigﬁwmw“_m

ss+1) °° Gs+n =1y SM’grs)

(s+n! s+ 1

k, Z i1y Pi(cos ) (s — ! [(s —r+ I)S_I_V’gr(s 1)+ %ﬁ W’g(s _ 1)])

(10)

The mtegratlon in eq. (8) can now be performed by using the orthogonal conditions
for the SN and SM functions. These are results (6 (i), (6 (ii)) and (6 (iii)) in the
Appendix.

For convenience we write

2(1 + Gy )n (n + m)! , 12 )
a@m=—zrrwm+nazﬁme& mfkhmehma
n=0
=0: n<0
and
2(1 + Gppymn(n + 1) (n + m)! b
CNgn - DO IR iy [
@2n+1) (n—m)! o 2n+1

X (1 + 1)j,_ 1k R ju_y(ks R) + 1y, (s R)jp, (ks R) AR,  1>0
=0 n<o0

(11
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One now finds that:

0=E+ lsz Z Z (dgmnWMgmn(j,(ky b), h}(k, b)) - ;STlgmn(k2 R)+
n=1m=0

+ BgmnWNg(j,(k; b, b, (k, b))- ngn(sz))

+ifdz

x [i°71(2s + D Pi(cos y)(s — /(s + Nt {CNgrs}]

[az Msrl(—hz)- ( § (Fk,r)

- + 1) r (S~ r+ 1)
th) Gy P M=+l {To CMgr(s + 1)

ra 2125 + 1)
+— CMSr(s - 1)}) +b Nsr/l(— 2) (+ kyr Z W
i (s— P! 1 o COS WY —1)!
X Ph(cos y)- G (CMgrs) + k, gr; IPSW

-

To obtain a set of equations for the Asmn and the Bsmn one first expands EY,
Msr,l(—hz) and Ngr/l(—hz) of eq. (12) in terms of spherical wave_functions and then
forms the scalar product of the resultant equation with (k% — k%)SNsmn(k3) and (k2 —
k%)SMsmn(k3) and then integrates over the sphere of radius b.

s—r+1 I s+r )
X ﬁ CNS?'(S+ )+TCNSr(S— )

Ei:iwyfff GU(RIR)J(R") dv'. 13

Here Gi(RR’) is a Green’s dyadic and J(R’) is the current density throughout the
volume 2’ which confines the source energizing apparatus.

G!(RIR") is defined in the Appendix. For a halfspace it is G of eq. 10 and for a
layered ground it is G% of eq. (11). Notice that in these equations only the coefficients of
the wave functions have changed.

From the Appendix then:
= i ” f f AZ ( °"')[ cJ - M gua(ho) Mgui(—hy)
+ dJo-N’Su/l(ho)NSul(—hz)] V', (14)

r+s
CMers — 1 =
s 0 s

CNgrs—l:O for r=s5=0.
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Looking at eq. (4) one notices that there are four sets of constants. They are Aemn,
Aomn, Bemn and Bomn.

Forming the scalar products one finds the following sets of equations. For the Aemn
one obtains.

I

[LJ M’erll(ho) Z

2s+ 1) (s —n!
+ k 7s—1 pr
Rk Uy
[(s—r+ 1) omr on(s + 1)(—1)str+!
X - er(s+1)
s+ 1 1
LS i D, e ons — 1)]
s

(n—m)!

+ dJ - NymA(hg)i*=1(2n + 1)P™(cos v)
(n+ m)

X (2—96p) kym
Ahy

ik,
n(n + 1) emn(_l) }] =_ Wan(]n(k b)s hl(k b)) CM, emn

+_f Z [az(Z( —k, r)[z‘ 125 + 1)- P(cos y/)( L (CNory)

EX& (s+n!

ik Z(l" 2s+1) P(cos v) (s—r)! [(s—r+ D ot

(2s + s+t G+1D eris+1)

(r + 5) > 25+ 1 —n!

o G+
—r+1)
X s+ 1 DMerssn

omr on(s + 1)(—1)s+1+r

(r + (= 1p=1+7
+ e

; DM, _, omr on(s — I)J)

i=Y(2s + 1) (s—n! e
+b(+k rZ S Pr(cos ) T (CMers)+kZZ

s=r

o s—m'|[s—=r+1 sS+r
571 Pr(cos y) Y CNypssry + — 5 CNors—yy

s+ 1

D) RO V) ke 1

y (in—l @Qn+1) (n —m)! X CMemn(—1)#+m )] (15)
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For the Aomn one obtains

—iwy fff dv' —I Z Iom eJ- M’,l(ho)z

(2s+1) (s—n!
k, 51 Pr
Tl @s+1) s{cos ) s+ 0!
_r+l
x [——(s r+ 1 DM, 5,1, omr dn(s + 1)(~1)+r+1
s+1
(r+s)
+ . (—=1y~*" DM, (s_1) mr dn(s — 1)}

—dJ - N'emA(hy)i®~*(2n + 1) P™(cos v) (n— m)! { kym DM,,,,,,,(—I)"‘“}
n+m)! |n(n+1)

;hf“) = ilz WMomn(j, (ks b), h(k; ) CM pppy
+ %; fo " 2 2 ;h‘jom (“2(2 [(+ k, r)zs-lgs_% })) P (cos y) E — : ;: (CN”‘)J
o i( D peos e [T
+ & : ) CMms—n}))(gr (ky) i*-1 (z : i) P(cos y)- E‘: : 3:
X [(S—:;—l) DM, 1) Omr Sn(s + 1)(—1)+i+r

(r + s)(—1p=1+r
+ _
s

X 5128 + ) s—n!
( —* rZ s(s+ 1) Pyleos ) s+ n! (CMO'S

1o E=MNJ@E—r+1 s+
+ k, Zl lP(COS'/’)( Y [ G+ 1) CNer(s+1)+ s CNer(s—l)])

DM, 4 omr on(s — 1)})

s=r

(16)

—_ __1\n+m
X ((—1)i”“m(2n+ 1)P™(cos w) (n — m)! k DM, (—1) ))

n+m! > nr+1)
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For the Bemn one obtains
i 2 2-4,
+io dv' — f ay 52— om
fffa k] 65

(n—m)!
X [cJ M, AChy)i"1(2n + 1) P™(cos )

(n + m)! n(n+1)

DN, (—1)*+m: dmr

s—n!

s+

[e o]
+ dJ- Ny Mhe) D Iy = Pi(cos y)

G—r+1 .
X {—————DN, ;. 1) Omr on(s + 1)(=1)"+1*"

s+1

r+

u (—=1y~"*" DN, Omr n(s — 1)}]
s

ikz i ©0 @© 2—60”1 oo
=[T N, (j, (ks b), hilk, b))] e”’”Efo dzgo i [az(g(kzr)

[ oo )
=125 + 1)- PX(cos y) n (CN,,)

=T !

s l(2s+ ) G—"{(G—-r+1
th Z s V) o { e Moo

r+s
+— CMO,(S_I)]) (1" 1(2n + 1) P™(cos y)

n—m)! mk DN, (— 1)"*'”)
s

(n+ m)! nn+ 1)

25128 + ) (s—n!
( kzrz i D Pr(cos y) G (CM,,)

+k ;ls—lpr(cos W)E —3' ((S—r+ 1)

i (2s+ 1) (s—n!
X k js—1 —_  pr .
(; 2 e »(cos ) (s + !

S +
1 CNoyssny +—— . CNe(s 1)))

y [—r+1)

1 DN,y Omr on(s + 1) (=1)y+14"
s+

(r + s)(=1)y-1+r
+ —_—
s

DN sy Omr On(s — 1)})] ‘ )
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For the Bomn one obtains

. Lo 22— Oom
+1wyfffdv Erj; dl; The

[—cJ M, mA(hy) i"~*(2n + 1)P7(cos v)

(n—m)!
(n+m)!

k,m man
X [5mr;(—n+—1) omn(_ ) + }

s—n!
s+ n!

[o0]
+dJ Ny M) D Ky 12 P’( cos )
= 2s +

— 1
X {(LL)— DN 11y - Omr On(s + 1)(—1)s+1+r

s+1

r+59)

+ (—1)*~1*" DN,,5_y) Omr on(s — 1)”

k i «© it 2_50m < -
=T W Nomn (K3 B), By B CNoy -~ f dlg 7 |a2(s=zr (ky 1)

[z‘ 125 + 1)+ (—1)°+" P{(cos W)E = ! ors:| kzz

s (S'H) ) s=r
(2s+1) =01 {@E—r+1
X (__1\s+r 35— r
( 1) 1 1 > 1 PS(COS W) (S + r)! [ (S + 1) er(s+1)
(r+59) ]
+ CMpps_yy | | | (=D)i"1 (20 + DPF(cos )+ (—1)*™
(n—m)! k, mDN,,,,,,,(—l)"+"')
(n+ m)! nn+1)
St 2s+ 1) s—n! oy
+ b2 (k2 r ;—S(WPS(COS W) (S + r)! ((_1) + CMers)

=0 {{s—r+1 s+7r
+ k, le 1P’(COS W)(—l)s( Y (( c+ 1 )CNer(s+l)+ CNer(s 1)))

s=r

& 25 + 1 s—r)!
X (Z k, i‘“‘—(—z—)Pg(cos w)- —n

25 + 1 +n!
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s—r+1
X Y DN 511y omr dn(s + 1)(—1)st1+r
s+

(r + ) (=114
+
N

DN, (;_y omr on(s + 1)})] (18)

Here
DNgmn = CNgmn/Bgmn
DMgmn = CMgmn/Agmn
o0,=1 i=j
=0 i#j
Once the coefficients have been found, it is a simple matter to calculate the electric

field.
Substituting eq. (4) in eq. (1) one finds that at the earth’s surface

E=E'+ (- k'*;_)f (=FS(RIR’)- % i (Asmnmsmn(kg) + BgmnfS‘_]Vsmn(kg) dv'.
‘ (19)

(__;S(R IR") is given in the Appendix. __ _
When the host medium is a halfpsace G,(RIR’) is G,,(RIR") of result (10) in the

Appendix. _ _

When the host medium is layered ground then G,(RIR’) is G,o(RIR’) of eq. (11) in
the Appendix.

The integrations in eq. (19) can be performed by using results (9 (i, ii)) and (6 (i, ii,
iif)) in the Appendix.

One finds that

EoFls fwdz 2= Om [ iz A(hy) i(_k )

=8+ — . FTk,r
> 4/ o Z(; Ah, EVE puy 2

=D +nY

s(s+ 1) {CNgrs}]

X [is—l(Zs + 1)P(cos y)

+ kl;%_{_:)—l)});(cos WIs — /(s + ! {% CMSI‘(S +1)

r+s
+— CMSr(s - l)])
s

_ _ L5125 + 1) . s—n
+ thA(ho) (+ k,r ; WPS(COS V) T . (CMgrs)
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Lo s—n! ([6G—r+1)
| +k, Z 1P (cos ) ([ . CNsr(s +1)

pol (s+n! +1

S+r
+ CNgr(s + 1)}))] (20)
)

Here the coefficients g and % are determined by the number of layers in the ground. See
the Appendix.

From eq. (20) it is a very easy matter to calculate the magnetic fields.

From Maxwell’s equations one has

_ OB
VX E=— ry 21
However,
V x N(k) = kM (k)
and

V x M(k) = kN (k).

Here N and M represent the respective N and M wave functions in the Appendix. Thus
an expression for iwB may be obtained from eq. (20) by simply replacing N(k) by kM
and M (k) by kN.

When the fields are required beneath the layer they are easily found to be:

E=F'+ Z Z (STJ “’3mn(k2)CM8mn + SN (1)5mn(k2)CN8mn)

y (zk_2 2—-6)@2n+1) (n—m)!)

47 nin+1) (n + m)!

+—f dlz gM A(hz)(Z(+k )

x [is—1(2s+ 1)pr%—/(( £ {CNgrs”
s(s+1

O s 1(2s+ 1)

kZ

s—r+1)
———————— Pi(cos y)(s — N/ ((s + N [T CMsr(s +1)

)

s=1(2 — )
+ hNgr/l(hz) (+ k,r Z %%))P’ (cos y) 2 " :;' (CMgrs)
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e s—M[E—r+1)
+ kzg;z Pr(cos v) G [ 1 CNSr(s +1)
L 5Er CNgr(s + 1)]) (22)
s

Here the functions g and h are selected from the Appendix in accordance with the
number of layers.
The magnetic fields can be found in a manner analogous to that described above.

3. Transient response

The transient response may be obtained by taking the inverse Fourier transform of
the electric field, that is,

- 1 ™ _
0= f_ _ e () do.

A problem of practical importance is the transient response of a sphere in a layered
medium. In this case the Fourier transform can be evaluated by contour integration
once a suitable path is selected in the lower w plane.

Since the frequency response is damped in the lower half plane it is only necessary
to consider the behavior of the fields for small k, b. The precise meaning of this
statement will emerge as the analysis proceeds. Thus the first step in the evaluation of
eq. (23) is to derive an expression for E () that is valid when k, b is small.

An inspection of the equations for the coefficients Agmn and Bgmn shows that these
quantities depend upon DMsmn, DNsmn, WMsmn and WNSmn. For small (k,b),
then, these quantities are easily estimated. There are two important features to notice
about these quantities. First, the WMgmn(j,, hl) and the WNgmn(j,, hy) are inversely
proportional to some power of k,b. Secondly the division of WMsmn( Jus hL) or
WNsmn( Jn» A1) into the left hand side of the egs (15), (16), (17) and (18) yields terms in
powers of k,b. Consequently, for small k,b only the first term in the equation is
relevant.

Suppose that a large loop of radius ‘@’ is moved across, but not in contact with, the
ground, and that a current of —I,/iw flows in the loop (see Fig. 3).

For this case one finds that the only relevant coefficients are

Aey = 3ﬂoaT010/(4k% WMe,,(j,(k3b), hi(k, b))
Aeyy = —3u,aT, 1/ (4K WMey,(j (ks b), hik,b))

and

By =34y aT,, Io/(4k2 WNg,,(Jy (k; b), hi(k, b))
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-0 /’fo __AR_ |
N GROUND T
poe———— P—»I d
o2 b
g
S
Figure 3

Loop traversing a buried sphere.

Where
® ghd D)2, (Ap)J,(Aa)
Ty=+ dA
° fo (hy + i)
T, = J<°° k%2 P}(cos |//.) e™aJ (Aa)J,(Ap) g
33A + hy)i
© 9} glind
Typ=—
w=—] = 100, 0p) . 25)

for a half space. For a layered ground

[¢o]

T,= fo —Ag ed] (p)J,(Aa) dA

©  Pj(cos y) e*g], (Aa)J,(4p) "

T, =k?
G 34

0

T,,=+ fo ig e, (Ap)J, (Aa) dA (26)

See the Appendix (eq. (11 (i))).

In egs (25) and (26) p is the distance of the centre of the loop from the vertical axis
of the sphere.

Unless the ground is a half space the integrals in eqs (25) and (26) must be done
numerically. For the special case of a half space it is possible to evaluate the integrals
analytically. Indeed, if we follow the procedure of WAIT and CAMPBELL (1953) we find
that for a half space

T, lfhavd;ﬁ
k2 Jo fa

i ¥ 0
Tl,,=——J; aUcos¢d¢

2
nk3

i 2n
Tw=+ s fo U cos ¢ dp @7)
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Here

3> 1 (34 1 KBd\ L m. 1
o~ |G ) vE- )

‘RS R* \R* R?

x { —02 cos 6(1 — 3 cos? 6)I, K, — a((a? sin? 8 cos )

+ (1 —3 cos? G)(1 + cos M)IL,K, + a(a?sin? §cos 0
— (1 =3 cos? O)(1 — cos O, K, + 3a? sin? § cos I, K, }]
and
=tan~1(r/d), oa=R\/—Kk2
R=+\/d*+r? r=+/a®+ p*— 2pacos ¢ (28)

The argument of 7, and I, is (R — d)\/—ki)‘_lwhile that of K, and K, is ((R + d)\/—_k%) 2
The important feature to notice about this equation is that T, T,, and T, are
analytic in the lower half plane except for a branch cut along the negative imaginary w
axis. We return to this point later.
Since it is instructive to consider the analytic form of the solution for the transient
response of a sphere in a half space the remainder of the analysis concentrates on that
case. This will clarify the meaning of the statement for small &, b.

4. Transient response of a sphere in a half space

For the case where there is no conductive overburden one finds from eq. (20) that
the voltage V' (¢) induced in a receiving loop at the earth’s surface is

20) =f0°° &-dt

VO)=7,0 + V,0) (29)
- ayIy\/n [ a* oyt i 2(=1)/2j + 2)! a? azuo)f“
Py 4 S Qj+NG+DIG+) 4
o]
V= f el {iale WNg1,(ji (ks B), jy (ky B))Byy, (30)
—00
a
+ WMe,,(j,(k; b),j,(k, D)) x [iTyAey, —iT, Ae,,] k_] dw (&3))
2

In eq. (29) I specifies the contour of the receiving loop. ¥, is the voltage that would be
observed if there were no sphere present. See LEE and LEwis (1974).

The contribution from ¥, may be obtained by contour integration. As was noted
above one must integrate about the branch cut, that is, along the negative imaginary w
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axis. This same sort of singularity arises in the expressions WMsmn and WNsmn
because of the term &, b.

In evaluating the integral one has a choice as to which expression for T, T, and
T,, to use, that given in egs (27) and (28) or that given in eq. (25). Since numerical
results have to be obtained it is simpler to use the expressions given in eq. (25).

An important feature to notice about eq. (25) is that A, is defined to have a positive
imaginary part. The consequence of this is that one must place a cut in the complex #
plane. Here

n=ki— A% (32)

With this cut \/;7 is uniquely defined. When 1k,| > A and %2 is to the left of P— but
very close to the negative imaginary w axis

n=—VK—1 (33)

Similarly, when k, is to the right of P+ but very close to the negative imaginary w axis
n=vki—4 (34)
when lk,| <1

n=i\/I2— 13- (35)

As well as the branch cut contribution there are also possible contributions from
poles which are the zeros of WM‘smn and Wlemn. The zeros of WMlsmn are given
by

In(fle)h} (02) — af (hz) ) () = 0
where

O (36)
)

A restriction on the zero is that the imaginary part of z must be greater than zero.
Alternatively the zeros are given by:

IO (02) — 0., (DIHE(0Z) = O. (37)

In eq. (37) z is the complex conjugate of z. The restriction now is that the imaginary
part of z is less than zero. SINGH (1973) has made a careful study of the zeros of eq.
(37) and he showed that there were no zeros for which the imaginary part of z was less
than zero. One concludes, then, that there are no zeros of eq. (36) such that the
imaginary part of z is greater than zero.

The zeros of WN ‘5 are given by

(n+ 1)WN’mn3 + nWM'Smn +1=0 (38)
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Equation (38) may be rearranged as
; d 1 2,71 d .
zj,(2) - zhl(0z) — o?zhi(0z) = ZJ,,(ffz) =0. 39)
Equation (39) implies that if z is a zero then
---d-z- 2-2'd'--
Ha(ad) — zh,,(/{z) — 2} (@) — zj,,q{z) =0. (40)

Here z is the complex conjugate of z. Once again SINGH (1973) has shown that there
are no zeros of eq. (40) for z with an imaginary part greater than zero. Therefore there
are no zeros of eq. (38) for an imaginary part of z less than zero.

If I, represents the contributions from the residue series, then, with the
approximations given above, I, is found to be given by

I, =0. 41)
Further, a suitable path for the contour integration is shown in Fig. 4.

Im(w)

Po ) Refw)

Figure 4
Path for the contour integral.

Let I, represent the contribution from the integration around the branch point. This
contribution is the sum of three terms which involve integrations along the paths P—, P,
and P+. The contributions from the arcs vanish because of Jordon’s theorem. Notice
that the contributions from P, are zero because the spectrum of V,(¢) is zero at the
origin. The contributions from the paths P+ and P— may be found by writing

w = (0, 4, b2) 15 e "2 on P+
and

w = (0, g, b¥)~1 5 ezt onP— (42)
280
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Since all the square roots have been defined by egs (33), (34), (35) and (36) one easily

finds that
WM 1,(j,(V/5/02), j,(1/5))

2
Iz:i[oa bJ‘w e—st/(azubz)
4 g, 0 S

% [Tg(+s)/(\/§ WMeqy, (j,(1/s/02), B1(\/5))

+ T3(=5)/(\/s WMeg, (j,(\/s/a?), B3(\/5))
— T1,(+8)/(\/s WMe,,(j,(v/5/0%), i (/5))
], PNonliC s/02), j,(v/5))

— T3(=)/(Vs WMey,(jy(v/5/03), B3(\/5)) 2
X [T%b('*'s)/(\/ST WNo, (1 (v/s/a?), h%(\/;)))

+ T%b(_s)/(\/AST WNou(jl(\/ s/a?), h%(\/';))) }ds

(43)

Ineq. (43)
To(+ 5)=— f 202 £,(A)J,(Ap)J, (Aa) dA

where
e +id\/s/b2—A?

R ET o

—d\/—s/b*+ A2

e
s/b? < A2

B A+ /—s/b*+ A2

s/bt > A2

(44)

and
Tots) =~ [ 20£,, ()], ) d
0

where

+ i\/s /b — A2 ptidV/s/ =72
S1a(D) = —
AT iy/s/b*— A2
— VA2 — s/b? e VESI
= ‘/“ oy L 45)

s/bt = A2

b4

and
Ty(£s5)= f i 2iAT (Aa)T,(Ap) f,,(A) dA
0
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where
eitd s/b2—A?
= R b= A2
=T ¥
e—zi\/}.’—s/b2
s/b? < A2 (46)

T A+ —s/Bt

In practice ¢/(0,u,b?) is at least unity for £ = 0.1 ms. Consequently, for most of the
time range used in prospecting, the major part of the integrand arises when s is less than
unity. Since e~ is about 0.006 one would intuitively expect an accuracy of a few
percent provided one could limit the upper range of integration to Ss,.

§; = 50,4, b/t 47

ie.

ke, bl > \/50,,b%/t (48)

We now choose ¢ such that

V/50,u,b%/t < 0.5. 49

If we estimate |k, bl by taking the equality in eq. (48) then with the condition
specified by eq. (49) the spherical Bessel functions may be estimated by the first term in
their power series. Thus the approximations made in arriving at an expression for the
transient voltage are valid.

One finds, then, that the voltage induced in the receiving loop can now be found
from eqs (29), (43) and (41) to be

Vviy=Vv,+I,+ 1, (50)

Equation (50) is valid provided 50,u,b%t is about 0.25. In practice eq. (50) is valid for
times greater than about 1 ms.

In writing down the final estimates we have ignored the higher order modes. The
reason for this is that they have a much more rapid decay than the early ones. Despite
our efforts to obtain good estimates they are still rather vague. Because of this we
provide an additional check on our results by comparing our calculated results with
some model results. This check will show that eq. (49) is more restrictive than is needed.

5. Calculations

PALMER (1974) has carried out a careful scale model experiment for studying the
transient response of a sphere in a conductive environment. For this experiment he used
a copper sphere in a lead block. The model was designed to represent a 50 m loop
transversing a sphere which was at a depth of 100 m. The radius of the sphere was 75 m
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o' 47 o <E
and the conductivities of the ground and the sphere were Q.56 s/m and 0.849 s/m
respectively. Some of his results are shown in Fig. 5.
Equation (49) shows that for this geometry good agreement should be reached for
times greater than 6.9 ms. Figure 5 shows, however, that this estimate is quite
conservative; the results are very good at 2 ms and even at 1 ms they are reasonable.

T T T ]
\\;ms ]
w o o ]
x
i
[
=
<«
B
; Id‘\ ]
o 2ms -
5 r ]
(=) o -
> o R
1 e PALMER .
A CALCULATED
o o HALF SPACE
oL I | I

50 100 150
p{metres)

Figure 5
Comparison of some calculated results with some scale model results of PALMER (1974).

6. Discussion

The theory given above lays the foundation for an extensive numerical investigation
of the transient electromagnetic response of a sphere in a layered medium.

We have not specified the source so as to be able to cater for any of the prospecting
methods that are currently used. In particular it should be noted that the equations
given above allow for the fields to be computed beneath the ground. This is important
for drill hole measurements. In subsequent papers we will explore some of the more
interesting situations that can be modelled by the theory given above.

.One result should be immediately noted and that is there are no poles in the
continued spectrum of the electromagnetic response of a sphere in a layered medium.
This is quite different from the transient electromagnetic response of layered spheres in
free space. These spheres have pole type responses. Consequently such spheres are only
poor models for the effect of host rock on the electromagnetic transient.

Acknowledgments

The author would like to acknowledge Dr James R. Wait for suggesting the project.
Dr Chen-To Tai generously made available an unpublished report. Thanks are also due
to Roz Oscarson for typing what can only be regarded as a difficult manuscript.



Vol. 119, 1980/81 Transient Electromagnetic Response 329

REFERENCES

D’YakonNov, B. P. (1959), The Diffraction of Electromagnetic Waves by a Sphere Located in a Halfspace.
Bull. Izv. Acad. Science, USSR, Geophysics Series No. 11.

HoHMANN, G. W. (1971), Electromagnetic Scattering by Conductors in the Earth Near a Line Source of
Current, Geophysics 36, 101-131.

HowaARD, A. Q. (1972), Electromagnetic Fields of a Subterranean Cylindrical Inhomogeneity Excited by a
Line Source, Geophysics 37, 975-984.

KRISTENSSON, S. G. (1979), Scattering of Stationary Waves from Buried Three-Dimensional
Inhomogeneities, Akademisk Avhandling For Avlaggande Av Filosofie Doktorsexamen 1 Teoretisk
Fysik Avhandlingen kommer enlgt beslut av fysiska avdelningen vid Goteborgs untversitet och
Chalmers tekniska hégskola att offentligt férsvaras torsdagen den 22 November 1979 kl 10.15 i sal
6306, Forskarhuset, Institutionen for teoretisk fysik, GV/CTH, Fysikgrind 3V, Goteborg. Avhand-
lingen forsvaras pa engelska.

LEE, T. 1. (1974), Transient Electromagnetic Response of a Sphere in a Layered Medium, unpublished
Ph.D. thesis, Macquarie University, Australia, p. 107.

LEE, T. J. (1975), An Integral Equation and its Solution for some Two and Three Dimensional Problems in
Resistivity and Induced Polarization, J. R. Astr. Soc. 42, 81-95.

PALMER, T. M. (1974), TEM Modelling — Sphere in a Half Space, unpublished report for L. A. Richardson
and Associates, Pty Ltd, Chatswood, NSW, Australia.

SiNGH, S. K. (1973), Electromagnetic Response of a Conducting Sphere Embedded in a Conductive
Medium, Geophysics 38, 864—893.

Tal, CHEN-To (1971), Dyadic Green’s Functions in Electromagnetic Theory, Intext, San Fransisco, pp.
246.

TAl, CHEN-TO (1973), Eigen-Function Expansion of Dyadic Green’s Function, Mathematics Notes, No. 28.
A.F.W.L. Kirtland Airforce base, Albuquerque, New Mexico, USA.

Tal, CHEN-To (1980), Singular Terms in the Eigen-Function Expansion of Dyadic Green’s Function of the
Electric Type, Mathematics Notes No. 65. A F.W.L. Kirtland Airforce base, Alburquerque, New
Mexico, USA.

Warr, J. R., and CAMPBELL, L. L. (1953), The Fields of an Electric Dipole in a Semi-infinite Conducting
Medium, J. Geophy. Res. 58, 21-28.

YagHNAN, A. (1980), Electric Dyadic Green's Function in the Source Region, Proceedings of the LE.E.E.
68, 248-263.

(Received 21 August 1980)

Appendix
Some intermediate results
(1) Let
- COS
wsnl =J,(Ar) | ng e
sin
and
h=k2_ )2
) Viygni + (A2 + h)ygni =0
(i) Mgni =V x yegnii

nJ,(Ar) sin 7] cos .
S Ll S 7\ i
T cos ¢ or n(4n) sin ngg e
Ta1 (1971, p. 84)
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- 1 -
(iii) NSnl = T Vx Vx wsn/li

ihz

=< | %J,, an ::: ngé ¥ ’—hrﬁ TP Z‘ons ngd+ 127, (Ar) ::nﬁ]
Ta1 (1971, p. 84)
(iv) VX Vx %ﬁ?})’) _ AN_fs';i((hz) —0
Ta1 (1970, p. 70)
© x| 3
) fo fo Mgni(h)- Mgn's' (~h)rd’ dr’
=0 n #n'
— (1 + 6 6 — A esh—k) g
dy=1 n=0
6,=0 n=1
Tar1 (1971, p. 92)
®© L2 _ _ '
3) fo fo Negni(h)- Ngn' &' (—~i')r’ do" dv’

= (1 + Sp)mh 6(A — A)e=t=H)  p=0
=0 n#n'
Ta1 (1971, p. 72)

A .. Q2—d,) _ _
@ G,RIR)= fo dA f_ ) dhgo (47:2,1)(h2+32—k2) - [ MgnA(h) M enA(—)

+ ﬁsnlﬁ ! sn}.(—h)]
Where (=;0 (RIR’) is a solution of
Vx Vx Gy(RIR") — k*Gy(RIR") =T 6(R — R").

Ta1 (1971, p. 94, 95) or from egs (2) and (3) above.
(5) Let

cos
l//smn(k) = f,(kR)P™(cos 8) sin mo.
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Then
@) v l//gmn(k) + k? y/gmn(k) =0
Wsmn(k) =Vx (wsmn(k)R)
m sin ~ 0 cos -
= j,(kR) | F ——P™cos ) mgf— — P™(cos ) . mgg
sin 6 cos o0 sin

Tar1 (1971, p. 170)

(ii) ngn(k) =% VX Vx l//gmn(k)R

nn+1) ' (kR)P™( G)COS oR 1 ¢
= —— n + —— s
kR ImOTnCOS ) o PR TR R
a cos .
X [Rj,(kR)] |—Pm(cosf) . mgl
oo sin
_ m Pm(cos ) sin &
* sing " c0s CcOS mg
Tar (1971, p. 170)
SMemn(k SMemn(k
(iii) Vx Vx _5mn( )— 2 _Smn( )=
SNsmn(k) SNgmn(k)
6) @) f mgmn(k) . .STl—Vsm’n’(k’) dv=0
sphere
m' #m, n+*n'
_ _ omm' onn’ 2(1 + & 1
(i) SNgmn(k)- SNgm'n' (k') do = =" (L + gp)n(n + 1)
'sphere kk' (2n + 1)
n+ m)! b R2
(n+m) e f
(n—m)! o 2n+1
X ((n + l)jn—l(kR)jn—l(klR)
+ nj,. 1 (kR)j,..(K'R)) dR
Where
Oom=1 m=0
Som=0 m#0 n#0

o,=1 i=j
=0 i#)
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Tar1 (1971, p. 172) Actually Tai has, by mistake, omitted from the second factor the
term kk'.

2n(n + D(n + m)!
Q2n + D(n—m)!

@ | __ SMgnn(k)- SMgm'n' (') dv = (1 + by
sphere

b
X f R% (kR)j,(k'R) dR - dmm' Snn’
0

1 __ _
MO v ligmn(0d = SHig0) 7 nLl) SNgmn +

(n+

n—m+1 ___
X [— SMgm(n+ D+

2n+1

n+m

n+1l

" SNsm(n — 1)]

Ta1 (1971, p. 228)

(i) % Vx Vx ygmn(k)z = §1—V‘8mn(k) =7 ——Ll—)— mgmn +

n(n +

.SWSm(n — 1)]

2n+1)

n—m+1 __ n+m
X [—— SNSm(n + 1)+

n+1 n

TA1 (1971, p. 228)

[¢ ]

(®) e, (A =" (2n + 1)i"~1j,(kR) - Pr(cos y)Py(cos 6)

h=\k*—2*

R=+/22+1} ksiny=241

n—m)!
(n+m)!

LEE (1974, p. 33)

(9) Expansion of the cylindrical wave functions in spherical wave functions.
(i) First the M functions:

Mgm,l =V x ygmA(h)3

cos
=VXJ,(Ar) | mge'i
sin

= Z i"~1(2n + 1)P™(cos y)(n —m)!/(n + m)! - V x [c.os mg Ju(kR)P™(cos H)i]
sin m¢

n=m

[result (8) above]

=§m ki*=1(2n + 1)P™(cos y)(n — m)l/(n + m)! - [1 _m_l)ﬁgmn

n(n +
n+

mm (
" gm n—l).]]

1 n—m+

1
+ SMem(n + 1) +
2n+1 n+1 5( )
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[result (7) above]
L i*~1(2n + 1)P?(cos w)(n — m)!/(n + m)!

_+km';n n(n + 1) +{SNgmn}
Z ) P"'(cos w)(n—m)l/(n + m)!-
; m+1
X i SMSm(n + 1) + SMSm(n -1

For m = 0 the first term is kmgm/i
(i) Expansion of the N functions
Now

— 1 —
Ngml = p V x Mgml
V x ﬁgmll = kl\—lgm/l

_ 1 —
SNsm,l =-Vx SMsm/l
k

I 1 -
V x SNsm}. =-Vx SMsml
k
Ta1(1971)

Therefore

Nsml = Z i"~1(2n + 1)P™(cos y)(n — m)!/(n + m)!

n=m

_ km I 1 (n—m+1)
+n(n+1) gmn =+

2n+1 n+1

- (n+m)
x kSNgm(n + 1) + kSNgm(n — 1)”
e 2 *12n+ 1) pm (n—m)! S
= nn+1) " (cos ¥) (n -+ m)! g

n=m

+k ,;, "1 Pm(cos w)(n — m)!/(n + m)! - [(%:__1.) SNsm(n +1)

n+m

+ ng(n — 1)}

k
For m = n = 0 the first term is — SNgm-
i
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(10) The Green’s dyadics for the halfspace.
The geometry for the Green’s dyadics is as shown in Figs. 2a and 2b.
(i) The Green’s dyadics for the source.

For the case where 6, = 0, and &, = ¢, the layered structure reduces to a halfspace
and the relevant Green’s dyadic has been given by Tai (1970).

G'=GL(RIR)+GL(RIR)+g z>d

= GL{(RIR") z<d
- Where
M 8nl(ho)ﬁ '8nﬂ.(—h0) + J_V—snl(ho)ﬁ ! 8(_h°)’
GL (RIR) = © o 3 _ _ z>z
wRIK) = f Z ho Msnl(—ho)M’ gnihy) + Ngni(—ho) N'g(hy),
z<Lz

Gl)(RIR") = — f da Z om (4 Hgnho) M gnd(+ho) + b, Ngni(ho) W' gni(hy)]

GL(RIR’ )—-— f dlz om -Le, Mgni(—h,) M gni(hy)

+ leSn}.(—hl)ﬁ’sn,l(ho)]

=—£% (R — R")/K}

a, = [:0 — hl] o—2hodl
1+ hy

2h, e!hi—hod
hy+ hy

~ Where

=

kihy— k2h,
k2h, + kZh,

— —2ihod
=

_ _Hahoko  i-n
Y Rhy + K3h,
Note. In the notation of Fig. 1, h; = h, and k, =k,.
(ii) The Green’s dyadics for the scatterer.

Once again the dyadics can be easily constructed by following the method given by
Tar (1970).
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G=G,(RIR") + G (RIR") — 2286(R —R)/K2, z<d
G =Gy (RIR), z>d
Where
Mgn(h,) M gni(—h,) + Ngnl(hl)ﬁsnl(—hl),
= © | 22— z>z
%mm%wﬁ'ﬂz _ _ _ _ f=
dmdo o Ay | Mgn(—h)FT g(hy) + Ngni(—hy) W' gni(hy),
z<Lz

I(RIR’)—— f d/lz om - (AR gnA(—h,) M gnihy)

+ BNsn/l(—hl)N ! snl(hl)]

Gyy(RIRY) = — f di Z om [CMSnl(ho)M’Snl(hl) + DNgni(hy)N'gna(h,)l

Where

A= hy—hy g2l
hy+ hy

2h, eld(hi—ko)
h + hq

e2ihd (k2 — hok?)
k2hy + K3h,

2kyh k, =tod
 hok?+ k2

Note. In the notation of Fig. 1, i, = h,, k, = k,.
(11) Green’s Dyadics for the layered medium.

The expressions for the dyadic Green’s function for a layered medium involve the
same wave functions as for the non-layered case and can be found by the method
discussed by Tarx (1970).

(i) The Green’s dyadics for the source

G'=GL(RIR)+G!(RIR) +g z>d
G'=G!(RIR") d—t<z<d

G
GL(RIR") z<d—t

Qll
"
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Where
g=—220(R —R")/k2
ﬂ8n1(+h0)11—4 'gni(—hy) + N snl(ho)lv 'enA(—hy),
Gi (R|R')——fw Z _ _ _ _ z=>Zz
hy Mgnl(—ho)M ’8nl(ho) + Nsn&(—ho)Ns’(ho),
z<Lz

G!(RIR") = — f i Z [AMSnA(ho)MS ni(ho) + BNgni(ho)N'gni(hy))

Gl(RIRY =~ f di Z [CMSn/l(h )M gni(ho) + DiMgnd(—h,)M'gni(h,)

+ ENsnl(hl)N ’Sn}.(ho) + Fﬁgnl(—hl)ﬁ 'gni(ho)l

=,' _ Om y ,

Gi= f Z [GMgna(—hy) M gni(hy) + HNgnA(—h,) ' gni(hy)]

The functions 4 to H are found by requiring that £ x G!and Z x V x G be continuous
atz=d—tand z = d. With z;, = d and z, = d — ¢ one finds that:

2hy(hy + h)e~ izt _ 2p (By — b, )ethin—2imz
(ho + 1)y + e~ — (hy — hy) oy — Y=

A =—e2hom 4

—"lle
B — e—2lh021 + ﬁ e-—-"lozl [ﬂ E e”llzl — —__Fhl €
1 kl

0
Where E and F are given below.
2oy — )
B (o + ) (hy + hy) e 5 — (By — hy) (hy — ) ethiar= 2z
_ 2ho(hy + By et
(ko + ) (By + hy) e T — (hg— ) (hy — b)) e an—2hn
—2hok ke~ o2 (h k3 + kih,)
B efim(hykg? — ktho) (h K3 + kihy) — e-tis= iz (h k2 — Kih,) (R kG + ki)
_ —2hok ky e~ (h k2 — kih,)
ey k2 — K2hy) (h K2 + k2h,) — e~hn—iman(p k2 k2h,)(h K2 + k3h,)

G — el’lz}z[c e"l]Zz + D e—lh,z;]
elh;z;
k,

H= (k E ei=2 4 k| e~
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(ii) The Green’s dyadics for the scatterer.
The general form for the dyadics for the medium is:

G=G,(RIR) + Gy(RIR) — 82 6(R— R  z<d—t
G=G,,(RIR" d—t<z<d
G = G, (RIR" z>d
Where
Msnzl(hz)M— 'gnA(—h,) + Nsnl(hz)ﬁs' nA(—h,)
Gp(RIR) = Mf di Z 2 M‘S""‘ 227
Msn/l(— Z)MS nA(h,) + Nsnl( hz)N 'Snl(h,_)
z< 2z

n(RlR')=—f di Z

+ b,N| Snl(— 2)N ! Sn,l(hz)]

Gu(RIR) =~ f Z

+ dzMSnl(hl)M’sn,l(hz) + e,Ngni(—h)N' gni(h,)
+ fuNgna(h)N' gni(h,)]

O [, M gnA(—h, M "enA(hy)

[czMSnA(—h WM ’Snl(hz)

Gy RIRY = [~ a1 S 20 o 5, M NenA(ho)Ne'nii
w(RIR) = fo d go T e g M gl ) + NG o) Ng niCh,)
The functions a, to A are found by requiring that Z X Gand 2 x V x G be

continuousatz=d—tand z =d.
With z, = d and z, = d — ¢ one finds that:

az — _ezi’lzzz + elhzZz(cze—Uhlz + dze"l]Zz)

¢, and d, defined below.

—"lzZz

b2= _e-—zlhzzz + [k1e2 e—lh;z; + kl/‘z elh]Z;]

2
e, and f;, defined below.
2h, e *2(hy — h,)
(h, = hy) (ho — ) €75 — (g + ) (hy + y) o=

Cy =

g 2h, e (hy + hy)
T U= )y — hy) e — (g + )y + hy) (e
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20,k k, em(h K2 — K3ky)
e,= =
27 (2hy — K2R (B K — k2hy) + (K2hy + K2R, (K2R + K2H,) e=2us

2h2k1k2 e"'m(k}ho + k%hl) e U+t
(k3h, — k3h,)(h K2 — k2hy) + (K3hy + K2R ) (K} hg + Kgh,) e~2m=

g2 = e——lhoz,(e—lhlzl 02 + d2 elh;zl)

fa=

e—-"lozl
h=

[k.e, e M= 4+ fok, etha1]
0

(12) Primary Green’s function in spherical coordinates

= - - ik > 2 @n+ Dn—m)
Go(RIRY) T an Z z 2= om) n(n + 1)(n + m)!

n=1m=0
SM “)smn(k)STl ‘emn(k) + SN (l)gmn(k)gﬁg'mn(k),
R>R'
SM Smn(k)m "Wemn(k) + Eﬁs(k)STA—’ "Wemn(k),
R <R’
—[RR 6(R — R")/k?
Where SM" (k) means that the vector wave function is defined with respect to the
spherical Hankel function of the first kind.
ie.
h:(kR) replaces j,(kR).
SN (k) is similarly defined.
Oom=1 m=0
=0 m#0

Ta1 (1971, p. 174)
See also the errata. Ta1 (1980, p. 5)
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Transient Electromagnetic Waves Applied to
Prospecting

TERRY LEE

Abstract—An argument based on a high-frequency filter can be used
to show that the later stages of a transient are strongly controlled by
the low-frequency component of its spectrum. In particular for a
sphere of radius 50 m and conductivity 2 mho/m, frequencies greater
than 3100 Hz are unimportant for times greater than 3 ms. For the
later stages of the transient, where only low frequencies are important,
it is possible to provide solutions for the transient response of spheres,
cylinders, and dykes. These solutions have the attractive feature that
the singular part of the Green’s function is the most important term in
this function for these calculations. The early stages of the transient
are useful for depth estimations and for these times, different methods
of calculation must be used. The various approaches to the problem of
calculating transient electromagnetic responses utilize various singular-
ities of the transfer function of the ground. This has shown that the
contributions from the integration about poles as well as branch cuts of
the transfer function must be considered. Alternatively, if the singu-
larities are seen as specifying the structure, then deriving transient re-
sponses for frequency-domain data is likely to be a very ill-conditioned
problem. A further conclusion is that care must be given to the choice
of pulse shape and measuring time.

I. INTRODUCTION

HERE 1S a strong tendency to equate the transient elec-
| tromagnetic method of prospecting with some sort of
multifrequency method of prospecting. This is un-
fortunate because from a mathematical point of view there is a
choice as to how to represent the transient. One way is to ex-
press it as a sum of steady-state responses. Another way is to
represent it in terms of a sum of integrals each of which is
taken about a particular singularity of the transfer function
of the ground. The purpose of this paper is to show that not
only has the former method led to gross simplification of the
physical process, but also to argue that the latter method
offers considerable insight into the observed transients.

The results of a transient electromagnetic survey, have been
viewed from either a frequency-domain or time-domain point
of view. Because of this, two ways of calculating analytically
the transient electromagnetic response of geological structures
have been advocated, and in neither case have the advantages
been thoroughly explored. The first of these is to calculate
the response entirely in the time-domain {1], [2]. The second
way is to convert the frequency-domain response to the time-
domain by the use of the inverse Laplace transform. Unfor-
tunately, this last operation must, in general, be done numer-
ically because of the extreme difficulty of finding the inverse
transform analytically. Despite the difficulty, a number of
analytic solutions is known for dipoles in or on stratified
media. [3]-[12]. A third approach has been to solve Max-
well’s equations numerically by using a time-stepping procedure
[13]. The results presented from this last study were those
that modeled the magnetotelluric method of prospecting.

Manuscript received June 29, 1979; revised November 7, 1978.
The author is with L. A. Richardson and Associates, Pty., Ltd.,
Gordon, N.S.W. 2072, Australia.

In that study the size of the body was of the order of a skin
depth. Of all the methods of calculating transient responses,
then, this method has received the least attention.

The former analytic method of calculating the transient
response usually involves the assumption that the time-domain
response can be represented as a sum of exponentials. The de-
cay constants are then found by solving a transcendental equa-
tion which is derived from the boundary conditions. The
difficulty here is that a series of exponentials corresponds to a
series of poles in the frequency-domain, and so the latter
method must be used for those geometries that are associated
with transfer functions which require the introduction of
branch cuts to ensure that they are single valued in the
complex plane. These branch cuts produce a response like
1/t’, where t is time and v is an arbitrary index. For early
stages then, these terms can dominate the response and so
make depth estimation difficuit [14], [15]. An example of
models where these terms are important is a slab on a uniform
half-space [15].

It has not been possible to write down suitable time-domain
expressions and so almost all calculations of the transient
electromagnetic response of a geological structure have in-
volved the numerical inversion of a Laplace transform. At this
stage the the problem is often simplified by concentrating on
the low-frequency part of the transfer function of the ground.
There is a danger here that instrument design will be influ-
enced by the results of this theory. Should this happen, it is
possible that the transient electromagnetic methods of pros-
pecting will not provide any more information than a less
sophisticated steady-state system.

There is a real need then, to be able to estimate the fre-
quency content of the later stages of an electrical transient. In
Section II, we develop a method that is capable of estimating
the highest possible set of frequencies that are significant at
the later stages. The conclusions from this section can be used
to place approximate methods of solutions of the type given in
Section III on a more rigorous foundation. Alternatively, they
can be used to argue (if it is known that a broad frequency
range is needed to resolve geological structures) that much
more emphasis should be placed on the earlier stages of this
transient. Sections IV and V are concerned with showing that
a congiderable amount of insight can be gained by viewing the
transients to be composed of a sum of integrals about the
sigularities of the transfer function of the ground.

II. EQUATING FREQUENCY-DOMAIN AND TIME-DOMAIN
METHODS

As mentioned above the time-domain response and frequency-
domain response of a geological structure are related to each
other by the Laplace transform and this is true regardless of
the configuration used in prospecting. Unfortunately this
relationship makes qualitative conclusions with regard to

0018-9219/79/0700-1016$00.75 © 1979 IEEE
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frequency-domain data and time-domain data difficult. The
problem here then, is to determine the stage in the transient
time-domain method of prospecting that provides a broader
spectrum than a competing multifrequency-domain method of
prospecting.

In particular, how much effect does the higher frequency
part of the spectrum have on the later stages of the transient?
It is shown below that much of the higher frequency content
needs to be removed for an appreciable relative effect on the
transient at later stages. Thus we are led to compare the later
stages of a filtered transient against an unfiltered transient.

Let the spectrum of the transient be multiplied by exp
((25)?) where s is the parameter of the Laplace transform and
“a” is a positive real constant. Notice, that if the substitution
§ = iw is made where w is the angular frequency, then the
inverse Laplace transform is converted to an inverse Fourier
transform and the attenuation of the filter is revealed.

If G(t) is the time-domain response of the unfiltered func-
tion and the convolution theorem is used, then the difference
between the filtered response and the unfiltered response is:

G(t)-f

Therefore, the relative change E is

o _ . 2 2
E=[G(t)_f G(t- p)-exp(-u? 4a )dﬂ]/G(t).

G(t - u) - exp (-u? /4a®)
(4ma®)!/?

du. n

(41m2 )1/2

2

For a step-function excitation, G(¢) is zero for negative time
t, and if “a” is also small then

1 t ) -2 _a 0
E=~= z erfc Z - exp m W 5; In (G(@®)).
3

Frequently, the later stages of a transient process may be
described by means of a single exponential such as 4e?* [15],
[16].

Hence, an estimate for relative change is:

E< -1— erfc (L)+ﬂ— exp(i) . 4)
2 2a) (mMW? 44*
As a rough rule, the result will be true if
tla>4 and ay<1. (5)
Or in terms of the decay constant
¢ = 4/v and the filter is exp (-w?/v?). (6)

For example, if a sphere has radius of 50 m, a conductivity
of 2S/m and the permeability of free space, then

)

Hence for ¢ > 8/ ms (i.e., frequencies less than 3100 Hz)
the observed transient will show a relative change of 2 percent
or less. Incidentally if the conductivity is increased by a
factor of ten, then the results are still true for times greater
than 30 ms.

As a.consequence of the above result, it can be seen that if
the decay constant or the behavior of the later stages of the

y=500ms"t,

10}

transient response can be determined, then the result can b
used to construct completely the late stages of the transier
response from a limited amount of low-frequency data. Th
same sort of analysis can be repeated for other forms ¢
decay such as 1/¢°.

If it is decided from the outset that only the low-frequenc
response are required then there are approximate methoc
which can be used to compute the later stage sequence. Thes
conclusions are particularly relevant for those systems that ar
designed to measure beyond 100 ms [17]. The point to t
made here then, is that this type of analysis shows just ho-
much the low-frequency component of the spectrum dom
nates the later stages of the transient. Hence, if the argumen
concerning the desirability of measuring high frequencies an
valid, then much more attention should be paid to the ear}
stages [18].

ITI. Low-FREQUENCY RESPONSE CALCULATIONS
A. Approximations

Most analytic calculations that are attempted for the numer
cal modeling of the transient electromagnetic response c
geological structures involve some sort of low-frequency ar
proximation. An almost universal approximation is to neglec
displacement currents, that is, the dielectric constant is se
equal to zero. From the frequency-domain point of view suc
an approximation is reasonable for earth materials if the frc
quencies are in the kilohertz range or less [19]. In the tim¢
domain, however, this approximation is less obvious and it .
usual to refer to the results of Wait [4], or Fuller and Wa
[20].

It is possible that other effects besides those of strictly di»
placement currents are relevant. The problem is that there ar
too few reliable measurements of conductivity spectra of rock
over the frequency ranges that might be used. One of ths
reasons this is so is that many of the measurements that ar
made are only over a very limited frequency range often onl
up to 10 Hz [21]. This is disturbing because if there are roclk
with an appreciable phase difference for the conductivity fun
tion then this is sufficient to explain the anomalous negativ-
transients that have been observed [22], [23].

Recently in situ conductivity spectra of rocks have bee
measured over a broad-frequency range [24]. This last stud
reported, for some cases, significant phase changes at highe
frequencies. These results would therefore seem to reinforc
the results of the previous time-domain studies.

In practice the problems that are treated are further sim
plified by approximating the frequency-domain response :
low frequencies by a function that readily admits a Laplac
transform. The validity for these approximations lies in tha
initial and final value theorem of the Laplace transform [25]
[27]. The usefulness of such an approach has been demorns
strated by Luke [28]-[30]. Such an approach for exampl
has been used by several authors to study the transient respons
of a conducting layer [31], [32]. Thus the viewing of ths
transient from a frequency-domain point of view naturall
leads to gross simplification of the process. The simplificatio
concentrates on the later stages, where it now seems possib.
to obtain results for a variety of structures [ 53}, [54].

Recently it has been proved possible to calculate the steady,
state response of a conductor in a half-space excited by a lir
or loop source, by approximating the integral operators ir
volved. That such an approach might prove useful for solvir
scattering problems was suggested by Noble [33].
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For the case of a cylinder in a half-space excited by a line
source there is a perturbation solution as well as a mode-
«matched one [34], [35]. The mode-matched solution is par-
ticularly interesting because the resulting scattering matrix was
dominated by the contribution from the primary, or singluar
term of the Green’s function. This work shows that for a line-
source excitation, cylindrical structures, and moderate fre-
quencies, the resulting integral equations can be approximated
by neglecting the nonsingular term. Later this same conclu-
sion was reached for the case of exciting a buried spherical
conductor by a coaxial loop source [36]. For time-domain
calculations it is essential that a cheap way be found for cal-
culating the steady-state responses for a number of different
frequencies. Since the approach to approximating the integral
equations involved appears to provide a solution to this prob-
lem, it is worthwhile looking at how this approch can be ex-
tended. One such extension is demonstrated below for the
case of a dipping dyke. It is realised that this approach does
not specify the time after which the results are valid. How-
ever, if some scale model results are available or if the decay
constants can be estimated from simple models, then this
restriction can be overcome. The way to overcome it is to
use this approach outlined in Section II.

B. Extension of the Methods for Low-Frequency
Calculations—An Example

Consider the geometry shown in Fig. 1. A line source of
current carrying a current of Je*7 is situated al xq, dyke of
thickness v, conductivity o, depth to the top a, and dip f
is situated x¢ meters. The conductivity of the half-space is
01, and all permeabilities have been set equal to uo the per-
meability of free space. The geometry is described by the
coordinate system (x, y, z) and as is shown in the diagram.
Notice that the y-axis is parallel to the strike of the dyke and
to the line source.

For this geometry it has been shown that for moderate
frequencies the secondary term in the Green’s function may be
neglected if an accuracy of only a few percent is required in
the calculation of the electric and horizontal magnetic field
[37]. This is not a severe restriction because it is clear from
Maxwell’s equations that the induced voltage in a receiving
loop is just the electric field integrated around that loop.

For this geometry the electric field across the dyke may be
described by the integral equation [38]

. 0y ~ 07)iw
popgi - Mol o)W f GE dx' dz!
2 )4
here
G=Ko(ksR), Ky = (iwpe0y)"?
R=((x-x") +(z- "))/ (®)
and E' is the incident electric field.
For a uniform half-space E* is given by:
Ei= —iwpgl fm exp (-nyz +ik(x - x1)) a ©)
m ‘—o0 (I AI + ny )

where
n; =\ +k3H)Y2,

In writing down this equation the secondary term in the
Green’s function has been neglected for the reasons already
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given. This equation can now be reduced to one originally
studied by Fok [39] first by assuming that the dyke is thin
enough such that the integration can be approximated across
the dyke, and second, by Fourier transforming out the coordi-
nate of the line source in (8). The approximation is accurate
to a few percent when

V(0210w 2)Y? <.

Here n may be 0.6 or even as large as 0.9 depending upon the
accuracy required [38].
Denoting the Fourier transform by a bar yields:

(10)

E=Iz_"i+%f Ko(kyl1- 1) E ar* (11)
0
where

A=-(03 ~ 01) o viw/2

E'=B exp (-ky 1cos ¢)

~iwpol exp (~n1d +iX(xg))
T @+ np)
y=f+¢+nm
z-d=1Isinff, xo - x=1cosf
A=iky cas¢.

Also I and I' are lengths, measured from the top of the dyke,
along its length.

Although Fok only considered the case where k; is unity,
his method still applies for the case described above. Fok
introduces two functions G,(A) and G.(-A) which are analytic
in the upper and lower complex plane. These functions satisfy

the relatiops:
fw in (1 ~ A du
} o @ +kH2) u-2a

(12)
(13)

1
In(G.(N)=- i

A% +x2)1/2

G+ G.(N) TN
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One then finds that the solution to (11) can be written down
as:

_ (B2 + k)% exp (&) a® G, (&) exp (iad)
E0 =8B { G+ - A aG(a) (- )
T
. J_m exp (-kys1) (s* - 1)"/2 ds } (14)
L Gk s) (A% +kis® - kD) G- iky o))

Here & =1k, cos ¥ and o = (A? - k%)l/z. For small k4, then

E= f E exp (-ilx;) d\

(15)

Equation (15) then, is a solution for the electric field within
the dyke. By using it and (8) the electric field can be cal-
culated anywhere.

The approach to approximating the integral operators would
therefore seem to be a fruitful field for future research. It
should be realized however, that the real problem is to deter-
mine not whether a solution can be obtained but whether it is
useful. In particular it is questionable whether these types of
solutions are sufficient to interpret the geology. The sort of
additional information that is required can be found by
looking at the very early stages of the transient.

IV. HiGH-FREQUENCY RESPONSE CALCULATIONS

The low-frequency analysis very often gives only a single
decay constant that is related to the shape and size of a

conducting body. The attempts which have been made to -

determine the depth to a conductor have used mainly the
early stages of the transient, i.e., the high-frequency part.
One of the reasons this approach is attractive is that the suc-
cess of the low-frequency calculations depend upon the
quantity |k,a| being small. Here k, is the propagation con-
stant of the medium and “e” is some length associated with
the body. In the low-frequency calculations then, the relative
dimensions of the body become less important. The perturba-
tion solution for the buried cylinder is a case that illustrates
this [34].

The first approach to the problem of determining the depths
of a conductor made use of the theory of matched filters
[40]1. In that study that transient wave in the ground was
shown to consist of a series of waves, that were reflected back
and forth between the conductor and a wave that was only
associated with the air-earth interface. @ The conclusion
reached was that the transient electromagnetic data were dif-
ficult to process because of the interference of the ground
wave [14]. A later study showed how these various waves
could be transformed into a convenient solution for late time
calculations [15]. What was being exploited here was the
transfer function of the ground which could be expressed in
different ways. One way necessitated the integration about a
branch cut and the other about a series of poles. The first
expression then, yields a series of waves while the second
produces a series of modes.

The following example makes this quite clear. A common
model for a conductive overburden has been a conducting slab
of thickness i, conductivity o, and permeability uy. The fre-
quency-domain response for the electric field F, of the struc-
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ture to a step-function magnetic field of height Hy is
2H, hnd
=— |1+2 exp (-2 nh(awug)?)| -
(lwﬂo 0)1/2 [ "go p ( ( “0) )
(16)

Here iw is the parameter of the Laplace transform. The equa-
tion can be checked easily by taking the inverse transform and
comparing the result to the known time-domain formula [15].

Now there are two ways in which the expression can be
transformed back into the time domain. The first is simply
to take the inverse Laplace transform of each term in the ex-
pression. This will involve an integration about the branch cut
along the negative iw axis. The result of this is that the re-
sulting transient consists of a series of waves of the type already
described. This formula is useful for calculations at the early
stages. The resulting ground wave is useful for determining
the conductivity of the ground and this information can be
used if the first wave term can be estimated to yield the depth
to the conductor [14]. The second way is to sum the series
first; hence ‘

. 1/2
2H, [cosh(h(ozwuo) )]. an

" (iwoup)?? | sinh (7 (gicope)?)

The transient response can be obtained by summing a series
of residues. This method produces a series of modes that
decay exponentially. This formula is useful for calculations at
later stages where the field decays like exp (-2 #/(ough?)) and
because of this depth, estimation is difficult [15].

This example’ shows that the frequency-domain approach
to the analysis of transients is simply the concentration on
specific singularities of the transfer function. At the same
time other singularities are simply ignored. The suggested
approach to the analysis of transients then, is to follow Baum
[41] and to view the transients in terms of all of the singulari-
ties of the transfer function of the ground. The problem now
is to be able to interpret the transient in terms of these singu-
larities and to this end the choice of pulse shape is important.

V. PULSE SHAPE

Since the Laplace transform theorem relates frequency-
domain data to time-domain data, it is clear from the fre-
quency-domain point of view that the choice of pulse shape is
important because it modifies the response function. More-
over as shown above, if early stages are neglected then the only
part of the spectrum of the pulse that is being used is the low-
frequency part. In view of this it is worthwhile looking at the
results of research into multifrequency methods of prospecting.

Recently, 1t has been argued that a good way to choose the
set of frequencies for multifrequency-electromagnetic survey
is to make use of the theory of the generalized inverse [18].
The procedure is to require that the frequencies chosen be the
ones that are capable of providing a stable inverse to a given
set of data. The conclusion from these studies was that a
very broad, frequency range should be used. This approach
has been extended to obtain estimates for the parameter error
bounds that are related to the parameter solution and the
measurement of noise [42].

In contrast to this, the time-domain problem has been at-
tacked in a much less sophisticated manner [43]. For the
time-domain study, however; only forward solutions were
computed for different types of pulse shape. The pulse shapes.
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chosen were square and half-sinusoidal. The criteria for
detectability was maximizing the difference between half-
space response and the layered-ground response. The con-
clusions reached were that the detectability increases with
increasing transmitter-receiver separation and that the square
pulse excitation was the best. Another study of the transient
electromagnetic response of a conducting sphere for step,
sawtooth, ramp, rectangular, and impulse pulses, showed that
for sawtooth pulses, a fast rise time should be used so as to
obtain a greater secondary signal [44]. One way of stating
the results of all authors is to say that they found that the best
pulse to use was the one that had the widest frequency range.
The difficulty with these latter studies then, is that they only
approach the problem indirectly.

A more direct approach to this problem is to ask how stable
is the process of inversion of the Laplace transforms, or since
the inverse Laplace transform is determined by the singulari-
ties of the kernel, how much these can vary and still yield a
transient response that is approximately the same as the ob-
served response in the considered time range. Viewed in this
light then, the proper choice of pulse shape and time interval
over which to measure the transient response is simply the
problem of choosing that pulse and time interval which will
be sensitive to the position of singularities of the transfer func-
tion in the complex plane. The singularity expansion method
of viewing transients then, allows for an alternative approach
to answering the questions concerning the stability of the geo-
physical inverse problem.

For example, if the position of the nearest pole to the origin
is to be determined, then the later stages of the transient are
important hecause a small error 1n the decay constant will only
become apparent when the product of error and time is ap-
preciable, and this will only occur at later stages. Interest-
ingly, this is simply saying that low frequencies are important
in this case because the positions of these frequencies lie
closest to the pole. However, it should be borne in mind that
the position of this pole is only one of the singularities in the
kernel that fixes the geology. Another one is a branch cut
from the origin. Now a step-function pulse contains a sig-
nificant amount of energy in the low-frequency part and so
this pulse will tend to accentuate the ground wave. As noted
above this can be a hindrance.

One approach is to select a pulse that has a significant
amount of energy in the frequencies that were indicated from
the generalized inverse approach. Leaving aside for the mo-
ment, any practical difficulties in measuring the resulting
transient, there are still problems. First, by limiting oneself
to the iw axis in the complex plane, one is immediately faced
with a difficult numerical inverse Laplace transform in order
to find the behavior of the fields in the time domain. The
reason for this is that the numerical computation of the in-
verse Laplace transform is an ill-conditioned problem [45].
Specifically, this is likely to be the case when there is a branch
point at infinity [46]-[49]. As already seen this is frequently
the case in the geophysical problem. The transform can be
inverted, but high accuracy is needed and this is generally not
available from geophysical modeling programs. Thus from an
integration point of view it 1s necessary to choose points off
the axis in order to perform the inverse Laplace transform
[50]. Hence 1t is important to look at how the spectrum of
the pulse continues off the iw axis. Thus from a numerical
point of view, the singularity expansion approach to the
inverse problem would seem to be a very desirable one. At
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this stage, the frequencies w, should be thought of as complex
frequencies.

From a geophysics point of view, if the earth structure gives
rise to a series of singularities in the continued spectrum, and
the position of the singularities can vary a great deal without
significantly changing the observed spectrum, then the earth
structure will be hard to resolve.

Thus the approach to choosing the correct pulse shape is
simply one of viewing the spectrum of the pulse as coupling
with the singularities in the transform function of the ground.
Further, such an approach allows for the suppression of un-
wanted earth characteristics, if they can be identified as arising
from specific singularities in the complex plane. Alternatively,
if the time window used for sampling the decay curve is too
v&ide, then there is the possibility of not being able to separate
out specific poles and hence, specific geological structures.

A serious difficulty, however, is that the electromagnetic
waves undergo dispersion in the ground [51]. The conse-
quence of this is that it may be necessary to modify the pulse
shape when changing prospecting areas. One way to do this is
to have a whole series of rectangular pulses. By measuring the
transients following each of these pulses, it would be possible
to use the results later to construct the response from a fairly
arbitrary pulse. Alternatively the sequency rate of the pulse
could be changed.

Whatever pulse shape is used, it will be necessary to make
measurements at very early times as well as the later ones.
The reasons for this, besides the ones given above, are that
some studies have reported the possibility of detecting induced
polarization effects by using electromagnetic transients and
these effects were observed at the very early stages [22], [23].
At the present time the only instruments operating in the time
domain that have considered some of these problems are
UTEM of Toronto [23], and Newmont EMP System [52].

VI. CONCLUSION

The concept of applying transient electromagnetic waves
to prospecting is attractive because it allows for the measure-
ment of the secondary fields in the absence of the primary
field. This combined with averaging makes for a good signal-
to-noise ratio. There are difficulties however, and these are
mainly concerned with the strong emphasis that 1s placed on
the later time portion of the transient. A reason for this em-
phasis is the comparative ease with which it has been possible
to obtain numerical results. In view of the work that has
been done on the inversion of multifrequency-electromagnetic
data much more emphasis should be devoted to the early
stages.

The approach to viewing transients as a simple collection of
steady-state responses, then, has led to gross simplifications of
the physical processes involved in the transients. A more
natural way to view the transients is in terms of the singulari-
ties of the transfer function of the ground. As shown above,
this approach provides a way of overcoming the limitation
generated by the simple multifrequency approach to transi-
ents. Moreover, this last appoach would appear to be very
successful in relating specific singularities with specific geologi-
cal features. The method also provides a new insight into
experimental design.
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The Transient Electric Fields
about a Loop on a Halfspace

R. Lewis* and T. Lee**

*Geology Department, University of Tasmania,
G.P.O. Box 252C, Hobart, Tasmania 7001

J **Geopeko, 27 Merriwa Street, Gordon, N.S.W. 2072
1 transient electric field excited by a step current where n=1/22 + iwy,0 {Lee 1974) (2)
'°°P_9f radius a on the s_u_rface of a ground of Here we have assumed the quasistatic case i.e.
~ductivity ¢ and permeability u, are displacement currents are ignored.

‘zentrated in a toroidal zone. At early times
zone moves slightly inward from the loop and
1 but at later time the field maximum moves
19 & cone dipping at 30° away from the loop. e= al ouo) 2 e (22 + a2 + 12) (%) 1. [arou,
Nater times the maximum occurs beneath a 207\t 4ar 1 T)
at on the surface at radius R where R2 =
%5 t/ou,. At this maximum the time rate of

The transient electric field € in the ground due to a current
step | In the Ioopathen is:

nge of the radial magnetic induction is zero. al
Ty A2 J; (Aa) J, (W) eXzerfe /T/E 2 |
<oduction ; t oL,
+e domaift electromagnetic prospecting systems that (3)
a single large loop are becoming increasingly important
“_e search for sulphlde.s {Vozoff 1978)' Despntg th's, In derving the expression we have made use of results of
¢ have been few detailed calculations of the fields in Oberhettinger and Badii {1973 No. 5.95) and Gray and
ground. This is surprising because the significance of Mathews (1966 p.69 No. 18). We z;lsc; notice irr passing
steady state cdse has been pointed out by Wait and that this result is equivalent to that previously givén by Lee
36 (1971) and Wart and Hill {(1972) have pointed out and Lewss (1974) for z =0
* the distortion of an electromagnetic pulse travelling )
7 a substrface source to the surface is critically A convenient dimensionless form of {3) can be obtained by
«enderit on the relative positions of the source and making the substitutions:
river.
| -y - L - O a2
re feceritly Nabighian (1978) has indicated approximate T =0
ribution of transient fields in the ground for various 4t
rces. Also, Lee (1977} has argued that the propagation .
transients have important directional characteristics. R =;
-e we first formulate a time domain expression for the
wmitted field in the ground and apply the result to z =%
dying the distribution of current in the ground as a a
sction of time and position. 2gea?
e* =450 (4)
eory |
e electric field E' at a depth z and radius r due to a Then
rizontal foop of radius a carrying a current | et ona e* = 4 'r% ez2+ 1+ R2)T 1. (2R7)
form ground of conductivity ¢ and permeability u, i$ v 1
en by: o
2
- _iwigla fx J; Q) dy ) gz (1) —[ A2J;(\) J; (AR) e ZX erfe (z\/F+1z/_7T( ‘)d)\ .
o i
n, X (5)
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The integral in (5) may be conveniently evaluated by

numerical integration between successive zeros of the term
J; N J; AR).

Calculation :

We have calculated €* to an accuracy of better than 1%
relative error for values of T spaced at a factor of \/ﬁ)

in the interval (\/ﬁ, 10-5) on various grids of R and Z .
Here we present a subset of these calculations. For large 7
a section 5 loop radii square was Used but for small 7 or
late times a grid 50 loop radii square was used. These
results have been contoured with a logarithmic scale at 3

FIGURES 14 .
The Distribution of €* x 106, Contours are logarithmic with 3
contours per decade.

&
1 f;o//

(o]
O+

Fgl
3 7T =362

contours per decade and are shown in figures 1-7. We have
extracted the maximum values from the grids and used therr
to construct a locus of maximum €* shown in figure 8.

We have also calculated €* as a factor of 7 at selected points
for a range of T extending up to 10 and plotted them as
waveforms in figures 9-13.

Discussion

The calculations show that at a large 7 (short time) the
locus of maximum e* briefly moves slightly towards the
centre of the loop and downwards. At later time the
maximum moves along a cone dipping at about 30°

Fig @
7 =10

Fig 4
7 =/
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Q 0 Loop 0 20 30 40
0
29 20
0] Figs 01
7 = 00362
9 40 /
Fg 7
7 = 003162
z z
o FIGURES 6-7 ]
Lo Q 2 %0 40 R The distribution of €* x 105, Note that the scales on figures 5-7 are
© 10 times those in figures 1-4. Contours are logarithmic with 3
contours per decade.
~ "
10 o
AY

20
o

4OJ

FIGURE 8
The locus of maximum €*. The numbers along the curve are the
values of 7 corresponding to the observed peak value.
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FIGURES 9-13

Waveforms of €* at selected points in and on the ground. Each
figure shows waveforms at corresponding points at a different Z
value. Within each figure the different curves represent different
values of R. The vertical axes are on a linear scale.
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and propagates at a decreasing velocity away from the
loop. Since the section has radial symmetry the results
indicate approximately a torus of current expanding
outwards with the maximum current on a cone at late
time and on a more complex surface at early time. An
empirical relationship can be derived from figure 8 but it
should be remembered that its accuracy is slightly limited
because the data was calculated on a grid.

At late time the maximum €* occurs at radius R, given by:
R2 7~0.64 (6)

An interesting feature shown by figures 1-7 is that not only
is there a maximum in current but that the gradients in the
current system decrease with increasing time as evidenced by
the increase in contour spacing and drop in actual values.
Now at the maximum

* *
%" - 3¢ - g . (7)
0z 09,
and by application of Maxwells equation
vx E = —98 (8)
at
It is apparent that
9Br - g (9)
ot

where Br is the radial component of the magnetic inducation.

The term in 9 is associated with the excitation of a current
flowing in a vertical tangential plane in an anomalous body.

Cases are known in which current modes in a scattering
body decouple {Lee 1978, Thio 1977) i.e. the body current
modes are merely those of the incident field. The above
indicates that certain modes may be very weakly excited in
parts of a scattering body.
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It is also instructive to consider the radiation pattern in
terms of the transmitted waveforms shown in figures 9-13.
The waveforms show a general attenuation and time delay
with distance from the loop but, as expected from the
contour plots the relationship is not simple. However, an
interesting feature is that in the R, Z ranges 0-5 loop radii
the width of the puise where significant amplitudes occur
does not exceed about 3 decades in 7. -

The results have important applications to field measure-
ments. They allow the removal of the incident field from
the loop at any point rendering feasible measurements using
separate detectors on the surface or down boreholes. Also,
with the removal of the primary field the scattered field
due to inhomogeneities can be isolated and may be more
amenable to interpretation than the combined fields
particularly at early times.
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T.J. Lee

J P.O. Box 217,

The voltage induced in a horizontal locp over a
uniform ground at height, h, has been calculated
for the case where the loop is excited by a step
current. If the loop has a radius b and the ground
has a permeability of 1 and conductivity

then at time t :

G 1991, o~125 %‘“—”

For oub?/(41) in the range 10~4 to 1 the maximum
error in using this formula is less than 44%. If
is less than 0.1 the error is less than 5%.

It is suggested, then, that for smali h,

~ 3V h
V(h}) = V(o) + ah [ h=o0

and that the above formulae will give first order

corrections for the voltage induced in the loop for

changes in eievation of the ioop.

Introduction

At the present time all the type curves for the interpretation
of transient electromagnetic data assume that the traverses
are carried out on flat terrain. Further, in the case of model
studies carried out by using metallic models all the dimen-
sions are very small. A consequence of this is that the actual
field situation being modelled is for a loop several metres
above the ground. There is a need, therefore, to be able to
allow for the elevation changes of these loops.

The Calculation of Elevation Changes

If Vis the voltage observed in a loop of radius b over a
uniform half-space of conductivity § and h is the height of
the loop above the ground, then:

V(hob) =V(o,ob)e 57 2 y(noby | £
3hn c n!

n=1
h=o

(1)

Gordon, N.S.W. 2072

The Effect of Loop Height in
Transient Electromagnetic
Modelling or Prospecting

L. A. Richardson & Assoc. P/L.,

Therefore for small elevations the percentage change per
metre of height is approximately

AV (hob)x100
(V(hg.b)-V(o,0,b))x100 _ 3h
hv({o0b)

V(oob)

(2)

From Lee and Lewis (1974) (equation 2 and 13), the
secondary voltage E induced in the loop carrying a eiwt
current is:

— “_22Ah
@ s TR o

where n, = /lzo i uyuO' (3)

Here u is the permeability of the ground and is assumed
to be equal to the permeability of free space, uo.

The voltage, V, due to a step function wave form is then:

V=Trb ul E“h T(2b) Frmy=x aA
pUET ) (5

y A
(4)
Therefore
AV x [ 2in
?hw z —z”-b/ulj; A[T[().b)J (K‘LT,T yax
(5)

Writing x = Ab and denoting the inverse Laplace transform
by L'yields for t> 0.

2 -

2| o [ e L e
—bh b o Me X
h=zo
(6)

where m,= jriolm/uc'b" and IJ(V):V
Therefore
w 4, = 2
AR - ©1 2 T x?
h —_— 2 —Tx*(1-x/7r f
N ox [I' (T)]e ( Te T erfely/T))ax

(7)
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Here T =t/oub?

The above expression can be evaluated by expanding the
Bessel functions as a power series and then evaluating

the resulting integrals by using the definition of the gamma
function and the result given by Gradshteyn and Ryzhik
(1965, p648, Number 6.281):

Mel

- mel)

j x™ lerfe(x}dx = E‘(_"— ,Z_)

(] m ™

(8)

Therefore
3v & "
oy =6Tr/ul (-1)7 (2ms2)' (2me3) oob* M3
dh heo U/ub" %__:o z'"m'(m.1)'(m.|)'(rmZ)’Gno3)( 4t )

(9)
From Lee and Lewis (1974, equation 11}

ve. 2l/T (gmbh¥ i {(-1)"(zm.z)'((v,ub*)m )"‘}

t 4t (me1)t(me2)'(2m.5)
m=0
(10)
Therefore
W 100 Y (-1)'"(2m.2)I(zm.a)-v((opb’)/(m))"‘
(Th L =2?/$L”' =G 3™ (m)! (meD)me)!(me) (me3)
VAL t Z(-l)""{2m.2)'((0pb‘)l(u))'"
=0 mzom'(m.l)"(m.?)'(Zm.s)
(11)
2
g ; . W 100 - oo
|f—‘;4"%j is small, then: S ) =~ 25/ 922
h=o0
(12)
Discussion

Figure 1 shows the results of comparing the exact formula

with the approximate formula for gﬁ-ltﬁ in the range 10~4
to 1. As the figure shows the percentage error is very small.
In the practical field case the mean height can be of the
order of one metre due to bushes, topography etc., however,
this figure shows that the resultant error is always less than
1%. So for this case it would not be necessary to apply the
correction.

However, in scale model experiments when the modelling
materials are metals then the correction is important because
the scaled coils are at a much greater distance from the
surface.
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- Depth Estimation with PEM
—A Cautionary Note

T.J. Lee

P.O. Box 217,

The method advocated by Crone (1977) for
determining the position of a ““current axis’’ for
a conducting ore body will give a positive result
even if there is no ore body.

The depth,.<, to this axis in a uniform ground
of conductivity - and permeability ~- is given

by: L -8 1 t
' S /T " o

In this expression t is time and consequently the
result can be used to determine the conductivity
profile of a nearly uniform ground.

1. Introduction

There are few methods of estimating the depth and
position of a conductive body that are available to the
field geophysicist. It is pleasing, then, to learn of the
method advocated by Crone (1977) to do this task. In
what follows 1t will be argued that this method should be
treated with caution as it will tive a positive result over a
uniform ground.

The method under discussion has been described by Crone
(1977) as follows: “In this method a vertical detailed trans-
mitting loop is placed over the weak anomaly for the
purpose of selectively energising the conductor at depth.

A short traverse with six to eight readings spaced twenty to
twenty-five metres apart is carried out over the suspected
coneuctor, perpendicular to its strike. Readings are taken
at both horizontal and vertical receiving loop positions and
the dip angles of the secondary field at all eight samples are
plotted. If perpendicular lines are drawn from the dip angle
then they should converge at the eddy current axis of that
sample’’.

Figure 1 shows the construction used in the interpretation.

2. Theory

As the loops used In this field survey are quite small they can

be approximated by a horizontal magnetic dipole. The
electromagnetic fields about such a vertical loop resting on
a uniform half space of conductivity © and magnetic
permeability ~= have been given by Morrison et a/ (1969) ,
and Ward et a/ (1973).

Gordon, N.S.W. 2072

L.A. Richardson & Assoc.

Whence,
Hy = _%mf( 1+R (x))x[-31ux)+mo(xx)]dx

o (1)
Hy = 0
J

(2)

Hy =G | (RIM-1120 T, (Ax) dA
Z L ° (3)

RN = /A%t cwor-N)I{/A%+ cwo e V)
/J.a /U;

(4)

In these equations Q 1s the dipole moment,i.e. N, A I
where N, 1s the number of turns in the loop and A,,

the area of the loop and Ithe current flowing in the loop.
Here displacement currents have been neglected and an
e'W! time dependence has been assumed.

Hx, H, and H, are the three components of the magnetic

field. The axes chosen have their origin at the centre of
the loop with the x axis directed out along the axis of
the loop. This axis defines the traverse line. The z axis is
directed vertical and the y axis is into the page.

See Figure 1.

The spectra of the voltages induced in a small receiving
loop { Vx, Vy } orientated vertically or horizontally for a
step-like current tlowing in the primary loop are given by:

Ve = —AzNsz (5)

v
&
Here we notice that the spectrum of a step function is

1/w and this cancels with the 1w arising from the time
derivative of the magnetic field. Also A, is the area of

= ‘AzNzHg (6)
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the small receiving loop of N, turns.
The time domain voltages( Vv, (t), v3 {t) )therefore are:
Vilti= - @ NzAz/ 2 O[T, el e 7 x| 0
x 4L o 0/")0
(7)
V3ltl= +0 N,_Az/ 22° FIx, 1) T, (Ax)dA
L TT ° U/"o (8)
If t is time then for t> 0.
2 2
~N/
Fin,t) = 2 ¢ T xerte(2)
'/TT_ a (9)

where a= Jounlt

(Lee and Lewis (1974) ).

These integrals are readily evaluated by firstly using the

power series expansion for the Bessel functions, Abromowitz-

and Stegun (1965, F.9.1.10) and secondly the results of
Gradshteyn and Rhzshik (1965, No. 6.281).

Expanding the Bessel function as a power series and integ-
rating term by term the resulting integrands of equations
7 and 8 yields:

Vo = — QAzNzi (EZn‘r‘l(—”n c21n+5 {Z2n+1)
= T 2 S s (0
ns

oo 2n+1

+ QA N, x

= (=)

Vj oL, Z 2
n=o

The angle that fixes the “‘current axis’’ is seen from Figure
1 to be defined by

" &"Cpines r2) .
ni s/ ( 2n+6lam  (17)

tan § =—V3’Vx. (12)

This expression simplifies for a x << 1to be:

tan @ =

S ax (13)
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This result shows that even for a uniform half space there is
a “‘current axis” at a depth £, where ~

¢- 8 1 ]t
5 s a oL (14)

This eﬁuation shows that the apparent depth 1s independent
of station position.

3. Discussion

The above result does not show that the method will not
yield the “‘current axis’” of a steeply dipping conductor
beneath the transmitter. It does show, however, that a
positive result will be obtained even when there is no
conductor present. For this reason the method of depth
estimation should be treated wrth care,

Alternatively equation 14 can be used to estimate the
conductivity of a reasonably uniform ground once,Z Is known.
As noted above this quantity can be found from Figure 1.
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ABSTRACT

Lee, T, 1977, Estimation of Depth to Conductors by the Use of Electromagnetic
Transients, Geophysical Prospecting 25, 61-75

The transient response of a layered structure to plane wave excitation can be con-
sidered to be composed of a series of waves and a ground wave For the case of a half-
space of conductivity ¢ and permeability ¢ the maximum 1n the electric field 1s found
at a depth z and time ¢ when ¢ = z%cp/2.

This formula can be used to estimate the depth to a buried horizontal conductor with
an accuracy that depends upon the resistive contrast at the conductor’s surface

The above ray type of solution can be converted to a solution composed of a number
of modes by the use of a Poisson transform and the transformed solutions yield decay
constants that are consistent with the previously reported results

In the case of a finite source, the maximum 1in the electric field 1s strongly directed.
The direction depends upon the geometry of the source and the air-earth interface
Although the maximum varies with direction 1t can be shown that in some directions
stmilar laws to that above are valid

The depth to a conductor can be estimated from the early part of the transients when
the ground wave is removed The removal of the ground wave from the transient 1s
facilitated by the use of an apparent conductivity formula

Although these results were obtamed under restrictive conditions they do provide
some'mnsight into the electrical transients that are encountered by studying more complex
models

I. INTRODUCTION

The most common instrument for the measurement of electromagnetic
transients that are generated from a square wave 1n a large loop is the Russian-
made MPPO-1 equipment. This equipment measures the decaying voltage for
various times between 0 5 ms and 15 ms (Velekin, Bulgakov, Gigoryeu, and
Polikorpov 1971). A recent paper by Buscelli (1974) suggests that it may soon
be possible to measure the voltage over the time range 0.25 to 100 ms.

* Recewved August 1975
** T, A Richardson & Assoc Pty Ltd, 33 Bertram Street, Chatswood, N S W 2067,
Austraha
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Although the Russian made equipment has been widely used there does not
appear to be available any means by which the depth to a conductor can be
estimated from the recorded signals.

Lee (1975) has shown that the effect of depth of a buried spherical conductor
could be seen in the early part of the transient signal. At later stages the fields
decayed purely exponentially. Indeed the usual method used to calculate type
curves for simple shaped conductors is to obtain the solution as a series of
terms of the form A4 e-#. Unfortunately this series converges slowly for small
values of the time parameter ¢. Recently, however, Kunetz (1974) has presented
a series of decay curves for the transient response of layered structures.
Kunetz (1974) obtained his solutions as a sum of terms of the form B e-¥/%.
These series are very rapidly convergent for the early stages of the transient.

In this paper we exhibit the relationship between the two types of solution
and examine the possibility of estimating the depths to a conductor from the
arrival time of the maximum in the secondary transients.

In what follows displacement currents have been neglected. This means
that our solutions will be valid provided that ¢ 3> ¢/o. Here ¢ is the dielectric
constant and o is a conductivity (Wait 1960). In addition 1t will be assumed
that the magnetic permeability p is equal to the permeability of free space
everywhere ‘

2. PROPAGATION OF A PLANE TRANSIENT ELECTROMAGNETIC WAVE IN A
HALF-SPACE

Since the depth of a conductor is to be estimated from the secondary signal
observed at the ground surface it is expedient to examine first the propagation
of a transient electromagnetic wave 1n a half-space.

Kunetz (1972) has shown that if the electric field 1s generated by a magnetic
field whose wave function is:

H = HoH{?), (1)
where H(#) is the Heaviside step function and Ho is the amplitude of the step

function, then the associated electric field E is:

2Howo €~ 22oul(4t)

me‘ (2)

Here ¢ 1s the magnetic permeability, o the conductivity of the half-space,
and z the depth beneath the ground surface
Therefore, a maximum 1n the electric field intensity at a depth 2z occurs when

t = z%y[2. (3)

The question arises, then, as to whether or not the depth to a layer can be
estimated by using this formula with z = 24, where % is the depth to the
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second layer and ¢ the time of arrival of the secondary pulse at the earth’s
surface. In order to see if this is possible we shall briefly examine the transient
response of a two-layered slructure.

3. TRANSIENT ELECTROMAGNETIC RESPONSE OF A Two LAYERED GROUND

Consider a ground of two layers the upper one of which has a thickness 4
and a conductivity s1. The basal layer has a conductivity o2. Both layers are
assumed to have a magnetic permeability po. The electric field produced at
the earth’s surface due to a step-like change in the inducing magnetic field is:

2Hopo

[I + 2 5 o e—n2h251 ult], (4)

Tco'lt wo n=1

where

7 = (for— Ya)l(for + Voa)

(Kunetz 1972).

This equation has been interpreted by Clay, Greischar, and Kan (1974) to
be a ground wave and a series of rays which are being reflected back and forth
between the two surfaces of the top layer. The approach used by Clay et al.
(1974) was to design a matched filter so that the arrival of the first reflection
could be accurately estimated. These authors found that for best results the
ground wave had to be first removed from the measured electric field and in
many instances more than the first reflection had to be considered.

The previous section of this paper suggests that the maximum in the sec-
ondary wave occurs when:

h2ou
4t

An inspection of equation (4) shows that this is likely to be an excellent
estimate when 7 is small or moderate. Figure 1 shows a graph of ¥ against the
reflection coefficient 7.

These results show that for typical host rock conductivities there is useful
information needed to estimate the depth to a flat lying conductor in the very
early portion of the transient signal.

An interesting feature of equation (4) is that for early times

= 0.5 = ¥(0.5)

2Hopo
E ~ ——= [1 + 2r e~ Poult], (5)

V’n:c wol
This equation shows that the ground wave is first decreased 1f the basal
layer is a conductor while it is increased 1f the basal layer is a resistor. In view
of this some care should be exercised when interpreting the early part of a
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transient decay curve. The effects have also been observed in previous calcula-
tions 1n involving more complex sources by Morrison, Phillips, and O’Brien
(1969) and Lee and Lewis (1974).

1.0 — ' ' i
ty \"\){\l\’\x\ N f
x\,\x\l\ x/,
075 ~_ ~ 0
.\. \x\<¢_’1
"~
"~ \\
- x
YEA\ \\
~N
.5 + -50
05 \.
[N
o
5
025 + \ =100
0 1 ! ! \\ 50
-1.0 -05 00 05 1-0

Fig 1 A graph of the reflection factor » = (/o1 — )/o2)/(}/51 + }/o2) against the value
of y(h%c10/(42)) at which the maximum 1 the secondary transient occurs Also shown
1s the error incurred from estimating the depth with y = o0 5

Equation (5) might also form the basis for estimating the depth by sub-
tracting the ground wave and plotting ¢ times the secondary response as a
function of 1/f on semilog paper. For early times the graph will be asymptotic
to a straight line whose gradient 1s proportional to A2.

The expression on the right hand side of (4) can be considered to be composed
of a series of terms that are the various reflected rays in which the time para-
meter is found as a reciprocal. The consequence of this 1s that it is difficult to
see the behaviour of the electric field at later stages. Since 1t is the response
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during these later stages that is indicative of conductors at depth (Lee and
Lewis 1974) it is useful to be able to transform the ray solution to a mode
theory solution in which the time parameter occurs as ¢ and not 1/¢ This is
also handy if computations are to be performed, as a ray theory solution will
give a solution in a few terms for early times while a mode theory solution
will yield an efficient solution at later stages.

4. TRANSFORMATION OF RAY THEORY SOLUTIONS TO MODE THEORY SOLUTIONS

The transformation from one type of solution to another can be readily
effected by the use of the Poisson transform

The Poisson transform can be formally written as:

® . )y '
p* Z g(pn) = Z Jam f gly) e”* ™y, (6)

where o = 2n (Courant and Hilbert 1965, p. 77).

n=—o

When g(v) is an even function this equation becomes:

PALe(0) + 2 2 g(en)] = Valflo) +2 3 fina) )

where

flner) }/n of cos (nay) g(y) dy

By inspection, then, when this result 1s applied to equation (4) and the more
complex formulae such as those of Kunetz (xg72) we obtain a series of terms
that have a time parameter ¢ and not 1/¢

For example, consider the transient response of a conductive plate above a
resistive half-space. Applying the result given in equation (7) with 8 =
2 Vb (Wo1p) yields:

2H, wo
o ho GlLo

[exp (—log (r~%)/(4a2) - erfc (log (1/r)/(22))
L2 D exp (—mmt(ouh?))). ()
In evaluating the integrals—except the first—it has been assumed that

log (xfr)fo. + 2imm/e ~ 21mr/a

Therefore
ZH(] Lo 4H0 Ko

B~ YT oo [,

Geophysical Prospecting, Vol. 25 5

e n2r2tl(owoh?) ) (9)
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Hence the contribution E; to the transient electric field from the upper
layer can be approximated by:

M e ﬂ:2tl(cu.oh2)‘

howo
when ¢ is large,
ie.
4Ho o 2t (suah?
E: ~ “ous © t(ouah®), (10)

A similar result has been given by Velekin and Bulgakov (1967) for a thin
plate excited by a large loop of wire in which a primary step-like current
flows. These authors found that the electromagnetic fields at later times decay
exponentially with a decay constant of 1/(cuekf).

Here [ was a length parameter that was related to the size of the plate along
the dip and the location of the plate with respect to the loop.

As a second example, consider the transient response of a slab of thickness %
above a conductive half-space such that the parameter » in equation (4) 1s
approximately —1I. Applying the Poisson transform to equation (4) with
v = —1I yields:

2Hopo

((2 + 2 % e_ﬁzn2/4 - 2 Cos h(sznl‘})) e—ﬁ2/16) (II)

2h ®woG

where
B = 2n|tfouhe.

Hence for later times
4Ho o
— ¢

E; ~
¢ hopo

- nzt/(auo‘lhg)_ (I 2)

There is no ground wave term in this case because, as can be seen from
equation (1), as the conductivity of the second layer increases the ground
wave decreases for all ¢ > o. Therefore, this structure is equivalent to a slab
of thickness 24. As stated previously, the difference between the two structures
is readily distinguished from the early part of the decay curve.

These mode type solutions, then, are complementary to the wave type
solution presented previously. That is to say, they are useful for large values
of the time parameter.

The above results show, then, that much information has been ignored in
the past by people using the transient electromagnetic method for geophysical
prospecting by concentrating on the later parts of the transients.
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As pointed out by Clay et al. (x974), who studied the transient response of
thin plates, depth estimates could be made with the electrical transients if
the ground wave was first subtracted. In order to subtract the ground wave 1t
is necessary to know the conductivity of the uppermost layer. It will be shown
m the next section how this parameter can be estimated from the transients by
an apparent conductivity function.

5. APPARENT CONDUCTIVITY FUNCTIONS

The previous theory has shown that for a resistor over a conductor the
depth to the conductor can be approximately estimated from the maximum in
the secondary transient wave.

From equation (2) the conductivity of a uniform ground can be found to be:

¢ = [%]2 (13)

In this expression the electric field is measured at the ground’s surface.

In general, equation (13) can be used to define an apparent conductivity oo.
From equation (1) it 1s clear that for early times the electric field is rapidly
attenualed with depth. Therefore it is to be expected that any layered structure
will, at best, behave as a two-layered structure for early times.

Hence for layered structures and early times

o .

Co A E W A oI — 4r e~ owdll], (14)

Equation (14) shows that if the conductivity of the top layer 1s to be esti-

mated from the transient electric fields then the fields must be measured at
very short times or else the secondary structures must be very deep.

6. EXTENSION TOo OTHER SOURCES

Although the previous discussion has been devoted exclusively to the
transient response of a layered structure by a plane wave, it will now be shown
that the above conclusions are consistent with features derived from transient
curves derived from other sources. This conclusion has been noted previously
by Lee (1975) who studied the transient response of a sphere in a layered
medium which was excited by a large co-axial loop. Lee (1x975) found, for
example, that for later times the fields decreased at the same rate of decay
as would be expected from the previous studies made using plane wave sources,

6.1 Line Sources

Wait (1971) studied the transient response of a uniform ground to a line
source of current situated at the earth’s surface. He showed that for the line
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source that carried an impulsive current, the electric field e(f) at a depth %
below the surface is described by:

8 4t >
E(t) = ﬁazy.oh‘l . F(O’L’-Okz 3

where

SR Sl PO

and
T = 4tl(ouh?). (13)

Therefore, the electric field E(¢) to be expected from a step current flowing
in the wire is:

E@) = [ e(t) dt. (x6)
The electric field has a maximum when . 063
h2ou/(4t) = 1.4205. (17)

The transient electric field E at the earth’s surface at a distance x from
the line source is:

@

— o A
[ f L1 (COS x) dx (18)
T %+ A

where L-1 denotes the inverse Laplace transform and # = V()@ —I—%ﬁ
p is the parameter of the Laplace transform (Wait 1971, eq. (1))

Therefore,
—I(Lo [I ~ 2]
E = v ps (1—e-2],
where
o X2
2 —

This equation shows that the maximum in the electric field at any time
occurs when x = 0. The effect of half-space and a two dimensional source is
to direct the maximum in the electric field.

6.2 Ring Sources

The study of the transients that are produced by axially symmetric sources
is, in general, difficult because of the need to evaluate a series of very difficult
integrals.
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Wait (1960) found that if an electric dipole in an infinite medium is excited
by a step current source, the two components ¢, and ¢, of the electric field are:

c opoR?
er =__3A( / cos (z0)
R -4t
and
¢ ourolk? .
g = — B ( ; sin 9, (21)
2R 42
"0, - 0o25h,
G, = 1000y =5 Om
03 = 0 025
Ly Model | hi = 200m
1 Model 2 hy = 100m —
Model 3 hir = 50 m
Model 4 hi = 00
1072
" &
g m
T
~
e (2)
E (3)
1073 \o\jk
o— .
B \9\9\9_\9\%\6\—6—
(4)
0% | 1 | |
(o] | 2 3 4 5 6 7 8 9 10

t

Milhiseconds

Tig 2 A set of three layer transient decay curves which show the effect of a single con-
ductive layer at various depths in otherwise uniform ground

where
A(x) = erfc (x) + 2x e~/ )/n
and

B(x) = erfc (%) + (x + 24°) e~ %

In these equations R and 0 are spherical polar coordinates and ¢ is a constant.
Therefore at a point R, 6 the maximum arrives when cpR?/(4¢) = 1 for the
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radial component ¢, and cuR%/(4t) = (1 + [/3)/2 for the angular component
¢,. The presence of the angular functions shows that the absolute maximum
is directed along two orthogonal directions.

A large circular loop of wire in which a step current flows has been used
by Lee and Lewis (1974) and by Lee (1975) as an approximation to the rec-
tangular loops used in the field when carrying out single loop transient electro-
magnetic measurements.

That the fields from such loops may exhibit many of the features found in
the transient signals discussed above can be seen from inspection of figure 2.

This figure shows the normalised transient voltage E that would be observed
in a 100 meter radius loop. The loop lies on the surface of the structure shown
in the diagram. At the early stages of the transient the signal approaches that
to be expected from the ground wave. A little later the fields decay more
rapidly than that of the ground wave. Equation (5) suggests that the nearest
structure is a conductor.

To show that this is in fact the case 1t is sufficient to consider the transient
response of a two layered ground at early times.

Lee and Lewis (1974, equation (16)) showed that if E: is the normalised
primary voltage and Es is the normalised anomalous voltage, then:

E = E1 + E,,
where
y (R} — 1) e~"ma
Es = — pob? 22 L-1 (R an
2 wo ”f J1(9) ( 21—|—R1Rze"2”d) ’ (22)
Ri = (m—W)/(n1 + 1), Re = (na — m)/(n2 + m),
and

n; = V(e + po‘juo).

Here $ 1s the parameter of the inverse Laplace transform and 61 and o2 are
the conductivities of the top and basal layers respectively. 4 is the depth to
the layer, and the magnetic permeability is assumed to be po.

Utilization of the technique developed by Goldstein (1932) to obtain the
approximate value of the inverse Laplace transform at early times yields:

@

- J1(Ab)2he U (e - Aot gy
Eo= —ocr J
]/ﬂ:crp.ot
where ¢ = ot and 7 — (Jfoz — o) (o1 + /o3).

Here we have used the inverse Laplace transform pair No, 823 of Campbell
and Foster (1948).

(23)
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Fig 3. The apparent conductivity function for the decay curves shown in figure 2
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Equation (23) can be simplified by using results given by Gay and Mathews
(pp. 69 No. 18) and the asymptotic expansion of the modified Bessel functions.

Therefore,
Es = or[(tnd) - e~ Torvolt (24)

Hence the total normalized voltage E from Lee and Lewis (1974, equation
(14)) and equation (24) is found to be-

¢ T1 — re-owedlt
E = th [ T ] ) (25)

Equation (25) shows that the conclusions drawn from equation (5) are also
applicable here.

The computer print-out showed that the maximum of the secondary electric
field arrived at approximately 0.45 ms, 0.88 ms, and 1.7 ms for depths to the
conductor of 50 m, 100 m, and 200 m respectively These results suggest that
for the case of a large loop the time for the maximum response to arrive 1s
proportional to the depth.

Figure 2 also shows that for later times the fields decay exponentially. For

the case of the deepest conductor a decay constant of 0.29 - 10*%s~" was

found. This result compares favourably with the theoretical value of = - 10*%s~!
that is predicted from equation (x0). For the shallowest conductor the decay
constant was only 0.24 - 10*%s~". The error is due to the fact that for shallow
conductors the maximum 1n the secondary field arrives when the primary
field is still appreciable.

Figure 3 shows a graph of apparent conductivity o, as a function of time.
This function is defined analogously to the functions described in section 35
of this paper. A procedure for the rapid computation of this function is des-
cribed 1n appendix 1. As is expected from equation (25), s, only approaches
the true value of the conductivity of the top layer provided that oiupod?/t is
large. It is expected that this function can be used to estimate the conductivity
of the top layer and to provide some idea of the range of conductivities in the
geological section An interesting feature of these curves that has not yet been
explained is that the stationary points for early stages of this example ap-
proximately satisfy the relation c1pd?/t = 1.

7 CONCLUSION

The theory developed above shows that theoretical studies of the transient
responses of geological structure to plane wave sources do provide some insight
imnto the processes occurring in the transients that are generated from more
complex sources. These results indicate that it may be possible to develop
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useful rules to estimate the depth to conductors from the arrival time of the
maximum secondary response. It seems, however, that the relative maxima
arrive very early and consequently the existing instruments will need to be
modified 1f this information is to be used in the interpretation of field results.
Alternatively, if the existing instruments cannot be meodified, then resistivity
surveys should be carried out in conjunction with transient electromagnetic
surveys, so as to provide information on the near surface conductivities of the
area.

From a computational point of view there are two ways of obtaining for-
mulae for the calculation of a transient response The first of these, which is
suitable for the early stages, is a ray theory approach, and the second, suitable
for later stages, is a mode theory approach. The two sets of results may be
transformed from one to the other by use of the Poisson transform.

The above results are also in agreement with Ward et al. (1974) who found
that 1f electromagnetic data were to be successfully inverted measurements
over a very wide frequency range are required.

APPENDIX I

Lee and Lewis (1974) studied the transient response of a uniform half-space
of conductivity ¢ and magnetic permeability po. The eddy currents were
induced into the half-space by instantaneously switching off a steady current
of strength I in a large loop of radius a. These authors found that the voltage
induced in the loop could be described by the expression:

p oo ey z“_y (A7)
where
- _ (__ I)m(zm + 2)' omt1
y =2 Z ml (m £ 1) (m + 2)! 2(zm | 3)
and
o = opa?/(4t).
Therefore,
- 00 254  350° 13
vk = Yu(t/5)"? [I — ot g ] (Az)

~ x[0.584803 — 0.27848%> -+ 0.13813x* — 0.054144° ... ] (A3)
where x = W.
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This series can be inverted by the result of Abramowitz and Stegun (1965,
P. 16, No. 3. 6.25) to yield:

% ~ (((— 34.58649*° + 6.513181)y*® 4 2.38667)%® + 1.70998)y™® .... (A4)
Table A1 shows the results of a series of calculations using this formula.
It is obvious that the error incurred in using this formula is less than 1.29

for x < 0.5 For values of y >> 178.272 - 10-1. x can be found by the use of
table A2 and a suitable interpolation formula.

TABLE A1
Range of x for which formula (A4) is useful

X — %
¥ X 104 %¢ (calculated) x error ( ” )
0 24911 0 05 0 05 0 000Y%,
0 49600 0 06295 0 06295 0 000
098639 0 07925 0 07924 —0 013
19578 0 09976 0 09976 0 000
3 8743 0 12560 0 12559 -—0 008
7 6300 015812 0.15811 —o0 006
14 9144 0 19905 0 19904 —0.005
28 8138 0 25054 0 25059 0.020
54 66 031519 031548 0 092
100 87 0 39586 0.39716 0323
178 272 0 49432 0.5000 1136
298 95 061127 0 62946 2 890
462 612 0 73663 0.79245 7 044
653 52 0 85450 099763 14347
840 014 094773 125594 32 522
TaABLE A2

Relation of x and y for y > 0.0I

x ¥

0 39716 0 01005

0 500 0 017897
0 62946 0 029896
0 79245 0.046262
099763 006535

125594 0.084001
1 58114 0 099678
I 99054 0 III7II
2 5059 0 120543
3 15478 0.126866
3 9717 0 131320

50 0 134419
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