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Frontispiece (reproduced as Plate 6 - 1, Chapter 1) - two

views of ‘a large singie crystal of KI3.H20. The dimensions

of this specimen were approximately 3.0 cm x 1.5 cm x 0.5 cm.
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THE STRUCTURE AND STABILITY OF SIMPLE TRI-IODIDES

Abstract

In this work the. simple tri-iodides are regarded as being those
in which the crystal lattice contains only cations, tri-iodide anions
and possibly solvate molecules. The alkali metal tri-~iodides C$I3
and KI3.H20 exemplify compounds of this type; polyiodides liké the

pepta-lodlde (CH3)4NI5 or the hepta-iodide (C2H5)4I7, in which it is

3 units accompanied by

* known that the anionic group is made up of I
iodine molecules, are not encompassed by this study. In the solid
state tﬁe simple tri-iodides exhibit a wide range of stability, and
the probable causes underlying this range in behaviour are reviewed
against existing knowledge concerning the crystalline structure and
current models of the anion bonding of these compounds. The presence
of solvatevmolecules in the lattice has a profound effect upon the
stability of the siméle tri-iodides; also among the unsolvated
species there is a range in stability which can be attributed to
differences in the electrostatic environment experienced by the anion.
Tﬁis sensitivity to electrostatic environment is reflected in small

differences in the geometric configuration of the anion among the

unsolvated tri-iodides as revealed by crystal structure analysis.

As the number of accurately known simple tri-iodide structures is

small, the structure of NH,I_ was refined and the structure of RbI

473 3
.and the hydrated species, KI3.H20, were determined by the X-ray cryst-
allographic method. A preliminary to this work, made necessary by the

unusual features of the only available computing facilities, was the
development . of a'compiete integrated suite of crystallographic programs.

Using the single crystal X-ray diffraction technique in conjunction with

this program suite the accuracy with which the geometry of the 13

group
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in NH4I3 is known was significantly improved. The structural analysis

of RbI3 proved that this compound was isostructural with CsI3, as had
been anticipated on the basis of the known isomorphism of these two
tri-iodides. In the case of»KI3.H20, the structure differs from that
of the unsolvated simple tri-iodides (which all crystallize with unit_
-cells having'centrosymmetrié orthorhombic symmetry) in that this
compound possesses a noncentrosymmetric monoclinic cell. However,
'both Ki3.H20 and the unsolvated tri-iodides share the same planar

structural motif defined by the relative arrangement of cations and

anions in the cell.

On the basis of the extended body of structural data made available
by theiexamination of these compounds, it was shown that the stability
of the simple tri-iodides can be quaiitatively and quantitatively
related to two effects. The first of these is the Stabi;izing
influence of electronic interactions between neighbégring I; groups
within the planar structure motif. The second is the destabilizing
influence of any asymmetry in the electrostatic field experienced by
the terminal atoms of the anion. The stability of the unsolvated
species is determined by the balance struck between these two effects.
It is suggested that in the case of the solvated simple tri-iodides,
the presence of solvate molecules leads to a reduction in the de-
stabilizing effect due to crystal field asymmetry, and that for this

class of compounds their stability is largely conditioned by the

strength of cation-solvate and solvate-solvate interactions.

The crystal chemistry of this class of compounds can be system-
atized by regarding the common simple tri-iodide structural motif as a
variant §f the structure of solid iodine on the one hand, and the penta-
iodide structure on the other. Furthet, for those very stabie tri—

iodides which are solvated by organic molecules of moderate size so that
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the charged species interpenetrate a continuous hydrogen-bonded organic
substructure, the dominance of their behaviour by the solvate-solvate

interaction appears to be accompanied by the severe modification or

loss of the structural motif.
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1 -~ 1 Introduction and Historical Perspective

Observations which suggested that halogen or interhalogen molecules
would interact with halides to form a complex species were made from the
beginnings of modern chemistry. In 1814 Gay-Lussac made the following

comment --

"ALL 0§ the hydroiodates (iodides in modern terminology) have

the property of dissolving Lodine abundantly, thereby becoming
strnongly colourned neddish-brown.  But they only retain the
Lodine with very feeble force; fon they give it up on boiling
on evaponration in ain; moreover, the iodine does not change the
newtnality of the hydrwoiodates (iodides) and the neddish-brown
colownation of the Liquid, similar to that of othern solutions 04
Lodine, 45 a new prood of the feeblLeness of the combination'

(Gay-Lussac [1814]).

In 1819 Pelletiervand Caventou [1819] described a new compound, which they
named 'hydroiodure ioduré', formed by the addition of iodine to strychnine.
This compound was. in all probability strychnine polyiodide, C21H2302N213.
Their work, published in Annales de chimie et de physique, has some o
significance as it is the first report of a polyhalogen complex in the
literature. The first account of a polyhalbgen complex of aﬁ inorganic
cation was pﬁblished in 1839 in a series of four papers by Filhol [1839a,
1839b, 1839c, 183§d] in which he described the pieparation and reactions

of the compound potassium tetrachloroiodate, KICl In 1860 Baudrimont

4
[1860]) advanced evidence against the existence of compound formation
between iodine and potassium iodide in aqueous solution. He observed
that dissolved-iédine could be completely removed from solutions éf iodine
in aqueous potassium iodide by repeated extraction with carbon disulphide.

The same view was taken by Dossios and Weith [1869] who determined the

solubility of iodine in strong solutions of potassium iodide. They
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observed that the solubility of iodine increased with increasing strength
of the potassium iodide solution, and conversely that free iodine was
precipitated when such strong solutions were diluted. They regarded

this as proof that true compound formation did not take place.

Tilden [1850] and Jorgensen [1856a] subsequently reported a number
of new solid alkaloid tri-iodides; and Jorgensen [1856b], in seeking an
explanation for the enhanced solubility of iodine in solutions of
potassium iodide,vadvanced the hypothesis that this behéviour (and the
results of the extraction experiments) could be explained by assuming
partial dissociation of the complex in soluﬁion. As a consequence, any
removal of iodine from the solution would result in a shift of the

equilibrium, leading to the eventual complete dissociation of the compound.

The reservations held concerning the existence of the tri-iodide
species wére at least partially removed by Johnson's report in 1877 of
the preparation of crystalline potassium tri-iodide by the élaw evapora-
tion of an iodine saturated solution of potassium iodide, and his furthei
description in 1878 (Johnson [1878]) of the preparation by the same
technique of ammonium tri-iodide. - The determination of the freezing-
point depression of potassium iodide solutions by iodine made in 1890 by
Noyes and Le Blanc [1890] showed that in solution the complex carried
only one ﬁegative chérge, but did not allow the exact formula of the
anionic species to be determined. The two lines of evidence for the
existence of the I; complex, the solution studies on the one hand and the
preparative work on the other, were finally drawn together by Jakowkin

[1894, 1895, 1896]. He showed, as a result of extensive quantitative

distribution experiments, that the complex in solution has the formula

13. ‘The work of many chemists since hasvshown that a large number and
variety of polyhalogen compounds can be formed by the union of halides

with halogens or interhalogens. The literature concerning this family -



of compounds is now voluminous, and a number of reviews in Fhis field
have been published (Grinell-Jones [1930], Cremer and Duncan [193la,
1931b, 1932, 1933], Gmelin [1933], Sidgwick [1950], Wiebenga et alik
[1561], Rundle [1963], Stepin et ali{ [1965] and most recently Popov

[1967]).

The generalized formula XquZni may be used to represent poly-
halogen ions, X, Y and Z denoting either identical or different halogen
atoms. The sum p+¢+4 is in most cases an odd number equal to or less
than nine (the 'odd-number rule'). The majority of pélyhalogen ions
known are anionic, and in the past these have been described as addition
products resulting from the Action of a halide ion acting as a Lewis
»base upon a halogen or interhalogen molecule or molecules behaving as

- Lewis acids. However, cationic polyhalogen species have recently been
-reported, and these cannot bé accommodated in this simple scheme. The
-cationic polyhalogens have been reviewed in detail elsewhere_(Gillespie

and Morton [1971], and as they stand outside the scope of this work,

they will not be considered further.

wiﬁh the possible exception of the polyastatides (Appelman [1960]),
the polyiodides - with which this study is primarily concerned - are
the mqst stable representatives of the class of polyhalide complexes.

It is intetesting to note that apart f;oﬁ the polybromide XBr6.l.5 H20
(Harris [19321), all the examples of‘the breakdown of the 'odd-number
‘rule' are fouhd among the polyiodides. The first of these to be
reported, CsI4, wa§ accepted with considerable reluctance. This was
6nly éomplefely dispelled when an X-ray structural determination

(Havinga et alil [1954]) demonstrated that the compound should be more

- properly formulated as the dimer Cs 18' the I;— anion being interpreted

-

as a loose assemblage of 13 ions and iodine molecules. That this

formulation is the correct one is supported by the observation (Hubard



{1942] that CSZIB is diamagnetic. By analogy, the diamagnetic

polyiodide LiI .4H20 reported by Cheesman and Nunn [1964] may perhaps

4
" be expected to have the formula [Li(H20)4]218. In the case of the

hydrated sodium polyiodides NaI,.2H_.O and NaI,.3H,0 (Cheesman et alidl

4 2 2

[{1940}), these may equally well be regarded as double salts -

(NaI..NaI -4H,0 and NaI.NaI,.6H,0). However it must be noted that

3 5 3

Briggs ef afi{ [1941] have raised déubts concerning the precise formu-
lation of these species, and these may not be resolved until structural
"determinations have been carried out. In any event, the 'odd-number -
rule' must evidently be treated with caution, as polyiodide formation
exhibits a Variéty of phenomena which require something more than

simple valence considerations for their explanation.

1 - 2 Polyiodide Stability

All polyiodides dissociate on exposure to the atmosphere to the
iodide and iodine (plus solvent, if solvated) under normal conditions

of temperature and pressure. For some, like KI O for example, this

.H
3"7°2
process is very rapid, going to completion in a matter of minutes. For

others, of which (CH3)4NI affords an example, decomposition is very

3
slow and can only be detected after the passage of séme weeks. The

compounds can be stored indefinitely at equilibrium with their dissoc-

iation products in sealed containers.

‘A measure of the stability of the polyiédides can be gained from
tﬁe data of Ephraim [1917], who measured the temperature at which the
dissociation pfessure of iodine over the polyiodides of caesium #ndl
rubidium reachéd one atmosphere. He found this temperature to be 250°C
‘and 192°C respectively. His dissociation pressure/temperature data for
'these two compounds is.represented as a 1n p vesus 1/T7°K blot in

Figure 1 - 1.
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Another and perhaps more precise measure-of the relative stability
of the polyiodides was devised by Cremer and Duncan [1931b]. Poly-
halide salts were suspended in carbon tetrachloride, in which solvent
both the parent halide and the derived polvhalogen compound are insol-
uble. The determination of free halqgen in solution after equilibra-
tioﬁ‘gave an indication of the stability éf the polyhalide in question.

In Table 1 - 2 their results for the tri-iodide species are presented.

Table 1 - 1

Concentration of halogen in equilibrated polyhalide salt - CCl, System

4

Cation Concentration (eq/litre)
Cs 0.00075
Rb 0.0059
NH4. | : 0.0120

- The results presented in Table 1 - 1 indicate the instability of the
polyiodides under normalbconditions of temperature and pressure} They
also show that the size of the cation has a pronounced effect on the
stability of the tri-iodide species, and Cremer and Duncan [l93lb]l
have shown that a parallel trend is exhibited by the mixed trihalides
IBr;, ICl; and'IBrC1_. It appears that this charactgristic reflects
both £he weakness of the bonding within the anionic polyiodide group
and its sensitivity to its immediate environment. For example;

" caesium tri-iodide, CsI is easily prepared from aqueous solution as

3!
an anhydrous, black cfystalline solid which is stable up to 115°C,_at
whicﬁ teméerature decompqsition occurs with loss of iodine. On the
other Hand, the analogous potassium compound can be prepared only as

a relatively unstable, highly deliquescent hydrate, which melts

incongruently at 30°C.



The influence on stability of the size of the cation can also be
seen in the trend of the thermodynamic data determined from electro-

chemical measurements for the reaction:
+ = M '
MI (4) I,(4) 13(6)

In-Figﬁre 1 - 2 the values of AG° and AH° determined by Topol [1967] at
25°C for this reaction for caesium, rubidium ahd ammonium have been
plotted against X, the cation radius. ' Here r, is taken (Cotton and
Wilkinson [1972]) as 0.97, 1.33, 1.43, 1.48, and 1.68A° for Na', K,

+
NH4,

Rb+ and Csf respectively. From the trend of the points plotted

in this Figure, it can be seen that the thermodynamic data are in
complete accordance with the rgsults of the vapour pressure and solution
studies. Extrapolationvof the trend indicates that in the case of

~ sodium it is highly probable that both AG° and AH® are positive, while
in the poﬁassium system the values are probably close to zero. VSuch

a conclusion is not at variance with the observation that unsolvated
potassium and sodiﬁm polyiodides are not formed at és°c. As the same
study reports AG®° to be only slightly dependent on temperature in these

systems, it is not likely that unsolvated forms would be stable at

reduced temperatures.

The effect of cation size on polyiodide stability is also reflected
in the behaviour of the larger polyiodide ions; -for example, the large
énion I; does not form é solid unsolvatgd compound with the caesium

’cationf waever, it can form stable unsolvated crystalline compounds

- with large singly-charged organic cations; as for example with the

' tetramethylammonium and trimethylphenylammonium cations.

1 - 3 Stability and Solvation

. Historically, the sensitivity to the crystalline environment displayed

‘by polyiodide anions has complicated the characterization of this group of
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compounds. The contrasting histories of ammonium and potassium pri—
iodide are illustrative of the problems which haQe been encountered in
this field. Both these compounds were first deécribed_by Johnson [1877,
1878]. The exiétence of ammonium tri-iodide was generally accepted, but
‘the potassiuﬁ'polyiodide became, for more than half a century, the |
subjgct of much controversy and some acrimonious debate (Bancroft et alii
[1931]). In 1931 the questioﬁ of this compound's existence was finally
resolved by Grace [1931]. He recognized the possibility of hydration,

and by a careful phase study of the system KI-I_-H_ O at 0°C clearly

' 2 2
demonstrated the formation of the hydrate KI_.H_O at this temperature.

32

In this work Grace made a key contribution to the understanding of poly-
haiide_chemiétry, as he:showed that many of the anémalous and previously
puzzling p?operties of polyhalides could be understood if the hypothesis
of solvation were accepted (Grace [1933]). In view of the long period

which elapsea between the initial description and final confirmation of

the existence of a tri-iodide of potassium, in contrést to the ammoniﬁm

compound, it is perhaps ironic that as a result of a subsequenﬁ detailed
study of the NH4IFIZ—H20 syétem, Briggs et a&é& [1940] demonstrated the

existence of a previously unsuspected ammonium tri-iodide trihydrate.

This hydrated compound melted incongruently at 7°C to give the unsolvated

form discovered by Johnson [1878].

Water is not the only molecule which is known to stabilize poly-
iodide structures. In fact, a considerable range of organic molecules
are known whicb will also perform this function. It includes benzene,
ﬁenéonitrile, acid amides, certain formic and oxalic esters, imides aﬁd‘
anilides, and certain quasi alkaloids. Representative compounds of this
type are given in Table 1-2. It should be noted that these compqunds
can be distinguished from those polyiodides‘in which the structure is

stabilised by large organic cations.
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TABLE 1 - 2

Polyiodides crystallizing with organic solvate molecules

Compbund- Reference
2CsI§.3(benzene) - Foote & Bradley (1933)
HI3.4(benzonitrile) ' : Martin (1932)

LiI3.4(benzonitrile) "

NaI..2(benzonitrile)

3
KI3.2(benzonitrile) ' o
: K214.6(N-methylacetamide)_ Toman, Honzl & Jecny (1965)
' HI3.2(b§nzamide)- : : Moo;e & Thomas (1914)
NaI,.3(benzamide) ' Reddy, Knox & Robin (1963)
Na15.4(diethyloxalate) Skrabal & Flach (1919)
.KI3.2(diethylmethylorthoformate) _ "
Caxe.eazo.é(sgc’cinimide)_ o snook (1967)
H15.2(phenacetin) A | | Emery (1926)
HI3.2(trephenin)- . o
v HI3.2(methacetin) ' "
ZHIS.B(aﬁtipyfine), | Emery & Pa}kin (1916)

HI4.l(pyramidone)
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On the basis of these data it is possible to make the following
generalization: within the family of polyiodide compound; the require-
ment for some solvate molecule to stabilize the polyiodide anion suffi-
ciently to allow the formation of solid crystallipe compounds under
' normal laboratory conditions becomes appa;ent when the cation is small
or Qhen the anion is large. The nﬁmerous solvated polyiodides of H+,
Li+, Na+, and K+ cited above furnish examples of the first situation,
and the benzene solvated caesiﬁm ennea-iodide is an example of.the
second. ‘In the case of the doubly solvated calcium hexa—iédide it is
possible that both copditions are presént. The question that then
arises concerns the nature of the role, or roles other than simple cation
solvation, performed by these solvate molecules which makes it possible
for solid crystalline polyiodide compoﬁnds'to be formed when one or

other or both of these circumstances prevail.

This question may best be considered against fﬁe background of the
available information concerning the structures exhibited by the poly-
iodides and the conclusions concerning the naturerf the bonding in the
bolyiodide anion which have been drawn from this information. The
structural information available for the polyiodides has‘been gained
in its entirety by the application of the X-ray diffraction technique.
In fact, certain of the tri-iodides were among the first compounds to be
examined by this techqique when it was still relatively novel (Bozorth
and Pauling [1925]). As the number of polyiodide compounds which have
been sﬁbjected to X-ray crystallographic structﬁral analysis is not
la?ge, and the reports are somewhat scattered in the literature, the
results of the structural determinations are given in some detail below

and the crystallographic data are gathéred together in Table 1 - 4.
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TABLE 1-4

Structural Data for Polyiodides

Space Cell Dimen- Molecules/

c .
ompound Group sions A° Cell Reference
CsI3 _ Pnma a=11.09 4 Bozorth & Pauling (1925)
= 6.86 Tasman & Boswijk (1955)
c = 9.98 ' Runsink, Swen-Walstra &
Migchelsen (1972)
NH,I, Pnma a = 10.819 4 - Mooney (1935)
: b= 6.640 Cheesman & Finney (1970)
c = 9.662 '
'(C2H5)4NI3—(I) - Cmca  a = 14.207 4 Migchelsen & Vos (1967)
' b = 15.220
c = 14.061
(C2H5)4NI3-(II) Pnma a = 14.522 4 Migchelsen & Vos (1967)
b = 13.893
c = 15.156
(C6H5)4A513 P2/n a = 15.34 : 2 Mooney-Slater (1958)
' b= 7.63 Runsink, Swen-Walstra &
c = 10.63 Mlgchelsen (1972)
B = 93.4°
(C_H_) . FeIl_. R3m a= 8.522 1 Bernstein & Herbstein
2Tl Do (1968)
c =17.05
CsI4 ' P21/a a=11.19 4 Havinga, Boswijk &
b= 9.00 Wiebenga (1954)
c = 10.23
B = 114°
(CHy) NI c2/c  a = 13.34 4 Hach & Rundle -(1951)
- ‘b = 13.59 Brockema, Havinga &
c = 8.90 Wiebenga (1957)
B = 107°
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Space

Com d
poun Group

Cell Dimen-
sions A°

- Molecules/

Ref
cell eference

(C2H5)4NI7 . Abam

11.5
15.66

12.37

4 Havinéa & Wiebenga
(1955) :

: le/n

_(CH3)4N19

a o o

™

11.60

- 15.00

13.18
95°

4 James, Hach, French &
Rundle (1955)

K214.6(CH3CONHCH)3 P3lc

12.2
15.2

4 Toman, Honzl & Jecny
(1965) ’

HI3.2(C6H5CONH2) Pl

20.828
9.885
9.588

95°

101°
94°

4 Reddy, Knox & Robin
(1964)

HIS.Z(CIOHISOZN)' Pl

12.441
10.67
5.87
103.3°
103.7°
87.3°

1 Herbstein & Kapon (1972)
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1 - 4 Polyiodide Structural Data

1 - 4 -1 Caesium tri-iodide, CsI

3
Preliminary investigation by R.M. Bozorth & L. Pauling (1925)

Structural determination by H.A. Tasman & K.H. Boswijk (1955)

Refinement by J. Runsink ef alil (1972)

This compound crystallizes in space group Pyma wi;h cell dimensions
a = 11.09, bo = 6v.86, ¢, = 9.98 aA°. Individuai tri-iodide ions can be
discerned lying in layers which also contain the caesium cation. These
layers. are at right anglés to the b-axis and cut it at yéé and yég.
The tri-iodide group is asymmetric with interbond distances of 2.82 and

3,10 A°; the interbond angle is 176°. The average non-bonded inter-

iodine distance is 4.34 A°.

1 - 4 - 2 Ammonium tri-iodide, NH4£3‘
Initial determination by R.C.L. Mooney (1935)

Refinement by the author (1969) (see Chapter 4)

This compound is isomorphous and isostructural with CsI but has

v 3’
a slightly smaller cell: ao = 10.819, bo = 6.64Q, co_= 9;662 A°. The
asymﬁetric tri-iodide group has interiodine distances of 2.791 and
3.113 A®.  The anion is linear to within 0.1°, and there is one tri-
iodide - nitrogen distance significantly shorter than the others, which

may be evidence for a form of hydrogen bonding with the possibility of

rotation or torsion of the ammonium group about the N-H...I axis.

2—54
Structural determination by T. Migchelsen and A. Vos (1967)

1l - 4 - 3 Tetraethylammonium tri-iodide, (C_H )'§53

" Tetraethylammonium tri-iodide crystallizes from methanolic solution
in two distinct crystalline modifications. Both forms have orthorhombic

symmetry and contain eight formula units in the unit cell.  Modification
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I belongs to space group Cmca with cell dimensions ao = 14.207,

bo = 15,220 and ¢, 14.061 A°; and modification II belongs to Pnma

. with dimensions a.0

14.522, bo.= 13.893 and co = 15.156 A°. Both
férms have two crystallographically independent tri-iodide groups and

in both cases these are situated on mirror planes. The arrangement

of the tri-iodide anions within these planes or layers in both compounds
is similér, but the stacking of the 1aye£s is different. In modifica-
tion II the layers are almost éxactly superimposed, but in I the
successive layers suffer a éhift of half a cell translation in the

Y direction. In both modifications the cations lie in holes formed by

the eight I_ groups.

3
In modification I the special position occupied by the tri-iodide

" ion has 2/m symmetry and the ion is thus linear and symmetric. The

interiodine distance in the two independent I3

groups is 2,928 and
2.943 A° respectively, but the authors do not regard the difference in
length to be significant. Iﬁ the case of modification II the tﬁo
independent tri-iodide ions are asymmetric and non-linear with inter-
iodine distances of 2.912, 2.961 A® and 2.892, 2.981 A°, and interbond

angles of 177.7° and 179.5° respectively. In this case the dimensional

differences are judged to be significant.

1l - 4 - 4 Tetraphenylarsonium tri-iodide, (C _H,_) AsI
O J 3
Structural determination by R.C.L. Mooney-Slater (1958)

Refinement by Runsink et alil (1972)

This compound crystallizes in the monoclinic space group PZ2/n with
two ﬁolecules in the cell of dimensions ao = 15.34, bo_= 7.63,
Co = 10.63 A?, Bo = 93.4°, Tri-iodide groups can again be recognized
.in this compound in planes perpendicular to the b-axis. These planes
lie at y = i'l/6 and effedfively sandwich the cations which are disposed

with the arsenic atoms in the plane at y = 0. There are fewer cation-
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anion contacts across the unpopulated space between the layers than
within these layers, which probably accounts for the pronounced
cleavage exhibited by the crystals of this compound . Tﬁe tri-iodide
units are well separated with an average interionic distance of 5.79 A°.
The tri-iodide anion is symmetric with an interiodine distance of

.2.90 A®°, but is bent with én interbond angle of 176°. Thé average
carbon-iodine distance agrees well with'that observed in tetraphenyl-

arsonium iodide.

1l - 4 - 5 Ferricinium tri-iodide, (C_H_)_Fel

Structural determination by T. Bernstein & F.H, Herbstein (1968)

This interésting compound crystallizes in the rhombohedral space
group R3m, with cell dimensions (referred to hexagonal axes) df
ao = 8.522, co_= 17.05 a°. In thé cell, each tri-iodide anion is
éurrounded by a rhombohedral cage of eight ferricinium cations. The
anion is assﬁmed to be iinear and symmetric, with an interiodine
distance of 2.93 A®, but theré is some indication from the the?mal
parameters of the iodine atoms that the structﬁre_could well be built
up from a disordered arrangement of slightly bent asymmetric tri-iodide
_ions. Thefe is clear evidence that the cyclopentadiene rings are
:otatipnally disordered, but it is not possible on the X-ray evidence
to distinguishrbetween ihtramolecular '‘free' rotation of the rings or

‘a disordered arrangement of rigid ions.

l - 4 - 6 Caesium fetraiodide, CsI,

Structural Determination by E.E. Havinga ef afil (1954)

This compound crystallizes in the monoclinic space group le/a

‘ with four molecules of CsI, in the cell which has dimensions ao = 11.19,

4

: bo = 9.00, ¢ = 10.23 A®, B, = 114°. From the structural analysis it

can be seen that the anionic group is most reasonably interpreted as a-
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- L. 2= .
loose assemblage of I3 ions and iodine molecules to form I8 ;s this

réquires the compound to be formulated as Cszl The 12- group is

g
very nearly planar and roughly Z-shaped; the important interiodine
distance§ and bond_anglés are shown in Figure 1 - 3. From this
figure it can_bé seen that the tri-iodide units are asymmetric and
bent, and that the I - I distance in the iodine molecule does not
differ greatly from the.value of 2.70 A° obser?ed for solid iodine
(Townes and Dailey [1952]). The shortest interionic distance is.

3.9 A® and the minimum cation-anion distance agrees with the sum of the

. . . + -
ionic radii of Cs and I .

1 - 4 - 7 Tetramethylammonium pentaiodide, (CB314§15

Structural determination by R.J. Hach & R.E. Rundle (1951)

Refined by B.J. Broekema ef alii (1957)

_Tetramethylammonium pentaiodide crystallizes in the monoclinic
system, space group Cé/c, with unit cell dimensions-ao = 13.34,
bo = 13.59, ¢ = 8.90 A°, Ba'= 1o7°; The iodine atoms form planar
V-shaped I; ions arranged in almost square nets. These nets are
approximately parallel to 001 and aré separated by 4.3 A°. The cation
nitrogen lieé in the same plane as the net at the'intgrsection of the

net diagonals. The 15 group is planar to within O.é A° and the arms
of the V are linear to within 4°; the angle between the afms is 95°.
The two.independent interiodine distances within the ionic group are
2.8;‘and 3.17 A°.__ The shortest non-bonded interiodine distance is
3.55 A°.

.1 - 4 - 8 Tetraethylammonium hepta-iodide, (C2§514§17

Structural determination by E.E. Havinga & E.H. Wiebenga (1955).

The space group df.this compound is either Abaonr the noncentro-

symmetric Abaz. ' The compound crystallizes with four molecules in the
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~ Figure 1 - 3, Interiodine distances and angles.for

the Ig— anion.
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cell of dimensions a_ ; 11.5, bo = 15.66, ¢ _ = 12.37 A°. The
structure consists of I; ions and iodine molecules, with the tetra-

- ethylammonium cation occupying holes in thé structure. The authors
consider that as'the shortest distance between the iodine molecules
and the tri-iodide groups is 3.47 A°, there is no evidence for the
existence of the I; group in this compound and that it consequéntly
should be aescribed by the formula (C2H5)4NI3.212. The interiodine
distance in the iodine molecules is 2.76 A°; whichever spade group is
the correct~one; the tri-iodide unit must be symmetric with an inter-
iodiné distance of 2.91 A°. Space group Abam iﬁposes the constraint
that the tri-iodide group must be linear.

1 - 4 - 9 Tetramethylammonium ennea-iodide, (CH3L4§£9

Structural determination by W.J. James et ali{ (1955)

This polyiodide crystallizes in the monoclinic system, space group
P21/n., Four‘molecules are accommodated in the cell of dimensions
a = 11.60, bo = 15.0, ¢ = 13.18 a°, B, = 95°,  The arrgngement of
iodine atoms in the structure is reminiscent of tha; in (CH3)4NIS,_in

that five-ninths of the iodine atoms occur in layers, within which they

are grouped into V-shaped I5 units. These sheets are separated by a

distance of 9.1 A° and between these sheets are found the tetramethyl-

ammonium cation and the six iodine molecules which surround the cation

with their molecular axes perpendicular to the layers of I5

units.
The interiodine distance in the molecular groups between the layers is

2.67 A°, and the separation between the molecular group and the iodine

5 group is either 3.24 or

atoms at one end of the arm of the V-shaped I

3.43 A°. The I5 group is slightly different in shape from that found
in tetramethylammonium penta-iodide; the significant bond distances

and bond angles are shown in Figure 1 - 4 (the molecular iodine groups

lie above and below the iodine atom which has been line-shaded in that
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5

Figure 1 - 4, The I_ group of (CH3)4N19.
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Figure).

1 - 4 - 10 Dipotassium tetra-iodide hexa- (N-methylacetamide),

K,1,.6 (CH CONHCH,)

Structural determination by K. Toman ef afili (1964).

The crystals of this solvated polyiodide are trigonal, space group
P31c with a unit cell (referred to hexagonal axes) with dimensions
a = 12.2,_co = 15.2 A°. The cell contains two stoichiometric units

with I3 ions and I ions ;lterna;ing in arrays parallel to the cjaxis.
The planar N-methylacetamide molecﬁles are so arranged that gach

iodide ion is in the centre of a trigonal cage of six -NH groups, and
each potassium cation is similarly caged by six carbonyl oxygens. There
is evidence that the tri-iodide ion is avoided by the -NH groups as the
iodide ion to nitrogen separation is 3.74 A°, while the distance between
the nitrogen and the terminal iodine of the tri-iodide group is 4.01 A°,
The symmetry of the space group requires the tri-iodide anion to be both
symmetfic aﬁd lipear; .However, as in the case‘of ferricinium and tri-
iodide, an examination of the therﬁal parameters ofAthe I; iodines -
indicates that the structure may be partially disordered. The authors
consider that a bent and possibly asymmetric tri-iodide ion may statié—
tically satisfy the symmetry requirements of the space group by random
rotaﬁidn about the trigonal axis or by end-for-end orientation disorder,
of 5oth; The interiodine distanée, assuming a linear and symmetric
unit, is 2.945 A°; thé distance between i; and I ions in thé axial

direction is 4.64 a°.

‘1 - 4 - 11 Hydrogen tri-iodide di-(benzamide), HI3.2(C£H5CONH2)
. 6
Structural determination by T.M. Reddy et alii (1964)

This hydrogen polyiodide solvated by benzamide molecﬁles crystall-

izes in the triclinic system, space group Pi, with four molecules in the
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cell>ao = 20.828, bo = 9.885, ¢_ = 9.588 A°, a = 95°, Bé = 101°,

Yo T 94°, The structure consists of arrays of dimerized benzamide
molecules which form long channels in which the tri-iodide ions are
aligned-aé two parallel chains 4.6 A° apgrt. The two crYétallo-
graphically distinct tri-iodide ions in the unit cell are both bent,
with é bond angle of l77°, andvare both slightly asyﬁmetric{ Bona
lengths in both cases are 2.921 and 2.943 A°. The distance between
neighbouring fri—iodide ions in the chains is 3.8 A°, suggesting at
least a partial polymerizatioﬁ of these groups, a suggestion which may
be supported by the fact that the chains are linear to within 16°.

The position‘of the hYdrogen cation was not determined in.this analysis,
and the possibility that the cationic group may in fact be H30+ does
not seem to have been explored - such an hypéthesis has the merit of
providihg this compound with a cation of reasonable size.and doés not
do violence to the available analytic data for this compound.

1l - 4 - 12 Hydrogen penta-iodide di-(phenacetin) H15.2(C10§139 N)

Structural determination by F.H. Herbstein & M. Kapon (1972)

As.is the case.with the previously described solvated hydrogen
polyiodide, this compound crystallizes in the triclinic system; space
group P7 with one molecule in the cell with dimensions éb ; 12.441,
b, = 10.67, c_ = 5.87 A°, a_ = 103.3°, B = 103.7°, y_ = 87.3°.

The structure is composed of parallel sheets of organic molecules and
‘polyiodide ions. The létter contain zigzag chains of alternate
ioéine molecules aﬁd symmetric I; ions. The bond iength of the tfi-'
iodide ion is 2.907 A°, and that of the iodine molecule is 2.748 A°.
The distance between the terminal atoms of the tri-iodide ion and the
iodine molecule is 3.550 A°,‘commensurate with the spécinq (3.50 A°)
féunalin crysfa;line‘iodine.

" The phenacetin.moleculesvare inclined at about 83° tovthe poly—,
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iodide sheet. The acidic protons are assumed to be associated with
the neutral organic molecules, linking neighbours by symmet?ical
h?drogen bonds between symmetry related carbonyl groups. This

. interpretation is supported by the carbonyl oxygen-carbonyl oxygen
separétion across the symmetry centre of 2.44 A°, which is less than

~ the van der Waal's diameter of oxygen (2.80 A°).

In the-absence of analytic data, it is not péssible to determine
whether the assignment of the acidic protons to the phenacatin molecules
is the correct interpretation, or rather that, as in the case of
BI3.2(CHSCONHZ), the compound contains the H3O+ cation. In either case
the possibility cannot be rejected on the basis of the published informa—_

tion; the implications of this hypothesis are discussed further in

Chapter 7, Section 7 - 5.

. 1 - 5 Polyiodide Bonding in Relation to Stability and Structure

From this body of structural data the following geéneralizations can
be made concerning polyiodide anions 'in the'solid state. First, the
anions are catenated assemblages pf iodinevatoms which are either
linear - as in tbe'case.of the tri-iodide ion - or involve bond angles
close to ninety dégrees - as in the case of the Ig- ion. Second, the
bond distances:are always some 5 to 15% greater than twice the covalent
radius of iodine (1.33 A°) (Cotton and Wilkinson [1973)}). Third,
together witﬁ the iodine molecule, both the I; and the I; ions act- to
some extent as 'building blocks' ouf of which the more complex aniohs
are assembled. Eourth, a common feature of the structﬁres so far
determined is the disposition of the polyiodide anions in layers or
;ows within the unit cell. This, and the mutual orientation of the

tri~iodide ion in the structures containing the I; entity, is reminis-

cent of the structure of solid iodine (Townes and Dailey [1952]).

Attempts to explain the bonding of polyiodides from an electro-
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static point of view have been made (van Arkel and de Boer [1928],

- Havinga [1957]), but they fail to explain satisfactorily the observed
anion geometries. . The I; ion bonding was discussed from the stand-
point of molecular orbital theory by Pauling [1940], and a molecular
orbital model for this aﬁion involving 5d aﬁd 65.orbitals was advanced
by Kimball [1940]. This model was criticised by Pimentel [1951); he
pointéd but that the energy required tp promote an electron from a
halogen d-orbital is considerable, and that this is compensated by the
energy of hybridization is an assumption of questionable validity. His
alternative model, also.prop05ed independently by Hach and Rundle [1951],
treats the bonding as arising from the delocalization of the valency

p-electrons to form a simple sigma bond between halogen centres.

This bo;bonding model was later extended in a simple oné-electron
" LCAO-MO form by Havinga and Wiebenga [1959] to all polyhalides and

interhaloggné. Their treatment satisfactorily predicts all observed
bond-angles and.configurations with the exception qf the interhalogen

compound IF Subsequent more elaborate SCF-MO calculations have been

7t
carried out on a number of polyhalogen species and all demonstrate the
adequacy. of this model to account.for the observed properties of these
compounds subject to the limitations of such treatments when applied to
atomic systems involving>a large number bf electrons. In view of the

'very large number of electrons involved in the polyiodide cases, the

results of such treatments are remarkably good.

In.1959 Mooney-Slater observed that, regardless of the nature of
the bonding of the tri-iodidé ion} the configuration of the I; species .
was sensitive to its crystallographic environment, the anion being long
and markedly asymmetric in the relatively unstable ammonium tri-iodide.
and short and symmetric in the more stable tetraphenylarsonium tri-
viodide. with the crystallographic data available at that time (whieh

included those structures already described in which I; units are assoc-
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iated with iodine molecules to form IZ-, I;, etc.) she showed that
there appeared to be a systematic relationship between the overall

"length of the I;’anion and the degree of asymmetry in the bond lengths.

+

This systematic relationship was compared to the behaviour of the H3

- molecule-ion system by Slater [1959], who attributed the dependence of
cohfiguration of the anion upon its surroundings to ‘environmental

in (C_H_) ,AsI_ to the crowding

pressure', ascribing the symmetry of 13 6 54 3

of the anion by the bulky tetraphenylarsonium cation.

This interpretation was later challenged by Rundle [1961] who related

3 ion to the balance struck in parti-

the observed configurations of thé I
cular crystalline environments between the tendency of coulombic inter-
actions between the cation and the anion to favoqrvan %symmetric form and
the opposing tendency of bonding interactions to favour a symmetric
arrangement of iodine atoms. Rundle observed that the trend towards
greater stability and more symmetric'anion geometry which accompahies an

increase in cation size runs in the expected direction, as the coulombic

influence would decrease as the cationic radius increased.

This latter interpretation can be accommodated within the framework
of the p-sigma model of polyiodide bonding. The vaiency electrons of
ipdine are well screened from the nuclear charge by the large number of
electrons in o;bitals of lower principal quantum number. Consequently,
when a polyiodide anion ié formed, the valency p-electrons readily
vdelocalize, creating a wgakly sigma-bonded entity. ‘The other conse-
quence of the screening effect is the ease with which external fields
can distort or polarize the valency electron distribution over the anion.

| .
Aﬁy such distortion is accompanied by a change in the equilibrium config-
uration, and as this change is expressed as a lengthening of one or other
of the I - i bonds, it is accompanied by a decrease in the stability of

the complex. Thus in a crystalline environment a polyiodide anion can

only be stable if its bbnding electron distribution is protected from
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severe electrostatic disruption. This effect has been examined in
some detail by Brown and Nunn [1966] who, by a series of SCF-MO one
electron calculations, showed that the free tri-iodide ion should be

linear and symmetric, but that in the CsI_ lattice the crystal field

3
distorts the electron distribution so that the anion configuration of

minimum energy is an asymmetric one with calculated bond lengths close

to those determined for the CsI, structure.

The inference that the asymmetry of the tri-iodide ion in a'given
structure reflects tﬁe asymmetry of the electrostatic environment rather
thén the size of the cation has been elegantly substantiatéd by the
study made by Migchelsen and Vos [1967] of the two modifications of
(C2H5)4NI3 (see Section 1 - 4 - 3).. In tbe case of ;he two crystallo-
graphic modifications of this compound the effects of change in cation
size cannot arise; however, modification I of this compound exhibits
two.independent and symmetric tri-iodide ions which differ in totai
length;'in contrast to modification II which possesses two independent
astmetric anions with the same total léngth. Migchelsen and Vos also
cérried out éalculations similar to those performed by Browﬁ and Nunnj;
these showed that iﬁ'the case of modification I there was no potential
difference due to external charges between the terminal.iodines of the
symmetric anions. However, in modification II potential differences
of the order of 0.1 - 0.35 volt existed between the terminal iodines of

the two asymmetric anions present in this form of (C2H ) NI The

5'477°3%
variation of AV, the potential difference relative to the central iodine,
with Ad, the difference in bond length, for a number of structures

calculated from results presented 'in their study is given in Table 1 - 3

and Figure 1 - 5.
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Table 1 - 3

Variation-of potential difference (AlV) with bond length
difference (Ad)

Compound Ad (Angstrom) AV (volts)
(C.H_ ) NI. (I) 0.000 ' 0.000

254 .3 0.000 0.000°
(C6H5)4ASI3 0.000 o 0.000
(C_.H_) NI (I1) 0.049 0.102

25473 0.089 : 0.357
'CSI3 0.210 1.266

These data indicate that there is a systematic relationship between
the asymmetry of the electric field experienced by the tri-iodide ion
and the asymmetry of the equilibrium configuration adopted by the ion

under this field.

1 - 6 The Aim of this Work

The stability of solidAunéolvated tri-iodides would appear, from
the evidence assembled above, to be a function of the asymmetry of the
electrostatic environment experienced by the anion in the crystalline
lattice. . Insofar as this asymmetry is determined ﬁy the size of the
cation, the stability trend of the unsolvated tri-iodides of singly
charged cations can be understood. It is also reasonable to exéect
the same p;inciple to govern the stability of the more complex poiy—
iodide anions (I;, I;, etc.) in the solid state. Further, it is a
reasonable hypothesis to assume that the major role of solvate molecules
in those po}yiodidgs which cannot be crystallized in an unsolvated form
is to create. a crystalline environment in which the asymmetry of the

crystal fields in the vicinity of the anion is sufficiently small for

the compound to be stable under normal conditions.
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The major objective of this work was to examine this hypothesis
critically in the light of the known deficiencies of simple crystal
£field theory as applied in the field of transition metal chemistry,
and to test it by comparing the structure of a solvated alkali tri-
iodide with that of the unsolvated tri-iodides. The sélvated tri-
iodide chosen for this comparative study was the poﬁassium éompound,
KI3.H20. This choice was made for a number of reasons: perhaps the
most important being thai KI3.H20 is the most stable of the hydrated
polyiodides. Further, this compound is pfesumed to be a tri-iodide
on‘tﬁe basis of both'analytic data and phase studies; in this
respect it stands in sharp contrast to the hydrated sodium and lithium
tri-iodides. The presence of tri-iodide anions within the structure
would simplify the comparison of this crystalline enviromment with
that of the unsolvated tri-iodides which are already known to contain
discrete I; units. Also, the solvate molecule is water, and there
is in.existence a considerable body of information concerning the

roles performed by water molecules in other crystalline compounds

which could be drawn on for comparison.

The solution of the structure of KI O occupies a central place

3-Hy
in this study, but in addition an attempt has been made to extend the

number of accurately known unsolvated tri-iodide structures by the

refinement of the structure of NH,I_ and the solution of the structure
3

4

of Rbi3. Further, it was hoped that as a result of this examination

‘a simple model which would represent the response of the 13 ion to its
crystallographic environment could be developed, and that in the light
of this model a better understanding of the systematic structural

chemistry of both the solvated and unsolvated tri-~iodides could be

gained.

Subsidiary objectives which grew out of this work were to develop

a suite of crystallographic computer programs which could be conveniently
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used with the available computing facilities, and also to test the
applicability of ‘the direct methods of crystal structure solution to
the case of an inorganic compound which possesses a significant

systematic relationship among its atomic parameters.
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2 - 1 Diffraction of X-rays by Crystals

The theory of the interaction of X-radiation with matter in the
crystalline state has been exhaustivgly reviewed elsewhere (James
[1948]); for this reason the discussion given here concentrates on the
application of’x—ray diffraction to .the determination 6f crystal struc-

tures.

© In 1912 von Laue suggested that if in fact X-radiation possessed
wave-like properties, then the interatomic spacing of crystalliﬁe
substances should be of the right order of magnitude for a crystal to
act as a diffraction grating for X-rays. The first observation of
X-ray diffraction was made in the same year by Friedrich and Knipping
when they irradiated a single crystal of copper sulphate pentahydrate
with an X-ray beam. This observation gave the first clear proof of
thé wave charactex of X-rays, and von Laue showed that the results of
the diffraction experimént could be described in terms of diffraction
from a three-dimensional diffraction grating (Laue, Friedrich and
Knipping [1912]). As a ;esult of these experimenté W.L. Bragg developed
a treatment of X-ray diffraction in terms of reflectidn of thé incident
X-ray beam by ﬁhe lattice planes of the crystal (Bragg [1912]) and he

derived the simple reflection law
nm = 2d cos @ (2 = 90 - 9)

which now bears his name, and where d is the interplanar spacing, 6 the
angle of incidence, A the X-ray wavelength and n an integer specifying

the order of reflection.

It should be noted that the formulation of Bragg's Law rests on the
assumption that the electron density can be assumed to be resident in the
latfice planes of the crystal, whereas it is now known that electron

density is distributed throughout the volume of the unit cell. The



34

derivation is, however, valid as it can be shown that scattering from
electron density which does not occupy a rational lattice plane may be
treated to yield a resultant as if the scattering took place in that
plane. . The nature of the electron density distribution in the unit
cell volume controls the magnitude of tbese resultants, and gives rise
to the differing intensities of reflection observed for different

lattice planes.

If Bragg's Law is recast in the form
‘sin 8 = nr/2d

it can be seen that sin 8 is groportional to the reciprocal of the inter-
planar spacing, d. This was the point of departure for the development
by Ewald [1921] of the concept of the reciprocal Lattice. This concept
was further developed and applied by Bernal [1926] to the problem of
interpreting X-ray diffraction patterns, and npw'provides one of the most
convenient tools available for the study of the diffraction of X—rays by
crystals. The most significént property which adapts it to this purpose
"is that in the reciprocal lattice distances are measured in reciprocal
units, d* {=1/d), these quantities héving the advantage of being directly
proportional to sin 6. Thus

sin 8 = kn A d*

The reciprocal lattice, which may be considered to exist in a cont-
inuum (reciprocal space) defined by its coordinate system, is described

' *
by the edges a*, b*, c*

and interaxial angles a*, B*, y* of the reciprocal.
cell. These bear the same relationship to éhe reciprocal lattice as do

the unit cei} elements a;, b, ¢, a, B, vy to the lattice of the real crystal.
Conventionally, reciprocalvquantities are designated by starred symbols to
distinguish them from the analogous real or dineet quantities. The
relationship between the direct and reciprocal .cell elements can be

compactly expressed in vector notation for the general (triclinic) case

as follows:-
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a* = (b) x (c)/(a.b x ¢)
b* = (c) x (a)/(a.b x ¢)
e* = (a) x (b)/(a.b x ¢)

As the reciprocal space metric is directly proportional to sin 8;
the direction of a reflection from the crystal plane with Miller indices
hkl can be vectorially épecified by the reciprocal‘lattice point h
reciprocal cell units in the a*-axial‘direction, k units in the b*-axial
direction and £ units in the c¢*-direction. Thus all reflections from
the crystal planes can be associated with their corresponding‘reciprocal
lattice points, and further, the reciprocal lattice possesses the entire
symmetry of the direct lattice to whicﬁ it is related; these two proper-
ties make possible the convenient discussion and treatmeﬁt of reflection

data in reciprocal lattice notation.

2 - 2 X-ray scattering by Atoms

It.was implicit in the discussion in Section 2 - 1 that X-rays are
scattered by the extrénuclear electrons of the atoms which make up the
crystal. For convenience; in describing the scatfering behaviour of
crystals, the unit of amplitude is taken to be the amplitude of the X-ray
wavelet scattered by a single electron. On this bésis, for a 'reflection'
from a given lattice plane, the amplitude of the wave scattered by a single
cell of the crystal (the sthructure factor) will be the sum of the approp-
riately phased amplitudes of the wavelets scattered by each electron in the
cell. This form of the structure factor is not very useful in viewvéf the
'large number of electrons usually invélved and the limitations whichlexist
regarding a precise knowledge of their position, even when the Qetaiis of
the s£ructﬁre are known. A more useful approach is to make use of the
knowledge gained from atqmic>structure theory (Hartree [1927], [1957])

regarding the spatial distribution of the specific number of electrons
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associated with each atom, and to group together the components of the
structure factor so that each group is associated with one atom in the

cell.

Using this approach, a detailed knowledge of electron position is
not necessary. All that is required is a good description of the aver-
age spatial distribution of the electron cloud with respect to the
atomic centre. Each group of terms in the structure factor then re—-
presents the appropriately phased contribution made by the electrons of
each atom to the amplitude of the wave scattered by the cell.x The
scattering power of an atom, usually designated f§, is measured in the
same units as the structure factor, namely, the scattering.pbwer of a
single eiectron. The maximum value that can therefore be attained by
4 for a given atom is equal to the atomic number Z. 1f thevscattering
electrons were concentrated at the atomic core - a 'point atom' - there
would be no variation of § with scattering angle (normally expressed in
terms of (sinme)/A). However, as atoms have an extended electronic
structure, { decreases from an initial value of Z with increasing
(sin 6)/)A, due to the destructive interference of the wave fronts
scattered by each electrén in the electron cloud. The detailed behav-
iour of 6 as a function of (sin 0)/), derived from atomic structure
calculations, is available in the literature (Thomas and Umedu [1957];
Henry and Lonsdale [1965]) for most elements in a number of valency

states.

2 - 3 The structure factor

As outlined above, the structure factor Fhkﬂ for a reflection from
the lattice plane with Miller indices (Miller [1839, 1863]) hkL can be
written as the sum of phased contributions from each atom in the unit

cell. In exponential notation, this would be
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where 6j- is the scattering power at (sin e,,z)/x of the jth atom in the
cell, and ¢j is the phase of the structure factor. This can also be

written as the explicit function

F §. Q-LZn(hxj + kyj + sz)

hke = i

z
g

where X Y., zf are the fractional coordinates of the jth atom. Some

i 74
computational convenience is gained by expressing the structure factor
as the sum of real and imaginary components:

g = 56y com ot 4T 4y e

Again, this can be written as an explicit function of the fractional

coordinates:

Fhu = 5’ 6j coOs Zﬂ(hxjv + kyj» + sz')

( T £. sin 2nlhx. + ky. + Lz.
+ 4 y 61 sin 2n( xj yj ZJ)

In those cases where the crystal possesses a centre of symmetry, that
is, every atom at X,y,z is accompanied by another in the cell at
-X,-Y,-2, the expression for the structure factor may be simplified to

.Fhkl = 2 ? éf cos Zﬁ(hxj + kyj + sz)

due to the cancellation of the imaginary component from symmetry related
‘atoms. In this dentrosymmetric case, as the atoms occur in pairs
(except for an atom occupying the centre of symmefry, ip which case it

is its 6Wn’centrosymmetric mate and must be treated specially) the summa-
tion need only be carried out over half the contents of the unit cell.

In general, the presence of symmetry elements will simpiify the general

expression for Fhkl' A listing of the modified forms of the structure



38

factor expression for each of the 230 space groups is contained in
Volume I of the International Tables for X-nay Crystallography (Henry

and Lonsdale [1965]).

2 - 4 The Electron Density Distribution

Any periodic function § (X} of unit period can be written as

§lx) = & Flh)e imihx

00

where h is integral and F(h) are the coefficients of the Fourier series
for the function {{X). The electron density distribution in the
crystal is periodic in three dimensions as a consequence of the crystal
being built up by the three-dimensional repetition of identipal struc-
tural units. A Fourier series for the electron density distribution,
p(xyz), over the unit period specified by the unit cell can be written
in a manner entirely analogous to that for the one-dimensional example
given above. The Fourier coefficienté in this case are the structure

factors, Fhkﬂ’ so that

P oot hxrky+ez)

1
o) = L e e
Here p(iyz) represents the electron density (in units of electrons per
unit volume) at the point XyZ in the unit cell. This expression for
the electron density in real space in terms of the structure factors in
reciprocal space bears a close relationship to the exponential form of
the expression for the structure factor in terms of atqmic electron
density distributions given in Section é - 3. The two expressions
differ, however, in that the transformation in one direction is associa-
ted with a positive exponential term, while the reverse transformation

is associated with a negative term. The choice of which transformation

direction is to be associated with which sign is arbitrary, but the
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choice, once made, must be maintained. In this work fhe convention
adopted by the International Tables for X-ray Crnystallography (Henry
and Lonsdale [1965]) has been followeé in which the negative sign is
associated with the Fourier transformation from reciprocal to direct

space.

By nbting that the structure factor is a complex quantity which

may be.split into phase and magnitude components,

F IF Zniahkz

nee = Fupele

the three dimensional Fourier series for the electron distribution in
the unit cell can be given the alternative form where Zniahkz is the
phase angle of the structure factor under consideration. The electron

"density expression can then be written as

2ndo, -2nd (hx+ky+Lz)
LTI | F, | e thRE ¢
hee ML
which can be simplified to

o lxyz) = é_z : -2 (hx+ky+Lz-appp)

| F | e
) hkt

2 - 5 The Phase Problem

As shown in the previous section, an expression can be written for
the electfon density distribution in the unit cell in.terms of the pﬁase
and magnitude of the structure factors Fhkﬂ' The fundamental difficulty
of the téchnique of structure solution by aiffraction methods is the
phase pﬁoblem, namely, that the diffraction process using incoherent
X-ray sourcés and current methods for recording reflections jields
information about the relative magnitudes of the structure factors, but
cannot disclose their relative phasés. It is the existence of this
problem which prevents the technique fromybeing reduced to a straight-

forward computational task, for when both the magnitude and phases of
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the structure factors are known the electron density distribution in
the unit cell may. be computed directly. At present the phase problem
must be solved before the distribution of electron density can be

determined by computation.

A solution of the phase problem will consist of a set of predicted
phases - ideally, one for each observed structure factor maghitude. For
such a solution to be accepted as the correct one, the electron density

distribution calculated from it must meet a number of criteria:-

(a) The electron density must be real, positive and
continuous everywhere in the unit cell.

(b) It must be concentrated in approximately spherical
regions (atoms).

(c) Once the atoms have been identified, the structure
so revealed must be consistent with the existing
vbody of knowledge'concerning the structures of
chemical compounds, with interatomic distances and
angles variable only within limits established by
previous experience. (Naturally the exercise of
this criterion involves an element of Jjudgement,

otherwise novel structures would never be discovered).

The exact status of these criteria should be noted. It can be proved
that any_electron density distributioﬁ in the unit cell generates a
diffraction pattern which is unique in its distributién of phase and
magnitude among the structure factors. However, in proceeding from

the diffraction pattern to the electron density distribution, it has

not yé; beenAdemonstraﬁed‘that the necessaly constraints, which must

be obeyed (a - c above) by the solution to the phase problem, are

also sufgicient to guarantee a unique solution. At present, it can

only be shown that criterion (a) in isolation is not sufficient to ensure

the unique nature of the solution. None the less, the three criteria
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taken together are very restrictive, and the probability of arriving
at a solution to the phase problem which conforms to all three and
which generates an incorrect electron distribution is judged to be

vanishingly small.

The first sﬁage in the solution of the phase problem is the
generation of a phasing queﬂ. This is a model of the electron
density distribution which yields phases sufficiently correct for a
convergent process of model improvement to be iﬂitiated. This process
will normally consist of a cyclic alternatioﬁ of structure factor
calculations and Fourier syntheses, in the course of which the positions
of all the atoms in the unit cell are discovered. When this.stage is
complete, a semi-automatic process of least-squares refinement of all

atomic parameters may be commenced.

A number of techniques useful for the development'of‘a phasing
model are available to the crystallographer. -These include trial-and-
error methods, the anomalous dispersion technique, the method of iso-
morphous replacement, the heavy-atom and Patterson techniques, and the
more recently developed 'direct' methods. Each technique has its own
strengths and weaknesses, and consequently its own area of special
utility. - In the field of inorganic structure determination, the method
inVolving the interpretation of the Patterson function is usually employed.
However, the applicability of direct methods has'also‘been investigated
as a result qf their successful use for the solution of organic struc-

tures. .In the following sections these two methods ‘are outlined.

2 - 6 The Patterson Method

In 1935, Patterson (Patterson [1934, 1935a, 1935b]) showed that the
Fourier synthesis prepared by using the squared moduli of the structure
factors, |Fhk£|2’ could give direct information about the structure.

As the thkﬂlz are independent of phase, and are directly related to the
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observed diffraction intensities, no preliminary assumptions concerning
the structure need be made. The maxima in the Patterson function
Pluvw) correspond to vectors between all possible pairs of atoms in the

crystal structure, with all vectors referred to a common origin. Thus,

if atoms are located in the crystal at positions Xi yL, z; and xj’ yj,
zj, the Patterson function will display a peak at un;'un, wn, such that’

u = X. - X

n L

v, = Y. - Y.

r T Yi 7Y

w, = z.-

" Z»(, Zj

The height of any such peak will be roughly proportional to the product
of the number of electrons in the two atoms inter-related by the vector

in question.

For a compound having N atoms in the unit cell, the Patterson syn-
thesis will have nz peaks, each representing one of the n vectors from
each of the n atoms in the cell. As n of these vectors are of zero
length, representing the vector from each atom to itself, these are
concentrated as a large peak at the origin. ‘The remaining nz -n
non-zero vectors are representéd by peaks distributed throughout the
cell volume, with_ﬁeights proportional to the product of the peak heights

of the inter-related atoms.

It was first shown by Langmuir and Wrinch (Langmuir and Wrinch
[1938]) that in'principle it is possible to recover the atomic distri-
bution from .the vector set represented by the Patterson function. ' Even
though both real and hypothetical examples of different atomic distri-
butions which give rise to the same vector set are known, (Pauling and
Shappell [1930], Minzer [1949], Gurrido tlQSl], Hoseman and Bagchi
[1953]), such homometrnic structures are exceptional. The practical

difficulties in solving structures from their Patterson functions arise
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not from the possibility of homometric structure ambiguities, but rather
from the overlap of peaks in Patterson space as a consequence of their
finite size. The Patterson synthesis for a compound containing a
moderate nﬁmber of atoms will display nz - N non-origin peaks in the
volume of the unit cell, and these in most cases will overlap to give
some feaéureléss regions of vector density. The severity of this
problem can be reduced by modifying the coefficients of the synthesis,
so that the scattering behaviour of the atoms approximates to that of
point atoms. The 'sharpened' Patterson function so produced will
conﬁain approximations to point-vector peaks, with a consequent reduc-

tion in overlap.

A fundamenta; limitation is imposed on this sharpening procedure
by the fact that the set of coefficients is finite in number. A point
object can only be perfectly represented by a Fourier series with an
infinite number of terms. The use of a finite data set for the computa-
tion of a shAfpengd Patterson function infroduces around each peak a
sequence 'of secondary ripples which may, by their own overlap, nullify

any improvement in resolution afforded by the sharpening procedure.

The wide range of techniques which have been devised for the inter-
pretation of Patterson functions has been described elsewhere (Buerger
[1959]). A brief description of only two of these methods is given

below, namely, the use of Harker sections and image-seeking methods.

Although those symmetry elements with translationai components
(glides.ana screws) of the crystal appear in the symmetry of the Patterson
function as the corresponding non-translational elements (mirrors and
rotation éxes), it was shown by Harker that the symmetry elements of the
space group of the atomic distribution were reflected in linear and
planar concentrations of. vector density in the Patterson function.‘ In

fact, it is possible in certain cases to determine the space group of a
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compound from an analysis of the disposition of the Harker lines and
planes in tﬁe Patterson function. In conjunction with a knowledge
of the distribution of atoms over the equipoints in the cell, the
analysis of Harker lines and sections can be useful 'in developing a
trial structure for use as a phasing model. However, like all other
Patterson techniques, its application is complicated by.fortuitous

overlap of vector peaks.

The image-seeking method and related superposition techniques
represent a development by Buerger [1950a, 1950b, 1959] and others
(Lindquist [1952], Bezjak [1553]) of the basic ideas of Wrinch [l§38,
1939a, 1939b, 1950]. An essential early stage in all these methods
is the identification of Patterson peaks which correspond to a single
atomic interaction, or an interaction of known magnitude. This
identification is often assisted by predictions of vector lengths,
madé frpm a knowledge of bond lengths or substructure configurations
derived from related structures and other chemical data. Oﬁce such an
identification has been made, the origin of a copy of the Patterson
function is shifted to the peak posifion, and to posi;ions related to
it by the symmetry operations of the cell. Coincideﬁces in peak
positions in the shifted functions are then sought. ' By repeating this
process as many times as is necessary, the atomic disﬁribution can, in
principle, be.recovered. In practice, the success of the technique
‘ relies on the correct identification of the initial vector, and such

identification may be precluded by peak overlap.

Notwithstanding its limitations, the Patterson synthesis provides
a powerful tool for the development of an initial phasing model, parti-
cularly when there is a wide disparity'in the atomic numbers of the
atoms in the compound. In this case the positions of the heavy atoms,
which will dominate the phases of the structure factors,can usually be

found without great difficulty. The tri-iodide structures examined in
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this work provide a case in point. Also, the Patterson function
provides a convenient check on the validity of a model, in that the
vector set derived from the model mﬁst be in agreement with the
distribution of peaks in the Patterson function (see Chapter 6,

Section 6 -A6).

2 - 7 The Direct Methods

In the previous section, it was stated that the Patterson function
affords a means whereby a trial structure can be derived for use as a
preliminary phasing model. As the Patterson function is the Fourier
transform of the intensity data, it should be possible to derive.a
trial structure from the intensity data directly. Many attempts
(Banné:jee [19331, Hughes [1949]) have been made to devise methods of an
algebraic or statistical nature for the direct solution of crystal
structures using 6ﬁly the intensity data, the unit cell dimensions and
symmetry, and the chemical COﬁposition of the crystalline species.

Some of these attempts have concentrated on direct solutions in crystal
space for the atomic positional co-ordinates, but the most successful
attempts have involved reciprocal space solutions for the phaées of ghe
structure factors. This is a rapidly developihg'area in the field of
structure determination by diffraction methods, and so far the most
progress has been made in thg solution of organic structures. Currently,
such structures invoiving as many as 100 atomic parameters have been
solved in.both centrosymmetric-and noncentrosymmetric space groups by

the routine application of direct methods of solution.

Most of these methods use as a basis the first of the criteria
mentiongd in Section 2 - 5. As mentioned in that Section, the fact
that the electron density is everywhere real, positive and continuous
in itself does not guarantee that the solution to the phase problem is

a correct one. Consequently, the theoretical basis of the direct
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methods includes other physically reasonable assumptions which limit
the distribution of the magnitudes and phases of the structure factors.
These commonly include the assumptions that the electron density
distributions can be successfully approximated by the superposition of
spherically symmetric atomic electron distributions, that these atomic
distributions are identical, and that they are randomly distributed in
the volume bf the unit cell. As a first épproximation, it appears
that the applicability of the direct methods to a given structural
problem depends upon the degree to which the structure departs from

these assumptions.

Historically, the first practical application of direct methods
was that of Harker and Kasper in 1948 in their work on the structure
of decaborane (Harker and Kasper [1948]). Their approach involved the
use of inequality relations which allowed the signs of a sufficient
number of the structure facﬁors to be determined for the structure to

be solved.

Another approach was developed by Sayre [1952], who showed that
the structure factors for a structure containing equally resolved atoms
could be related by equations of the form

F(h) = d)(b_)[ﬁl (h') (h=h")1/V

where F(b) is the structure(factor with diffraction order specified by

. the vector ﬁJ ¢(b) is a function of s, the length of the vector h in
reciprocal space. The same-relationship Qas also derivsd at the same
time by Zachariesen [1952] and Cochran [1952]. Using this relationship
in conjunction with the spproach of Hafker and Kasper [1948] it may be

shown for structure factors of large magnitude that
sign(b)sign(hf)sign(bfn') = +1

where 'sign(ﬁ)' is taken to mean 'the sign of the structure factor with
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diffraction order hf. In the case where the structure factors have
insufficient magnitude to ensure the validity of this relation, it is
still more probable that it is true than untrue. The probability that
the relationship holds was estimated or calculated by a number of

. workers, the best known Being Hauptman and Karle {1953], Kitaigorodski
[1953,1954], Vand and Pepinsky [1953], Woolfson [1961], Cochran and
Woolfson [1955], and Klug [1958]. Applications of 'Sayre's equaﬁion'
together with probability calculations have been described by Woolfson

[1961] .

A method termed the 'symbolic addition procedure' which is based
on this approach has been described by Karle and Karle [1966]. This
-hgs been successfully used for the sblution of centrosymmetric struc-
tures, and makes use of statistically true rélations among the normal-
ized structure factors. The normalized structure factor is computed '

from the relation
E2() = |F(h)[%/(e ¢, °(h)
A

where € is an integer which assumes specified values for each class of
reflection in a given space group, and the summation is carried out
ovér the contents of the cell. As before, the 6L are the scattering
factoré for the atoms in the cell. The relationship used is called
the 22 formula by Karle and Karle, and it takes the form

Sign(Eh) Ay sign(i E_k_ EE'E)

where 'sign (Eh)' means 'the sign of the normalized structure factor
with diffraction order h'. This formula has the advantage over other
sign-determining equations which have been derived in that it is simple

to compute and valid for all space groups. The symbolic addition

procedure determines the signs of the normalized structure factors in



48

an iterative fashion, making use of the fact that certain structure .
factors (the structure invariants) can be given arbitrary signs which
serve to fix the origin of the unit cell with respect to the structure.
A number of large normalized structure factors are also given symbolic
signs, and these are added to the structure invariants to form a basic
set which is then used to find the syﬁbolic phases of other structure

factors.

If the basic set includes n symbolically sigped struéfure factors,
then in principle it is necessary to prepare Zn Fourier maps, each one
corresponding to one of the possible ways of distributing positive and
negative signs among the n symbols used. "However, it is often possible
to reduce this number by considering relationships among the symbolic

signs found during the iterative application of the 22 relation.

Karle and Karle also describe a modification of this method devel-

oped for non-centric crystals which makes use of a further relation

tan ¢ = (ElEkE -kl sin (¢, + ¢h_k)/(i|EkEh_k| cos (¢ *+ ¢, ,.))
2 k = x Dk LY

where ¢h is the phase angle for the reflection h and tﬁe summatign is
over tﬂ; contribution from all known phases. The iferative application
of this relation, which has become known as the 'tangent formula', will
in favourable cases allow a set of correctly phased reflection data to

be built up from a small initial set of phase angles.

Direct methods have been used sﬁccessfully in a num#er of structure
determinations of both centrosymmetric and noncentrosymmetric crystals.
In many cases tﬁe structure could have been solved equally well by.the
use of other methods, although there is a growing list of structures
(particularly in the organic field) where this is not the case. The
major advantage of the direct methods is that the technique lends itself

to automation. Its main limitation is that the probability of success-
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ful structure determination is a decreasing function of structure
complexity (Wéolfsqn [1961]). The limitations imposed on the direct
methods by the substantial departure from a random arrangement of the
atoms in the cell usually encountered in inorganic structures are

apparently still imperfectly known.
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3 - 1 Introduction

A major part of this work has centred around the development of a
suite of computer programs, which perform the computational tasks
encountered in crystallographic structure analysis. This has been
made necess#ry by the unusual featureé of the only computer inétalla-
tion available for this work. For this reason, a detailed description
of the computer configuration, the programming languages and the
operating systeh is given, as these have conditioned both the strategies

and tactics adopted in the design of the crystallographic program suite.

3 - 2 The Computer Configuration

The computer facilities available at this University are proQided
by a Computer Centre which is jointly owned by the University of
Tasmania and the Tasmanian Hydroeleétric Commission, and is administered
by the Hydro-University Computer Centre Board upon which both bodies are
represented. The development of system programs is carried out on a
co-operative basis by the Computer Centre staff and various members of

the academic staff of the University.

The basic element of the computer configuration is an Elliott
Brothers 503 general purpoée digital computer, with a main store
capacity of 8192 (8K) words and a core backing store capacity of 16384
(16K) words. The word lgngth is 39 bits, and normally two single
'addressAmachine code instructions are stored in each word. Eaéh
machine code instruction consists of a six bit instrﬁction code followed
by a thirteen bit code, which may be a main store address or alterna-
tively an additional specifiqation of the machine function to be
performed. The complete repertoire of sixty-four possible instruc-
tions is implemented. The instructions which involve the maniéulation

of the contents of main store locations are executed in approximately nine
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microseconds, while the transfer of information to and from the backing

store takes approximately seventy microseconds.

Apart from the operator's console, which incorporates an input/
output typewriter, the peripherél equipment includes two 1000 character/
second paper'tape readers, two 100 character/second paper tape punches,
a 300 line/minute lineprinter and a digital incremental plotter. | The
normal input medium is one-inch 8-~channel paper tape; seven of the
eight channels are gsed to represent a total of 128 tape characters, and
the eighth channel is used to preserve the even parity of the punched

character.

Recently the basic installation was expanded by the addition of
a Digital Equipment Corporation PDP8/L computer, which communicates with
the Elliott 503 via a locally designed interface. This allows the 503
computer to make use of the PDP8/L peripherals which inclpdevfour
DECtape magnetic tape transportsvand a demountable disk file unit.
Under the storage scheme adopted, each reel of half-inch magnetic tape
(DECtape) has a storage capacity of 57K 39-bit words, and each of the

demountable disks has a capacity of 235K words.

3 - 3 Programming Languages

Programs forvthe Elliott 503 are written in an Elliott implementa-
tiop‘of the high-level programming language ALGOL. This language was
 defined in the ALGOL 60 Report (Naur, [1960], [1963]). The Elliott
implementation, designated Elliott ALGOL F, vgries in some minor
respects from the language defined in that Report, and these differences
have been documented "in the literature (Hoare [1963]). One important
facility, foreshadowed in the ALGOL 60 Report and incorporated in
Elliott ALGOL F, is the ability to include sequences of machineAcode
instructions in ALGOL text in a manner compatible with the syntactical

structure of the language. Other important facilities include the



53

ability to segment programs and to designate whether arrays are to be
established in the main store or the backing store. . Elliott ALGOL F
has undergone some local mbdification, mainly by the extension of_the
number of standard functions recognized by the compilers. Details of

these changes are given in Appendix A.

Another programming language available on the Elliott 503 is
Symbolic Assembly Code (SAé), defined in the Elliott Computing Division
Publication 2.1.2 (Elliott Brothers, 1963). As its name suggests,
this lanéuage allows programs to be assembled using machine codé
instructions, while at the same time allowing the use of user-defined
mnemonic symbols as a programming aid. Programs writien and punched
in SAC are converted to a relocatable binary code (RLB) by the Symbolic
Assembly Program, and the RLB code is then punched by this program to

paper tape in a form suitable for input to the computer.

Elliott ALGOL F inciudes the provision for an ALGOL program to
make use of one or more auxiliary RLB programs resident in store at
run time for special 'behind-the-scenes' functions. For example,‘the
output_of data on the digital plotter is handled by a set of procedures
inserted in the text of the ALGOL program, and these in turn communicate
with an auxiliary RLB program, which performs the special functions
required to achieve plotter output. The transfer of information
between an ALGOL program being executed in thé 503 and the magnetiq
media peripherals under the control of the PDP8/L is handled in a
similar way. .This facility allows the particular requirements of
individual peripheral devices to be met efficiently without any distor-

tion of the syntax qf the primary programming language.
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3 - 4 The Operating System

The locally designed 503 operating system consists of a co-
operative assembly of RLB programs built around the Elliott supplied
compiler, which translates ALGOL text to executable machine code.
Under ﬁormal operatiﬁg conditions, the operating éystem is held in
the backing store, and the first stage in the compilation process
involves transferring a fresh copy of the system to the main store.
Since the advent of magnetic tape storage, a reserve copy of the
opera;ing system is held on DECtape, so that in the event of the
backing store copf becoming corrupt, the system can be reloaded into

the backing store in a few seconds.

The compiler is subdivided into three programs. The first of
these is a highly complex recursive program which performs a trans-
formation of the ALGOL text into an internal code, termed 'owncode'.
This program also carries out a check on the syntax of the ALGOL text
while making this transformation. The 'owncode' version of the ALGOL
text is stored temporarily in that part of the backing store not
occupied by the master copy of the operating system. When the first
stage of translation is complete, the second compilation program
converts the 'owncode' to machine code and lays this code down in the
main store, forming links between it and the third section of the
compiler. This third program provides all the necessary dynamic
routines and standard functions required for the execution of the
compiled program. As each sfage of the compilation is completed, the

program no longer required is cleared from the store.

The other elements of the operating system consist of small RLB
programs, which deal with the output of error diagnostics, control the
activity of plotter and punch character queues, handle the output of

characters to the lineprinter, and perform other monitoring and control
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functions.

3 - 5 The Development of the Crystallographic Program Suite

The development of the suite of the crystallographic programs
has passed through two stages. In the first stage, the suite was
designed for use with the machine configuration which existed prior

to attachment of the PDP8/L with its magnetic media peripherals.

The considerations which dictated the overa;l design of this
early éuite of programs were the problem of transferring the large
amounts of data encountered in crystallographic work from one program
to another in a convenient and efficient manner, and the nature of the
structure factor/least squares refinemenﬁ program. - Crystallographic
calculations are very often performed in the uninterrupted sequence;
structure fgctor calculation - least squares refinement - fourier
synthesis. As the elements of this sequence involve programs of
considerable size, it is not possible, at least on a machine with only
8K of main store, to combine these separate calculations inﬁo one large
program and still retain sufficient room for workspace and the storage
of intermediate results. The sequence mﬁst of necessity be brokeﬁ
into two or more programs which are run consecutively. Normally,
data would be transferred from one program to the next by punching and
reading paper tape. However, as the data to be transferred can be
voluminous, the time consumed in the punching operation can exceed the
time taken to éerform the calculations. Therefore, it was decided to
replace this method of transferral by the process of backing store data
transfer. In this process, each program in the sequence, other than
the first, receives the bulk of its data from the backing store, where
it was placed in an appropriate form by the preceding program. This
technique provides a very rapid means of conveying information through

a chain of programs.
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This technique has one restriction, namely, that as the backing
store is used for the storage of data, it cannot also be used for the
temporary storage of the 'owncode' generated during compilation or for
the retention of a master copy of the operating system, thus making it
impossible to compile any of the programs other than the first in the
sequence. This restriction was circumvented by making-use of the
facility for precompiling Elliott ALGOL programs. By punching out a
paper tape 'image' of the main store immediately after compilation, a
binary tape (referred to as a dumped program tape) may be produced,
which incorporates the compiled program plus those elements of the
operating system required for its execution. In this form, a dumped
program may be loaded directly into the main store of the computer

without passing through the translation stage.

The structure factors/least squares program used in this early
suite of programs was a modified version of a program kindly made
available by the late Dr. A.D. Wadsley (C.S.I.R.O. Division of Mineral
Chemistry). This program was written for the Elliott 803 computer in
fixed-address machine code by P.J. Wheatley using a program developed
by D.W.J. Cruickshank and D.E. Pilling as a model (cited in Wheatléy
[1960])). Thié Elliott 803 machine code program used the block-diagonal
approximation for‘the least squares parameter refinément (Ahmed and
Cruickshank [1953]). As the Elliott 803 machine employed a 5-channel
paper tape code, the machine code input, output and number assembly
routines,werevmodified with the assistance of the Computer Centre stéff.
to allow input and output using the standard 503 8-channel paper tape.
Further modifications were made to allow the structure factor output to
be held in the backing store for use by subsequent programs, rather than

punching this information on paper tape.

The suite of programs consisting of the modified machine code
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structure factors/least squares program and dumpeq ALGOL programs

' linked together by data transfers v4id the core backing store proved

to be a workable system and was used for the initial refinement of the
structure of NH4I3 (Chapter 4). However, the structure factors/least
squares program was operationally inconvenient, particularly when the
leas£ squares'refinement section was being used, so £hat when the

magnetic tape and disk facilities became available a major re-

organization of the program suite was undertaken.

In this second stage of development, the programs in the suite
were completely rewritten in Elliott ALGOL F to take advantage of the
deﬁachable bulk storage provided by the magnetic media. At the same
time, the opportunity was taken to change from block-diagonal to full-
matrix least squares refinement and to make the suite compatible with
a series of direct methods programs which had become available -in the
interim (Section 3 - 15). The overall structure and the details of
the individual components of the revised program suite are described
in the following sections. As an example a listing of one of the
programs (the GENERAL FOURIER (X16) program) is included as part of
Appendix A. This Appendix also contains some detailed programming

notes concerning certain of the programs described below.

3 - 6 The Program Suite Structure

The inter-relation of the individual programs of the program suite
is shown in Fiqure 3 - 1 in block diagram form. Also shown is the
relationship of the set of direct methods programs to the crystallé—
graphic suite proper. As indicated in this figure, data is transferred
among the programs STRUCTURE FACTORS/LEAST SQUARES (X24), BOND LENGTHS
AND ANGLES (X26), GENERAL FOUBIER (x16) and FOURIER PLOT (X18) by means
of data files established on the magnetic disk. These temporary data

files are set up for use by these ,programs by the LOAD DISK (X50) program,

'
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FILM SCALER (X0)

LORENTZ/POLARIZATION CORRECTION (X1)

CYLINDRICAL ABSORPTION CORRECTION (X3) -

FAME

MAGIC

—r——— DISK FILE DATA TRANSFER

PAPER TAPE DATA TRANSFER

[ pfndiaiendadh e dhe infdendieadi it it S |

] 1
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| STRUCTURE - GENERAL LOAD DISK
: FACTORS FOURTER (X16) (X50)
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| |

: 1

| BOND LENGTHS FOURIER CLEAN DISK
: & ANGLES (X26) pLoT (X18) (X51)

| T
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Figure 3 - 1, The crystallographic program suite structure.
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which may also be used to transfer data held on magnetic tape between
computer runs into selected disk files. In a simi}ar way, the CLEAN
DISK (X51) program may be used to transfer selected data from the
temporary disk files to semi-permanent storage on magnetic tape before
these files are expunged'from the disk. For tﬁis reason, boéh X50 and
X51 are designed to operéte in a conversational mode, each program
making enquiries v{a the console typewriter concerning the data file
configuration required at the beginning and end of the run. Each of
the programs X24, X26, X16 and X18 has its own specially identified
input and output files, so that data cannot be misdirected while being
transferred from one program to another. Further, a pessimistic
strategy has been adopted in that all output files are cleared by the
program which uses them before they arelused for the storage of

information for another program in the suite.

The use of these temporary disk files to convey information among
the major crystallographic programs has resulted in a most efficient
use of'the available computer time. It has not been found necessary
to use this method of data transfer for the data redﬁction and correc-

tion programs of the suite (X0, X3, X1).

3 - 7 The FILM SCALER (X0) Program

The multiple-film technique used to attenuate strong reflections,
so that the resulting intensities fall within the linear response
region of photographic films, effectively extends the range of response
of the X-ray film. The silver halide in the emulsion reduces the
intensity of a reflected beam as it passes through successive films in
the multiple film pack, with the résult that with properly judged
exposures a reflection which is overexposed on the innermostlfilm will
be attenuated sufficiently to be within the linear range of one of the

films beneath it. When short-wavelength X-rays are used, for example
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MoKa as in this study, it is necessary to augment the attenuation
produced by the emulsion by interleaving the films with sheets of

metal foil.

With the multiple film technique it'is necessarf to calculate the
v'attenuation factor (or film factor) ké' by means of which the attenuated
reflections can be brought to a common scale. This caiéulétion, and
the applicatipn of the factor so determined to the measured intensities

is carried out by the FILM SCALER (X0) program.

The initial data for this program consists of an identifying
alphanumeric string, the number of films in the multiple filh pack, and
the measured reflection data. Thié last set of data takes the form of
a list, each item of which consists of the Milier indices of a reflec~-
tion followed by the intepsit§ of the reflection as measured on each
film of the pack. Intensities which lie beyond the limits of the
intensity scale used to measure the data are indicated by unique
numerical values. The end of the list is signalled by a dummy reflec-
tion with Miller index, h = 111 (this end-of-list marker for reflection

data is common to all programs of the crystallographic suite).

The first task executed by the program is the calculation of the
film factbr, ké' as the average ratio of the intensities of reﬁlections
which have been recorded'op adjacent films. In the calculation of this
average, those reflections with intensities outside the range of the
intensity scale on any film are'disregarded. Once the film'factor has
been determined; the intensity of each reflection is brought to a common

scale by the application of the relationship

i ) 2 n-1
Ié&'na,e = (I, + k612 + k613 o ké In)/n

"where n is the number of films in the pack. To assist in the identi-

fication of reflections which may have been inaccurately measured, the
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standard deviation of this average is also calculated where there are
a sufficient number of measurements to make this possible. The
scaled reflection data is output to the lineprinter for visual inspec--

tion and to punched tape for use in subsequent programs.

3 - 8 The LORENTZ/POLARIZATION CORRECTION (Xl) Program

Certain geometric effects must be taken into account before the
raw scaled intensities generated by the previous program may be used
for subsequent calculations. The most significant corrections which
musf be made are the polarizatioh correction and the Lorentz correc-
tion. As only geometric considerations enter into their calculation,
it is convenient to evaluate these by means of a single program. The

polarization correction, p*

, arises from the reduction of the intensity
of the unpolarized incident X-ray beam as a result of polarization upon
reflection. This correction factor is a function of the Bragg angle,

6, only, and is given by

p* = 2/ + cosz26)

The Lorentz correction, L*, is concerned with the specific motion of the
crystal in the camera geometry. The nature of this motion affects the
time taken for the various planes to pass through the reflection condi-
tion,lahd the form of this correciion for the Weissenberg geometry ﬁsed

in this study is
L* = sinm coszv

where I' is. the angle between the projections of.the incident and reflec-
ted beams on the equatorial plane (normal to the rotation axis), and
v is the angle between tﬁe generator of a given layer line and the

equatorial plane.

The LORENTZ/POLARIZATION CORRECTION (X1) program computes and applies
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the combined correction, (Lp)*, for each of a sequence of scaled
reflection data collected in_the equi-inclination Weissenberg geo-
metry. The input data for the program consists of an identifying '
alphanumeric string, the direct unit cell constants, the wavelength'
of the X-radiation used for data colléction, the equi-inclination
setting angle, u, for the first level, a markef indiéatiné the axis
about which the data was collected, and the scaled intensity data as
.generated by XO. vTﬁis last consists of a sequence of h’k’z'lécaied'
terminated by a dummy plane with h =‘111. As each plane is read, the
program computes 6, 26, I', and v from the given data, and then computes -
the correction factor from the relations given above. The correction
is applied to the scaled intensity and the correéted data is output to
the lineprinter for visual inspection and to punched paper tape for

use by subsequent programs.

3 - 9 The ABSORPTION CORRECTION (X3) Program

As well as geometric effects, a correction may be necessary for
the absorption of the incident and reflected beams in théir passage
through the crystal. The need for such a correction will depend upon
the size of the crystal and the absorption coefficients of the elements
present in the crystal at the wavelength in question. For this correc-
tion to be made exactly, a detailed knowledge of the crystal shape is
required, and normally it is necessary to approximate the actual shape
by'a‘convex polyhedron of known geometry. As the crystals used in
this study were rarely polyhedral after mounting, it was sufficient to
approximate their actual shapes by cylinders of known diameter. The
ABSORPTION CORRECTION (X3) program computes and applies the reciprocal
transmissidn factor, A*, for a cylindrical crystal bathed in a uniform

beam of X-rays in the equi-inclination Weissenberg geometry.
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The initial data for the program consists of an alphanumeric
string which serves to identify the lineprinter output from the
program,‘the reciprocal cell dimensions, the X-ray wavelength, the
cylindrical co-ordinate 7, the number of levels of data, an integgr
in the range 1 - 3 which identifies the axis about which the data was
collected, and a table of reciprocal transmission factors A*. The
table has one row for each level of reflection data, and each row
contains transmission factors calculated for the value of uR_SecY for
the level in question. Within each row there are nineteen A* values,
calculated at 5° increments in I'/2, commencing at 0°.

I',v have the same significance as in Section 3 - 8,

¢4 is the linear absorption coefficient, and

R is the radius of the cylinder.

The reflection data consists of a sequence of h,k,2,|F|, generated by
X1 ana terminated by a dumm§ reflection with h = 111. For each
reflection, the program computes sin26 from the reciprocal cell
constanfs and the wavelength, and v from the level index and f. The
value of I'/2 is then determined from the relation

)

r/2 = arcsin(secv(sin28 - sinzv) )

The value of A* is then computed by 2-point interpolation on the approp-
riate entry in the table. The value of A* so determined is corrected
in the case of upper levels by cosy to compensate for the larger
irradiated volume. The reciprocal transmission factor is applied to
lflz and the corrected data is then output to the lineprinter for visual

inspection, and to punched paper tape for use in subsequent programs.

(For the work reported here, the values of A* were taken from
TABLE 5.3.5B, The International Tabfes forn X-Ray Crystallographenrs,

Volume II, (Henry and Lonsdale [1967])).



3 - 10 The STRUCTURE FACTORS/LEAST SQUARES (X24) Program

The numerical tésks performed by crystallographic structure
factors/least .squares programs have been well described in the liﬁera-
ture (Rollett [1965]), and are only briefly outlined here. Programs
of this class perform two distinct but related operations. The'first
of these is the calculation of the structure factor Fhkﬂ for each of a
given set of reflections from parameters specified for a particular
structural model. This calculation requires the evaluation for each

reflection of the expression

n P T T
thl = 'E nj 6f 52 exp(-b_BjAh) cos(2mh. x.

i=1 =1 -M)

n
+4 L n. 4. ¢

’ i 85 ,exp(—hTBj&b) sin(2th£. )
i=1 A

1 44

where nf is the occupancy parameter of atom 1,
6f is the scattering power of atom j at (sinehkz)/k,

ij is the 3 x 3 temperature factor matrix for atom § in
symmetry position 4,

5jb is the coordinate vector for the atom § in position 4,
. . T . . j
h is the reciprocal space vector hkf, and h is its transpose,

n 1is the number of independent atoms,

P is.the number of symmetry positions.

The second, ;nd usually optional, stage is the refinement of the struc-
tural parameters by the accumulation and inversion of a normal equation
matrix followed by the calculation of the corrections to be applied to

the parameters. If the matrix equation to be solved is written as

AX = b

where A is the normal equation matrix,
X is the vector of parameter corrections, and

b is the right-hand side vector,
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then the formation of an element Aij of A requires the accumulation of

the sum

]

gw(h) slFm] | slFth]
- (SC'('( 4
and the formation of a bi of E_requires the accumulation of the sum

§|F (|

EWh) KF p onved ~ Foape! * 5T,

where w(h) is the weight of the reflection with indices hkl,

[

L’Cj are parameters of the structural model,

K is the scale factor which relates the observed structure
factors to an absolute scale,

the summation being taken over all G reflections.

The process of structure factor calculation and least squares
refinement is often carried out in a cyclic fashion, the refined
parameters being used for a new round of structure factor calculation

and parameter refinement.

The STRUCTURE FACTORS/LEAST SQUARES (X24) program can be regarded
as a greatly modified descendant of the MONLS structure factor/full
matrix least squares program used by the crystallographic group of the
Department of Chemistry, Monash University. The MONLS program is
itself a variant of the ORFLS program of Busing and Levy (Busing and
'Levy [1961]). A CDC FORTRAN listing of the MONLS program was kindly
made available by Dr. B. Gatehouse, (Department of Chemistry, Monash

University), and from this the X24 program was developed.

The development of the X24 program passed through three major
stages. In the first stage an Elliott ALGOL F program was written
which followed in large measure the overall organizational pattern as

well as the detailed programming of the MONLS program. Thorough checks
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were made to ensure that the X24 program calculated the parameter
derivatives and assembled the least squares matrix elements correctly,
by comparing the relevant qqantities'calculated at various intermediate
stages in the computation against the same quantities calculated by the
MONLS program for a set of standard data. The test data consisted of
33 reflections for a-quartz, and the test calculation carried out three
structure factor calculation and refinement cycles for the a-quartz
model. The refinement was performed for all ﬁarameters including
anisotropic temperature factors. The comparative data used in making
" these checks was prepared by Dr. B. Gafehouse and Mr. J.E. Davies
(Department of Chemistry, quash University), aﬁd as the checking
procedure was an exhaustive one extending over several months, their

co-operation is gratefully acknowledged.

Once it was established that the X24 prograﬁ was functioning
correctly, its development entered the second stage in which a number
of major changes were made. At the level of detailed programming,
the entire structure factor and parameter derivative calculation, as
well as the accumulation of the least squares matric elements, were
rewritten in machine code and incorpofated in the ALGOL text (c.f.
Section 3 - 3). This modification was desirable in view of the time
penalty incurred by array access in Eliiott ALGOL F and reduced the

execution time to approximately half its previous value.

At the same time, that section of the program which reproduced on
the lineprinter the input data for a particular run (the 'data echo')
was considerably expanded to give a complete record of the parameters
of the structural model in question and the program options specified
fdr the run. The policy of including a comprehensive data echo has
been adopted with all thé progréms of the suite, for not only is it a

desirable feature in programs of general utility which may be used by
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workers other than the original author, but also it can provide, if
~carefully devised, a useful and to some extent self-explanatory
complement to the program documentation. In the case of the X24
program, where a large amount of information must be marshalled
correctly for a successful run, it gives a very useful means of

checking that the users intentions have in fact been carried out.

During this reorganization, advantage was taken of the facility
which enables parts or segments of an Elliott ALGOL F program to be
held in the core backing store until they are required for execution.
This has the effect of increasing the amount of main store available
to the program, as it is now necesséry to ieserve only sufficient
main store space to aécommodate the largest program segment, the
segmehts being brought to the maip store by au£onomous data transfer
in the correct ogder under the control of the operating system. As
the sections of the program concerned with data input, structure factor
calculation/leést squares matrix accumulation, and matrix inversion,
and the output of refined parameters are required sequentially, the
program was broken into three corresponding segments. The boundaries
of the segmented areas were carefully'chosen to equaiize the sizes of
the compiled segments and so gain the maximum benefit from this faci-
lity. In its final form, the three segments of X24 occupy 1024, 1042

and 1037 words of core backing store respectively.

The final stage of development was initiated by the gdvent of bulk
maénetic storage media. The changes made in this stage were essentially
twofold, the first being concerned with the'efficiéncy of the structure
factor calcglation; and the second wiﬁh the transfer of information fo
other programs of the suite. From Section 2 - 3, it can be seen that
the calculation of thé structure factor for a given reflection hkﬁ

requires that the value of 6hk£' the scattering power of each atom included
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INPUT AND EChO BASIC DATA

- number of atoms, symmetry positions, etc.;

- unit cell data;

- symmetry rotation matrices, translation vectors;
- atomic scattering curves;

-

INPUT REFINABLE PARAMETERS

~ interlayer scaling factors, atomic occupancy
factors, positional parameters & isotropic
or anisotropic thermal parameters.

—

ECHO REFINABLE PARAMETERS

- note thoge to be refined in this calculation.

T

INPUT REFLECTION DATA

- input h,k,2, FobA and wedlght (if any);
- interpolate scattering factor values and build
up reflection data table in disk scratch file.

A

no——@l reflections read‘D
L]

Fet cycle numbe/.t =1 J

-
]

( cycle number > maximum requested? )——————

TERMINATION
- build tables on disk for X16, X26;

no

- collapse scratch disk files;

- output final refinement statistics.

STRUCTURE FACTOR CALCULATION
FO - fetch a reflection from the table on disk)
- compute symmetry equivalent indices;
- compute structure factor components A, B and
their derivatives;
- output structure factors if required;
- accumulate least-squares matrix;
- build F_ 00 table on disk for use by X16

1

——no——( all reflections dealt with?j

T

- output residual, statistics.

LEAST SQUARES CALCULATION

- invert least-squares matrix using the Choleski
method;

- compute parameter corrections and apply themy

-~ output corrected parameters and e.s.d.'s.

1
r Set cycle number = cycle numben + 1J

]

Figure 3 - 2, Generalized flow chart of the final form of
‘the STRUCTURE FACTORS/LEAST SQUARES X24 program.
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in the model at (sinehkt)/k, must be determined. The determination

is made in X24 (and also in the ancestral MONLS program) by two-point
interpolation on the correct atomic séattering curve. The tabulated
scattering curves for the atomic species present in the model are input
to the program as part of its aata. If the modgl includes n atoms and
there are ¢ reflections, then each cycle of structure factor calculation
will require n x ¢ interpolations, each of which involves thg access of
tabuléted information held in data arrays. Further, if the duplication
of stored scattering curves is to be avoided, at least one stage of
indirect addressing is involved in this process to ensure that the
correct scatte:ing curve is used for each atom in the model. When more
than one cycle of structure factor calculation is required, it is more
efficient to calculate the interpolated values of the scattering power
of each atom included in the model . (together with any othef pertinent
information) along with tﬂe values of h,k,L,Flobserved] for each reflec-
tion, provided that sufficient storage space is available and that it
can be accessed efficiently. If these conditions cén be met, the
lengthy n x ¢ interpolations need be performed ohly once for a given
run. There was not sufficient storage available'before the magnetic
media éeripherals were attached to the computer for this strategy to be
adopted. However, with the availabiligy of magnetic disk storage, X24
was modified to allow the list of interpolated atomic scattering factors
to be built up on the disk as the reflection data is input prior to the
commencement of the structure factor calculation. This change.pfovided

a 30% reduction in the time required for structure factor calculation.

The use of the disk to provide a means of conveying large volumes
of information among the members of the program éuite has been described
in Section 3 - 6. The modifications that were necessary to allow X24
to transmit data t;o the GENERAL FOURIER (X16) and the BOND LENGTHS AND

ANGLES (X26) programs were readily made once the change to temporary disk
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storage of the interpolated scattering data was complete. Although
‘these latter alterations did nothing to imptove the run-time efficiency
of the X24 program itself, they produced a marked improvement in the
efficiency and ease of operation of the prégram suite a§ a whole. It
should be mentioned that throughout the development of X24, checks were
made using the a-quartz test data to ensure that no ﬁumericai errors
were introduced by ﬁhe modifications to the structure of the program.
The final structure of the X24 program is shown in Figure 3- 2. A
sample of typical output, including the comprehensive data echo, is

shown in Figure 3 - 3,

3 - 11 BOND LENGTHS AND ANGLES (X26) Program

One essential component of a suite of crystallographic programs is
that which calculates derived quantities of interest to the chemist
from the structural parameters. The most significant of these quant-
ities from the point of view of the chemist are the bond lengths and
bond angles; the need to know certain bond lengths ér angles oftgn
provides the major impetus for undertaking a particular structural
determination. However, these derived quantities are also of use to
the crystéllographer in that they are often employed as a check on the

plausibility of the structural model.

Not only must these derived quantities be computed, but some
measure'of their precision is also desirable. Besides the ;ystematic
errors which may be present in the data due to the effects of absorp-
tion, extinction, eté., the data will also be‘affected by random errors
which will control the precision of the quantities derived from the
structural parameteré. The precision of bond lengths and angles is
usually represented by the 'estimated standard.deviation' (e.s.d. - cf.
Rollett [1965]) and it is convenient to combine the calcula;ion of these -

quantities with the computation of the derived quantities théy qualify.
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These numerical tasks are carried out by the BOND LENGTHS AND
ANGLES (X26) program. This program receives the bulk of the informa-
tion required for these calculations from the STRUCTURE FACTORS/LEAST
SQUARES (X24) program, the transfer of information being accoﬁplished
by the use of one of the disk files common to the crystallographic
suite,. This information inclﬁdes the set of positional parameters
defiping the asymmetric unit, the symmetry operators for the space
group, the least squares matrix inverse and the residual parameter, P

. F2/i
p = LﬂwaAi/(q-")
where W, is the weight of the ith AF, ¢ is the number of observations
and N is the number of parameters. A'number of control parameters are

also read by the program from paper tape.

As the X24 program needs only the positional parameters of the
atoms in the asymmetr;c unit, the first operation pérférmed by the x2§
program is the generation of the entire unit cell contents from these
parameters. This operation makes use of the symmetry data supplied by
X24 in the form of rotation matrices and translation vectors. In the
case of a centrosymmetric space group, a necessary preliminary is the
augmentation of the symmetry data to produce the métrices and vectors
for the inversion related general'positions not needed in the structure

factor calculation.

The positions of all atoms in the unit cell are then calculated
using a set of ALGOL procedures devised for this purpose by Wells
(Wwells [1965]). The fractional co-ordinates of the atom positions so

generated are then displayed on the lineprinter.

Before the calculation of the bond-lengths and angles and their
associated e.s.d.'s is commenced, the least squares matrix inverse is

changed to a form more suitable for e.s.d. calculation. This involves
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the retention of only those elements of the inverse which refer to
positional parameters and the conversion of the surviving elements to

covariance, Vif’ form by the application of the relationship

where p is the residual parameter previously defined and'bij is the
element of the least squares matrix inverse linking the {th and jth

positional parameters.

Aé the calculation of all possible inter-atomic distances and
'bond' angles in the unit cell can, even in the case of structures of
modest complexity, lead to very voluminous output, the process of bond
length and angle calculation is consfrained by the simple device of
using a control parameter which places én upper limit on the lengths
which will be considered as bond distances. As thié constraint can
be caried by thé user, it does not limit the possible use of the X26

program for checking the plausibility of the model.

The design of the X26 program also takes cognizance of two other
interdependent problems, namely, the possibility that the unit of
chemical interest may cross the boundary between neighbouring unit
cells, and that there is a possibility that identical distances and
angles will be calculated repeatedly due to the presence of symmetry
related groups of atoms in the volume of crystal space inspected by
;he X26 program. The solution to the first of these problems adopted
in the design of the X26 program involves the inspection of the eight
neighbouring -unit cells which surround any selected origin for inter-
atomic distances which satisfy-the constraint imposed by the control
parameter. This strategy has the consequence of producing an eight-
fold increase in the possibility of the same distance or angle appearing
repeatedly in the final output. To avoid this unnecessary repetition,

the program is designed to build up in a disk file a list of all distances



75

and angles previously calculated. When a new bond distance or angle
is calculated, the list is checked to see if this quantity has been
calculated previously. When this is the case, a further check is made
to determine whether the recurrence is fortui£ous or the result of
calculations involving a group of atom positions which are symmetry
replicates of those which gave rise to the first occurrence in the
list. If the quantity passes both tests it is output in a suitable
form ana the relevant data concerning it is added to the list, other-

wise the quantity is rejected.

The X26 program calculates bond lengths, Zij, from the general

relationship

L - ((axa)Z + (ayb)? + (aze)? + 2abaxay cos v

+ 2ac AX Az cosB + 2bc Ay Az cosa)ﬁ

where a, b, ¢, o, B, Y, are the unit cell parameters and AX, AY, AZ
are the differences between the fractional coordinates for atoms A and

{ at positions Xi, yi, Zi and xj, yj, Zj.

The estimated standard deviation, oij' for the lengthlﬂij is
calculated from the general relationship (Stout and Jensen [1971],

Rollett [1965]) which assumes correlation among the positional para-

meters. In matrix notation this can be written as the quadratic form:
2 T
6., = G .V.G
Af hali il

where Visa6x6 symmetric matrix with elements Vij taken from the
transformed least squares matrix inverse for the {th and {th atoms, and

G is the six element vector of differential terms of the type:

: SL. .

G = _?EL = (ayb + Axa cos y + Azc cosa)/L; ;.

2 Ys | “
621- ' '

G3 = E'L = (Aze + Axa cos B + Ayb cosa)/ﬂij

L .
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In the case of bond angles, the angle Bjik subtended at the {th

atom by the bonds with lengths Lij'

tik is calculated from the relation-

ship (Stout and Jensen [1971]

T ST I

The estimated standard deviation, o for the angle ejih is also

el
calculated from a general relationship developed by Darlow [1960] which,
like that for the bond length case, assumes correlation among the para-

‘meters. As before, the relationship can be written in matrix notation

as a quadratic form:

0,2 = k (6'.V.6)

where the scalar term kR is given by:

- . 2
R = 1/(£ij Eik sin ejik)

In this case V is a 9 x 9 matrix with elements Vij taken from the trans-
formed inverse for the f,{ and kth atoms. Once again, the elements of
the vector G are differential terms, but are more complex- expressions

than those required for the bond length case:

GZ = zih (COSBLk - cosejik cosBij)
Gh = Kik (cosaih - cosejik ;osBLj)
+ Zij (cosaij - cosejik cosaik)
69 - zij (cosyij - °°Sejik cosyik)
where cos aij’ cos Bij’ cos Yij and cos @ ip» COS Bih’ cos Y, are the

direction cosines of the bonds from the {th to the jth and the {th to
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Figure 3 - 4, Photo-reduction of the output from the BOND LENGTHS

AND ANGLES X26 program.



78

the kth atom respectively.

The output of the bond lengths and angles, together with their
estimated standard deviations, is arranged in the form of two lists:
the first giveg those bond distances from a given atom to all others
which satisfy the control constraint, the second list gives the angles
subténded at the given atom by the bonds included in the first list.
Provision is made in these lists for the identification of atoms as
members of the asymmetric unit set passed on from the X24 program, or
as members of the set generated from these by ;he application of the
space group symmetry. An example of the X26 program éutput is gi&en

in Figure 3 - 4.

" As will be appreciated, a number of challenging organizatiopal or’
'housekeeping' problems were thrown up in the process of designing and
writing the X26 prograﬁ. In most cases these were solved by the
'indexing vector' technique; the program makes use of three such index
vectors to ensure that the various quantities required in the course of
“the calculation are tied correctly to the list of atom parameters

supplied'from the X24 program.

3 - 12 The GENERAL FOURIER (X16) Program

The function of the GENERAL FOURIER (X16) Program is to calculate

the density function

[

olxyz) = (1) £ Fo, exp(2nd hx + ky + £2))
' ' ' hk=-o

for suitably chosen intervals of the fractional unit cell coordinates
Xyz. The density function may be the electron dénsity in the case of
a normal Fourier_calculation, the vector density in the case of a
Patterson function, or a normalized electron density distribution when

E-maps are calculated (see Section 3 - 15 - 4).
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In the design of a program to perform a Fourier synthesis, the
overriding consideration is efficiency both in terms of execution time
and program size. The time element is important, as the calculation
of a 3-dimensional Fourier synthesis involves a triple summation over
the reflection indices for each point XYz at which the density function
is calculated. Further, the innermost of these summations requires the
evaluation of trigonometric expressions, which can be a time consuming

operation even on fast computers.

The question of program size is also relevant, for the larger the
amount of store occupied by the program, the less there is available for
the retention of the Fourier synthesis. This has the effect of limiting
the fineness of the intervals into which X, Yy and Z may be divided.
Consequently, advantage must be taken of every simplification of the
general density expression possible in the light of crystal symmetry and
space group information to reduce the volume of computation, insofar as
this does not mean an unacceptable increase in program size; In the
case of 2~-dimensional syntheses, where a projection of the density
function is calculated and a double summation over a subset of the
reflection data will suffice, the constraints of ﬁacﬁine time and space

are somewhat relaxed.

In the GENERAL FOURIER (X16) program, the now conventional'Beevers—
Lipson algorithm (Beevers and Lipson [1934]) has been followed. In

this method the complex expression for the structure factor
= + (
Free = Anke * Bure
is used in conjunction with Friedel's Law
Fupe! = FrEzl

to factorize the eleéctron density expression into the form
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olxyz) = (2/v) T % b
h:o h:-co ,e_:-co

+ £ F %
he0 k- Lo

where the summation

the limiting sphere and

cee cos

and CCA cos

where

Ahk,e (cce - cas - scs - sac)

+ + -
Bhu, (ces + cac + scc - 548)

2nhx cos 2nky cos 2nlz,

2nhx cos 2nky Sin.2ﬂ£2, etc.

is carried out over only half the reflections in

The use of the product form has the advantage that, where the

space group symmetry elements create relationships among the Fhkﬁ'

certain product terms drop out for specified index parity groups, and

the summations can be readily arranged to minimize computational labour.

This latter point can be more clearly seen by recasting the product

expression as

olxyz) =
wherg ,

D, ly) =
and Dz(y) =

where, in turn

While the indi

(2/V) ¢ 91(g) cos Zwhx + Dz(y) sin 2mhx
h .

k

k

A cos
-A sin
-A sin

5-A cos

ces h and

218z + B sin
2nlz + B cos
218z + B cos
2nlz - B sin

£ Cy cos 2nky + C, cos 2nky

z C3 sin Znky + Cy sin Zrky

2nlz

2nlz

2nlz

2z

(Acce + Bees)
(-Acss + Bese)
(-Ascs + Bsce)

(-Assc - Bass)

kR remain unchanged, the sums C, - C4 alone need

be accumulated, and only when a change in k occurs need the routine to

accuhulatg the vectorial sums Di(y) and Dz(y) be entered. Similarly,
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only where a change of h occurs, either simultaneously with a change
of k or otherwise, is it necessary to accumulate the elements of the
array containing the section of the density function. Further, when
product te;ms are to be skipped due to symmetry relationships, this
is mos; convenientiy done with this computational scheme by skipping
the evaluation of the appropriate components of the sums C, - C4. As
implemented in X16, the Beevers-Lipson algorithm is restricted to the
computation of'density functions at mesh points defined by grid-lines

parallel to the cell edges.

The X16 program'consists of a preliminary section followed by two
segmented blocks of program text which share the same area of main
store core at run time. The preliminary section, apart from performing
a numbér of initializations, handles the input and lineprinter display
of the basic crystallographic information'which.controls the type of
synthesis td be performed. This information includes daté specifying
the ieflection data input medium,.crite;ia spécifying which refléctions
are to be rejected from the synthesis, data concerning the crystal
system, the point group multiplicities, the particular form'of the
trigonometric expression required for each of the index parity groups
by the space group in question, and the crystallographic axis down which

the density function is to be sectioned.

Tﬁe first segment encountered after the preliminary section has
completed its echo of the basic data. is that whi;h prepares'the.reflec-.
tion data for the synthesis calculation. The ;eflgction data is read
sequentially either from paper tape or from the appropriate disk file,
ana after the application of the rejection eriteria, the indices of the
surviving reflections are permuted to accord with the chosen section
axis. As- the éfficiency of the synthesis algorithm strongly depends
'upon ;he frequency witﬁ ﬁhich the indices of the refleetions change as

the sequence of data is processed, the reflections are sorted so that



82

the index which has been permuted into the first position of the new
index triplet changes least rapidly and the index in the last positioh

changes most rapidly.

After the reflection data have been sorted, the reflections are
corrected for multiplicity. Follbwing this, a code word is gttached
to each reflection to control the form of the trigonometric expression -
to be used in evaluating the contribution of each reflection to the
final synthesis. The form of the codeword is determined by comparing
the index parity group against the information input in the preliminary

section concerning the space group in question.

lThe'second segment of the program computes specified sections of
the density function using the Beevers-Lipsoh algorithm described
above, and displays each section on the lineprinter as each is completed.
The‘section may also be stored on the disk for subsequent plotting by
the FOURIER PLOT (X18) program. The Fourier summation is written
entirely in machine code in the interests of speed and compactness.
The efficiency of the implementation of this algorithm is enhanced by
making use of a special routine (now incorporated as one of the standard
functidps of the. Elliott ALGOL F language as a result of local modifica-
tion) thch simultaneously yields both the sine and cosine of a given
argument at a single call. Further, the fact that the bit-pattern of
the reflection code word indicates which of the eight trigonometric
expressions are to be evaluated and accumulated in the sums C, - C4, and
alsd that this bit-pattern can be inspectea very rapidly by the fast.
machine code "exclusive OR" operation, allows. the inﬁermost summation tg

be executed in minimum time.

In its present form, the X16 program will output the computed
section on the lineprinter in such a way that the geometry of rectangular

cells isrreproduded, This is;achieved by controlling the number of blank
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C,:=C,:=C,:=C,:=0 D,(q)::l)z'ﬂ_(}:_—u

| 3 3 4
ofxy):i=0 count:=1, marken:=0

I
fetch first h',k’,2',Ahkl,6hk£,codmuond

from disk file.

hi=h', kizk', L:=g'

>
1

accumulate C, - Cd' using the code

word to select the correct triqonometric

exprcésion to be uscd in cach case.

count:=count+!

( count - maximum number of reflections

manken: =1

fetch next h',k',2' 'A’lu',shu’ codewond

from disk file.

accumulate D,(ul. Dzlyl

C’:=C =C :=CJ:=0

273

yos h=h'

accumulate o (xy)

D'Lq){=07lyl==0

yes { manken=0

output o (le)

l

Figure 3 - 5, Generalized flow chart of the Beevers-Lipson

algorithm implemented in the GENERAL FOURIER

X16 program,
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.lines 6utput between each line of output. The facility to approximate
non-rectangular cells has not been implemented, as the contoured plof
produced by the X18 program has been found to be more thaﬁ adequate in
these cases. Provision is made to allow the printing of the section
to extend over more than one éage of continuous stationery, and each
page is uniquely identified in such a way that the section can be
assembled readily by hand, once the output has been removed from the
lineprinter. The printing of negative fegions of the section may be
suppressed, the numbers being replaced by the apprépriate number of
spaces (blanks). Overflow of the number format, which will accommo-
date numbers in the range -999 to 999, is signalled by the printing of -
a stiing of asterisks without disturbance to the overall format of the

printed section.

With a reflection data set 6f the order of 500 reflections, the
X16 program execution time fof one section calculated at 41 x 41 grid
points is approximately 55 seconds. The execution time is conditioned
by the ffequency of leading index changes in the reflection data list.
A generaliéed flow chart for the program is given in Figure 3 - 5, and

a specimen of the basic data echo is reproduced in Figure 3 - 6.

3 - 13 The FOURIER PLOT (X18) Program

The function of the FOURIER PLOT'(X18) program is to produce
contoured maps of designated sections of the density functions calcul-
afed by the X16 program. The maps, which are drawn on the digital
incremeﬁtal plotter, reproduce the true geometry of the unit cell
secfion; the contour interval employed and the number of contours drawn

are both under the control of the user.

The sections of the density function (Patterson, Fourier, Difference

Fourier or E-map) are stbred in a disk file as they are calculated by the
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X16 program. At the same time information is stored in another disk
file concerning the mesh size, dimensional data and the section numbers
of the sections iﬁ question. This latter disk file is accessed by

the X18 program; and from the data stored in ;t, the program determines

the orientation of the section on the plotter paper and its scale.

As the plotter makes use of a continuous roll of paper, in
principle the contour map may be any length but cannot exceed a fixed
maximum width. A length restriction is imposed'by the program, so
that the map of any section must fit in an area 10.5 inches wide and
14.0 inches long. Within this restriction the program adjusts the
scale to give the largest possible map, if necessary the axes of the
section are rotated so that the longest axis of the section runs parallél
to the 1onges£ axis of the plotting area. At this stage tHe program
also calcuiates the transformations which must be applied to the
coordinates of the contour points to preserve the geometry of non-

rectangular sections.

Once these computations have been made, the proéram reads from
paper tape the number of the section for which a contour map. has been
requested. The program then searches ﬁhe disk‘file of sections until
the desired section has been found. If the section kequested was not
calculated by the X16 program, an appropriate message is disp;ayed on
the liﬁeprinter. When the section has been found, the program reads
from paper tape the maximum and minimum contour levels required and the

contour interval to be employed.

The contour map is built up contour by contour, starting at the
highest level and working down to the lowest. Thé co*ordinates.of the
.contour lines for a given level are calculated by an auxiliary relocatable
Binary program which expresses in a compact and efficient form an algor-

ithm developed by Hamilton and Finney [1968] from a method first presented
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by Bengtsson and Nordbeck [1967]). Briefly, the contour co-ordinates
are determined by linear interpolation between the mésh-points of the
section, the interpolations being made in such a way that the mesh
poin;s are treated as the intersectioﬁs of a triangular rather than a
parallelogram mesh. Ambiguities, which arise whep the fuﬁction value
at a mesh-point isvpxecisely fhat of ﬁhe contour level being developed,
are removed by perturbing the function value by a small amount. This
perturbation ensures that the contour line intersects an edée of the
triangular mesh element rather than passing through a vertex; this in
turn ensures that an unambiguous choice of the neighbouring element

into which the contour line passes can be made. The routine sorts the
contour coordinates into the correct order so that continuous contour
‘lines are prodﬁéed upon output. AThe routiné is very efficient, so that
—.the development of the contour coordinates for all lévelé of a complete
map represents only a small fraction of the total run time of the
program. Each contour line is labelled with'its height upon output,
and no attempt is made to smooth the‘contours by fitting curves thféugh
adjacent points on the contour line. The plotted contours are thus
made up of straight-line segments. The unsmoqthed nature of the contour
lines becomes obvious when the sectioﬁ mesh is laige, but is almost
undetectable in an eqﬁidimensional section whose edges have been Aivided

.into more than thirty intervals.

As the plotter is a slow output device, the instructions to the
‘plotter are'quéued so that the process of caleulation is not delayed by ‘
. the relativeiy slow speed with which these instructions are execuped.

.As mentiéned'in Section 3 - 3, the opefating system includes provision
for queuing the output to slow peripherals, the operation of these queues
being administered bY'an auxiliary RLB program especially designed for

this purpose. The exten!'(L which the operation of the program and the
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' Sectton No= O K I3 HYDRATE, A-AX IS PATTERSON
Scale 15 1.015 anch=1 Angsirom, confour winterval=  100.0

Figure- 3 - 7, Photo-reduction (approximately % size) of a contoured
section produced by X18. The section values contoured

are those presented in Figqure 3 - 6.
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plotter can be decoupled by this device depends upon the amount of
backing store available to hold the instruction queue. As the
requirements of the X18 program are somewhat stringent in this respect,
a modification of the standard system queuing program was undertaken by
Mr. I.F. Jones as an exercise in inter;uét programming. This modificaf
tion consisted of packing the 4-bit plotter instrucfions 9 to a qdmputer
word. This gave an effective 9-fold increase in the size of the queue
which could.be maintained in the backing store. Under normal circum-
stances, two complete section contour maps can be held in paéked form in
the gqueue while ﬁhe program is generating the plotter instructions for a
third; "The assistance of Mr. I.F. Jones in providing the elegant and

efficient solution to this problem is gratefully acknowledged.

When the output- of the éontour map is complete and the boundaries
of the cell have been drawn, the program labels the map with an identi-
fying‘string and gives the scale and contour interQaI used to prepare
the map. An example of a contoured section of a Patterson function
plottedvin 4 minutes 11 seconds by the X18 program is given in Figure
3-17. All the contoured sections presented in this work are photo-

reductions of such plotter output, or tracings prepared from them.

3 - 14 The LOAD DISK (X50) and CLEAN DISK (X51) programs

These complementary programs serve no other purpose than to admini-
ster,theldisk files used_by‘the X24, X26, X16.and X18 programs. The
LOAD DISK (X50) program establishes the data files required and enquires
via the console typewriter whether any'data held temporarily'on magnetic
tape neéds to be loaded into the files prior to the run. If this'is
required thg transfer is executed by the X50 program which then collapsés
thé maénetic tape copy of the filg. This facility allows theAsequence
of program suite runs to be.broken at any stage withbut the intermediate

results being irretrievably lost.
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The CLEAN DISK (X51) program restores the disk to its original
condition. Before the data files on the disk are collapsed, any data
which needs to be saved for a subsequent run is transferred upon request

to a newly created file set up on magnetic tape.

The X50 program must be run before any of the programs X24, X26,
X16 and X18-can be used. It is normally not requiréd again unlesé the
X51 program has been used to save data on mégnetic tape. 1If this
facility is not required, it is possible to make repeaﬁed runs of any
of the members of the crystallographic suite in the appropriate ordgr
without re-establishing the data files. This flexibility of operation
is a consequence of the pessimistic file strategy adopted in the
development of ﬁhé suite (described in Section 3 - 6). The X51 program
can be run at any stage, either for the purpose of saving data or for
returning. the diskito.its normal state for other users. If it is used
for the former purpose aﬁd further runs of the suite programs are requ-
ired immediately, then the filés must be re-established on the disk with

the X50 program.

3 - 15 The Direct Methods Programs

This is suite of four programs: FAME, MAGIC, LINK and SYMPL,
designed to allow the symbolic addition method of Kaile and Karle
.(Karle and Ka:le [1966]) to be applied to any centric space group of
orthorhombic'ér lower symmetry. These programs have been translated
by ﬁhe author with some slight changes from FORTRAN listings made
available by Dr. Y.L. Oh. These listings represent a modificatiqn of
the original versions made by Dr. Y.L. Oh [1970] to allow the suite to
.be'run on a CDC 3600 computer. The original programs were written by

‘Dr. R.K.B. Dewar and Dr. A. Stone of the University of Chicago.

The modifications made in the translation into Elliott ALGOL F
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include program optimizétion in the broad sense (sorting routines,
etc.) as well as the incorporation of machine cbdé inserts to allow
the efficient execution of the bit-pattern manipulations required by
the programs. The overall structure of the programs was not changed
except where the block structure of the ALGOL language made this

necessary.

As an opportunity was founa in the course of this work to test in
a minor way the applicability pf the direct methods to the solution of
inorganic structures (see Chapter 5), and because the description of the
crystallographic programs brought to the point of routine use during
this study would be incomplete without their mention, a very condensed

outline of the functions performed by these four programs is given below.

3 - 15 - 1 FAME

The FAME program (Find All Magic E's) 'evaluates the scale factor
aﬁd ove;ail temperature factor required to bring a set of reflection
data to an absolute scale using Wilson's method (Wilson [1942]).

From this.information the set of normalized structure factors E are’
calculated and their statistical distribution determined (see Section

2 - 7). The 22 relations of the largest E-values are then examined
~and alnumber of symbolic signs for a subset of these is suggested by the

program.

3 - 15 - 2 MAGIC

The MAGIC progfam.(gpltiphase Automatic Generation from gptensitiés
in gghtric crystals) performs an iterative.symbolic aadition procédure
until the requested gumber of signs have received symbolic evaluation.
Simuitaneously, a list of probablé symbol equivalences is prepared fo¥

input to LINK.
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3 - 15 - 3 LINK

This program selects the origin defining symbols and assigns to
them a positive value. It then examines the symbol equivalence
information generated by MAGIC and reports on the numbef of inconsis-
tencies which result for every possible permutation of + and - signs
~among thg symbols remaining after the origin—defining_symbols have

been selected.

3 - 15 - 4 SYMPL

This program is designed to produce a set of signed Fourier co-’
efficients suitable for the calculation of E;maps. It tréats the
symbolically phased data produced by MAGIC, and ﬁakes use of informa-
tion concerning the absolute yélues of thé symbols generated by LINK.
‘The program allows for multiple processing, making possible the
p:oductiqn of a number of sets of signed Fourier coefficients for

different absolute values for the symbolic signs.

3 - 16 .Other programs

In the course of this work a number of other programs were prepared
to carry out numerical tasks which arose as the study progressed. In
the main these were reqqired to overcome specific difficulties and are
nbt of general utility, consequently they are not discussed in detail
here but are brieflf described elsewhere (see Chapter 6, Section 6 - 5,
et 4eq.) in the context of the particular préblem fhey were designed to

overcome, "

Other programs of general utility, but of only peripheral relevance
to this work include a program (Ul212) for the refinement of powder
diffraction data (Cheesman and Finney [1970]); and the one-electron
VESCFrMO programs (U886, 31260) used in the Cheesman, Firnney and Snook

[1970] study of halogen bonding discuésed in Chapter 7.
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Chapter 4 - The Refinement of ammonium tri-iodide

4 - 1 Introduction

4 - 2 The re-examination of the refinement of NH I

4 - 3 Comparison of the two refinements

4 - 4 Discussion
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4 - 1 Introduction

The refinemeht of the structure of ammonium tri-iodide was under-
taken with the object of improying the accuracy with which the atomic
parameters of this compouﬁd are known, and also with the secondary

-objective of using this structural analysis as a pilot stuay for the
other structural investigations plaﬁned for this work. In tﬁe initial
investigation carried out on this compound by Mooney [1935], it was

I_ were unstable in the X-ray beam, and it

found that'crystals of NH4 3

was anticipated that KI3.H20 would show the same behaviour in a more

~extreme form. fhé results of the refinement of the NH4I3 structure
have been published (Cheesman and Finney [1970]). As reported in this
publication‘(see Appendix E), six levels of diffraction data were
collected in the Wiessenberg mode about the orthorhombic b-axis using
Zr-filtered Mo K o radiation. The photographic data were collected
using a Nonius Wiessenberg camera, and the réflection intensities were
measured by visual estimation of spot densities recorded on multiple-
film packs of four Ilford'Industrial G films interleaved with 0.038 mm.

tin foil. Owing to the instability of the NH ciystals in the X-ray

a3
beam, three crystals were used for data collection. The intensity data
was brought to a common scale by making use of data recorded about the

a-axis of one of these crystals which was subsequently remounted and used

for the collection of the h4f ana h5L aata.

The.refinement was carried out using a block—diagonalvprégram 4
structuré factors/least squares program written in machine code for the
Elliott SQ3 computer (see Chapter 3, Section 3 - 5). Wﬁen the full
matrix STRUCTURE FACTORS/LEAST SQUARES (X24) program became operational,
it was used to_recalculate the NH4I3,refinement. This recalqulatién
' was carried out for two reasons: first, the X24 program allows the layer

scale factors to be treated as refinable parameters (a facility not avail-
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able in the block-diagonal program) and consequently it was-possible

to check the acéuracy of the scaling of the intensity data used in the -
published refinement. Second, it was considered desirable to check

the validity of introducing anisotropic temperature factors when using'
visually estimﬁted data, as intensity data measured in this fashion is
usuall§ regarded as being.insufficiently accurate to allow much signifi-
cance to be attached to anisotropic temperature facfors derived from

such data, (Stout and Jensen [1969]).

-4 - 2 The re-examination of the refinement of NH, I

3

The refinement performed with the full-matrix X24 program differed
 from that carried out using the block-diagonal refinement in that the
interlayér scaiing factors were treated as refinable parameters, only
isotropic temperature factors were uséd to specify the atomic thermal
‘vibrations and the obsefved structure factors were each given unit
'weight_in the accumulétion of the least-squares sumé. In the previous
_ refihement the reflection data was wéighted'according-to the scheme
developed by Cruickshank et alii [1961] in which the weights are

calculated from the relation

. 2.
w = 1/(a+ !Fol + b|F0|_)_

where a = 2|Fan| and b = 2|Fmaxl. -This scheme generates weights which
vary parabolically with the structure factor magnitude, weak reflections

receiving a larger weight than strong reflections.

The. set of reflection data used included the 'unobserved' reflections,

with |F inen a value of half the magnitude of the weakest -observed

unobé’
reflection. The atomic scatterihg curves were taken from the Inter-
national Tables for X-Ray Crystallography VIII (Henry and Ionsdale f1965]),

and were corrected for dispersion using the Mo Ko correction factors taken
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from the same source.

Two least squares refinement c&cles were pe;formed using the X24
program during which the interlayer scaling factors were the only
pérameters refined. The scaliﬁg factors were then fixed at their
refined values and a further two cycles performed in which the atomic
position#i parameters were allowed to vary. These cyc;esAwere followed
by cycles in which the isotropic temperature factors wére introduced and
refined. - A final round of calculation was performed with all the
refinable parameters free to vary, and the resulfs_of this -computation
were used to derive the interatomic distances and angles with the BOND
LENGTHS AND ANGLES (X26) program, to compute difference Fourier éections
through the atomic positions using the GENERAL FOURIER (X16) program and
~also to prepare the final téble Ofv‘Fobél/IFcaﬂcl présénted in Table

4_'40

The residual, R, defined as
R = sUF| - IF D/,

could not be reduced below 0.212. This should be compared with the
value of R = 0.183 obtained in the original refinement in which aniso-

tropic temperature factors were introduced.

4 - 3 Comparison of the Two Refinements

The refined valués of the inte:layer»scaling féctérs did not change
greatly during the course of the full-matrix refinemeﬁt, and the final
values attaineé by these factors diffe;ed by less than 3% from the
unrefined values used in the o;iginal refinement. The two sets.of

scaling factors are compared in Table 4 - 1.
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Table 4 - 1

Comparison of interlayer scaling factors

Level : Unrefined (block-diagonal) Refined (Full-matrix)
0 | 2.075 - 2.0343£0.0050
1 - ' .. 2.058 ~2,07983%0.00532
2 o 1.433 1.39262£0.00522
3 ' | '1.383 _ - 1.35613£0.00584
a o.é71 ' »0.é620210.00680

5 ' 0.927 0.93625+0.00894

The refined values of the positional parameters of the positional para-
meters .yielded by the X24 program are also very similar to those obtained
‘initially. The final atomic‘parameters froﬁ both refinements.are given
in ‘Table 4 - 2. - The following points shquld be noted: for the block-
diagonal program it was necessary to specify the atomic positional para-.
meters in Angstrom units rather than the more conventional fractional
coor&iﬁétes. Also, thevtﬁermal parameters could only_be specified‘in
terms of the COmponents of the mean atomic displacement tensor, Uij,v
whence the thermal correction in the strqcture factor expression takes
the form: (using the notation developed in the previous Chapters) |
exp(-Zﬂz(Ullhza*z + Uzzkzb"!2
* %
+ Uzsklb c))

+ U

7 %9 ok *
332 c © o+ Zulzhha b. + 2Q13h£a c

rather than in terms of the factors Bij used by the X24 program where the

correction is calculated from the expression

_ , 2#2 2 tz : 2 #2‘ o *x ¥ 3 * R
exp(-é(B,lh a <+ 822k b~ + 833£ e © o+ 2812hka b + 28,3h£a c
* % L
+ 2823h£b c))



Table 4 - 1

Comparison of the two refinements of NH, I,

(a) Fixed scale factors, anisotropic temperature factors (Cheesman and Finney [1970])

x | -z i U2 Y33 | Ya3
I(l)°  0.1568 % 0.000277 0.3471 + 0.000259 0.0376 0.0306 . 0.0193 -0.0116
I(2) 0.3811 # 0.000249 0.5489 + 0.000259 1 0.0343 0.0317 0.0175 0.0
I1(3) 0.5784 + 0.000277 0.7351 + 0.000300 0.0360 0.0392 0.0258  =0.0175
+ 0.00677 0.0646 0.0614 0.0652 0.0

N 0.8351 * 0.00588 - 0.4704

(b) Refined scale factors, isotropic temperature factors (this work)

X é A A u
-I{L) 0.156466 * 0.000068 0.346906 + 0.000073 0.03152
I(2) " 0.381316 * 0.000068 0.548240 t 0.000075 . 0.03252
I(3) 0.579543 + 0.000069 0.734934 + 0.000078 0.03388

N 0.833459 * 0.000942 0.482306 * 0.001051 0.03799

66
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To facilitate comparison of the results of the two refinements, the’
positional parameters used in the block diagonal apprqximation have
been re-calculated as fractional coordinates, and the isotropic
temperature factors used in the full-matrix program have been expressed

as mean atomic displacements.

An interesting comparison can be made between the estimated standard
deviations calculated for the positional parameters in both cases. For
:v the full-matrix treatment, where the residual is marginally greater than
that found in the block-diagonal approximation, the e.s.d.'s are approxi-
.mately one quarter as large a§ the corresponding block-diagonal values.
Further, a comparison of the variation in e.s.d. among the positional
parameters reveals the same pattern in both cases, for example, both
refinements indicate that the e.s.d. of the z-parameters of I(3) is
larger than the e.s.d.'s of the é-parameters éf eithe? I(1l) or 1(2)
which are themselves very siﬁilar. The difference between the magnitude
of the e.s.d.'s calculated by the two refinemenfs has been attributed to
the different weighting schemes used in each case; this effect has been
noted previously by a number of workers and has been examined in detail

by Dunitz and Seiler [1973],

-The chemically significant interatomic distances and bond angles
vresuiting.from the two‘refinements have been collected together in Table
4‘— 3. The greatest difference in interatomic distance is found for
the iodine-nitrogeﬁ separations, tﬁe iodine-iodine separations $gr¢e.to
within approximately 0.01 A°, which is reasonable in view of the high
value of the residuél. Aécording to the.full-matrix refinément, the
tri;iodige ion is bent by}1.4°, which contrasts with the linear config-

uration found in the original refinement.

The question of the significance to be attached to the anisotropic

pafameteré'calcuiated in the initial refinement was. investigated by



Chemically significant interatomic distances and angles for NH

(a)

I(1)
I(2)
I(1)
I(1)

1(3)

I(1)

(b)

I(1)
I(2)
I(1)

I(1)
I1(3)

I(1)
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Table 4 - 3

Block diagonal refinement

- 1(2) 2.7912
- 1(3) 3.1134
-13) 5.9046
- N . 3.624

- N ' 3.776

- I(2) - 1(3)  180.00

Full-matrix (this work)

- I(2) 2.8023
- 1(3) . 3.1147
- I(3) 5.9165
- N 3.6747
- N 3.7317

I(2) - 1(3) 178.60

+ W W

1+

I+

+ i+

I+

+

I+

I+ .

(Cheesman and

0.0039
0.0037,
0.0038
0.0678,

0.0680,

0.0022°

0.00081
0.00079
0.00081

0.0078,
0.0075,

0.0095°

Ao
AO
AO
3.679
3.875

3.8145
3.7089

Finney [1970])

+

+

0.0678 A°
0.0680 A°

0.0079 A°
0.0037 A°

4

I

3
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considering the change in the value of the residual, R, introduced by
increasing the number of degrees of freedom of the least-squares
calculation. Hamilton [1970] has published tables which allow the
significance of such changes to be estimated for a given number
observational data. To make use of these tables, two quantities must
be calculated. Thé first is the ratio ofvthe residual found in the
case wheré the number of degrees of freedom is‘restricted to that found
in the case where the number is unrestricted. The second quantity
required is the difference in the number of degrees of freedom obtaining
in each case. v For the two refinements considered here, the ratio of
the residuals is 1.157 and the difference between the number of degrees
of freedom is 16. . From the tables it is found that for a data set of
more than'SOQ reflections, the hypothesis that the atoms do not vibrate‘
anisotfopically can be rejected at the 0;005% confidence level.
Consequently, thevaﬁisotropic temperature factors éalculated in the
original refinement can be regarded as significant. However, it can
also be seen from the tables that for smaller data sets (i.e. less than,
say, 300 reflections), the residual ratio would havg‘to be considerably

larger for anisotropic temperature factors to retain their significance.

The large vaiue of the residual obtained in both.least-squares
treatments indicates that the results should be treated with caution;
interatopic‘distanqes are probably not reliable to more than 0.0l Aé.

~The layer scaling factors fall into three groups with éverage values of
2.056 (hOL and hi1g), 1.374 (h2€ and h3£) and 0.899 (h4£ and h5L)
respéctiyely. . Each of these three groups corresponds to one of the
crystals used for data collection; this demonstrates that despite the
care ekercised in the selectién of'crystals of similar size, there was a
noticeable difference in the volume of the specimen irradiated by the

. X-ray beam'among those crystals used for data collection. It is there- .
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fore reasonable to assume that the high value of the residual should

be attributed-to X-ray absorption effects rathef than to specimen
decompoéition during exposure, although the scale factor values for

the h4L, h5f data collected from fhe crystal which experienced the A
‘largest total X-ray exposure indicaﬁe thaﬁ at least in this case the
latte; pPhenomenon was also significant. The experiehce.with this
compound showed that to collect reliable X-ray data from tri-iodides
which exhibit instability in the X-ray beam it would be necessary to

- refrigerate the specimen, so that the need to use ﬁoré than one crystal
could be eliminated. This in itself would not remove the inaccuracies
introduced by absorption effects, but would at least make this problem
more tractable, particularly if a careful choiée of crystal shape as

well as size were made.

4 - 4 Discussion

As previously concluded (Cheesman and Finney [1970]), the refine-
.ment of the NH4I3 structu?e supports thg analysis‘originally made by
" Mooney [1935], and also confirms the asymmetric geometry of the I; ion
in this compound reported in her &ork. The ammonium tri-iodide
structure, which is isomorphous with that of CsI3, has been described
in Section 1 - 4 - 3; a perspective view of the unit cell contents

showing the en echefon arrangement of the anions in planes pérpendicular

to the b-axis is given in Figure 4 - 1.

Both least-squares treatments in&icate that the départure qf the
anion from a completely linear form is less than'ﬁhat found by Mooney
who reported an interboﬁd angle of ~176°. The refinedlinterbondvangles
are 180{0° and 178.6° fo? the block-diagonal and the full-matrix |
treatmgnts'respectively, and as the strucgural analyseé of the rubidium

and potassiuh tri-iodides will show, the I; anion in NH appears to be

413

the least bentiof all the non-linear tri—iodide anions investigated,sob.
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Figure 4 - 1.

'.—~: — ——

0N i . —
S - _T

A perspective view of the unit cell contents of an

_orthorhombic tri-iodide MI, (M = Cs, Rb, NH,). The

iodine positions are represSented by the larger

ad—

spheres, the cation positions by the smaller spheres.
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far. It may be that the non-linearity of the anion in this structure
is reduced below the value it might otherwise have by cation-anion

interactions.

The average iodine-nitrogen distance in.ammonium tri-iodide is
3.735 A°, with at least one separation of the order of 3.63-3.67 A°,
which is very similar to the iodine-nitrogen separation of 3.6307 A°
reported for ammonium iodide (Levy and Peterson [1952, 1953]).
Hindered rotation of. the NHZ cation in the ammonium iodide lattice has
been inferred from infra-red spectral evidence (Wagner and Hornig [1950],
Plumb and Hornig [1953, 1955], Vedder and Hornig [1961}), and in the
published account of the block-diagonal refinement the suggestion was
made tﬁét hindered rotation or libration of the cation about a N-H....I
axis also took place in the tri-iodide. Attempts were subsequently

made to obtain infra-red evidence for such rotational motion of the

ammonium cation; these were inconclusive as the characteristic absorp-

+

4 ion were completely masked by the high general absorp-

tions of the NH

I_ mulled in paraffin

tion in spectra recorded from samples of solid NH4 3

voil. However-Sasane, Nakamura and Kubo [1967] have reported that'the
nuclear.quadrupole resonances assigned to one of the terminal iodine
‘fatoms of the NH4I3 anion behave anomalously with temperature. These
resonances show an extraordinary lérge positive temperature coefficient
'com§ared to the normal negative temperatufe coefficients of the'
resonances assigned to the central and to the éther terminal iodine.
Sasane and his collaborators claim that ﬁhe anomalous pdsitive tempera-
ture co;fficient observed in this caéé is among the 1a£gest eQer reported
for quadrupole‘resonancg frequencies of halégens, and'they attribute this
" behaviour to changes in the interaction betﬁeen the terminal iodine in
guestion and the cation. They suggest that these changes in intéraction

as being due to changes in the rotational béhaviour of the cation with

temperature.



106

Although the questioﬁ of cation rotation or libration remains open
in the presence of inconclusive infra-red séectral evidence, both the-
structural data and the n.g.r. results point to a measure of cation-
anion ihteract}on in this tri-iodide; for tbis reason NH4I3 should be

regarded as standing a little apart from the alkali metal tri-iodides.
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TAdlt 4 - 4 . PART 2
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9 7 1 41?2 4610 2 1 5 144 99
9 0 ¢ 47 $2% 2 1 6 -154 -134
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Yy U 4 -44 -110%= 2 1 '8 .-419 -471
Y v 5 . 46 23= 2 1 9 168 182
Y 1] 6 -314 -269 2 1 10 117 96
2 1 11 =177 -110
H= 10 K= 0 : 2 1 12 -125 -247
10 (] U -44 -B6=n ¢ 1 13 57 14+
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i 0 2 45 yza H= - 3 = 1
10 .- ¢ 3 45 65 3 1 1 562 534
10 1 4 279 256 3 1 2 -811 -850
10 0 5 -428  -474 3 1 3 464 350
10 v 6 -114 -22b 3 1 4 -43 -2
' 3 1 5 -13n0 -188
_ H= 11 K= 0 3.1 6 -145 -52
11 0 1 -47 4% 3 1 -7 157 133
1l v 3 -108 -131- 3 1 8 -433 -459
11 v 4 49 10# 3.1 9 -335 -409
11 U 5 51 53# 3 1 48 274
3 1 -52 -4
HZ 12 k= 0 3 1 119 146
12 6 o 150 164 -3 1 -232 - -138
12 -0 3 51 l4= -
12 U 5 -184  -218 H = 1 '
: . 49 1 -137 ~ -81
M= U K= 1 4 1 -106 -77
U 1 $ -376 =-31% 4 1 -127 -106
i 1 5 1462 1513 4 1 =791 -707.
U 1 / -160 -164 4 1 -855 =920
0 1 9 44 79% 4 1 473 512
0 1 11 51 Sta - 4 1 =51 =63
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H= 1, K= 1 4 1 -121 -76
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1 1 1y 132 156 5 1 4 . =304 -278
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1 1 19 -5/ ~hw 5 T 7 " =78 -64
. 5 1 8 . 89 58
H= Rz 1 : 5 1 9 177 185
2 1 577  -510 5 1 10 -114  -137
2 1 66Y 668 5 1 11 111 . 225
2 .1 1543 1465 5.1 12 116
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iABLE 4 - 4 PART 4
rlubSi,F (CALC) FOKR AMMOUNIUM TRI-I10DLILE
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H K L FO KaFC
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' 4 2. 5 35 SU=
H= U, K= ¢ 4 Z 6 38 .15%
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V] ¢ 4 =25h -2¢t 4 2 H -123 -58 .
0 Z 6 Y7 KL, 4 ? 9 -186 -149
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0 ¢ 8 -41 -33%% 4 2 11 182 117
U ¢ 10 2510 %64 ’
H 5 K=
H= 1 K= 5 2 1 282 357
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1 ¢ Z -386 -2vUb 5 2 3 3?2 41+
1 < 2 216 -?2Uu6b 5 2 4 -326 =277
1 ¢ s - -271 -2t4 5 2 5 187 117
1 2 4 417 509 52 6 -351 -313
1 ¢ b -177 =113 5 2 7 =245 -140
1 2 6 276 z47 5 2 8 128 165
1 Z / 436 357 ) b 9 -117 -44
1 ¢ B -41 -5a ) 2 10 -160 -91
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1 ¢ 1u -445 ~135#
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: 6 2 0 32 624u
Hz 2 K= 6 ¢ 1 =221 =229
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2 ¢ Yy 147 7Y 6 2 10 . 73 13
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S ¢ 9 45 11+ 7 2 9 101 YA
$ c 1U -11Y -bHk :
3 ¢ 11 -5 -174% H 8 K=
: . 8 2 0 -76 -63
. H= 4, = . ) 2 1 293 349
4 ¢ U 760 639 ) 2 2 -298 -317
¢ 1 -368 8 2 3 -170 ~-1%6
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5 - 1 Introduction

Rubidium tri-iodide was first reported in 1892 by Wells and
Wheeler [1892] in a paper describing the prqpérties of a number of
rubidium and.potassium trihalides. In this study the macroscopic .
crystallography of the frihalides they prepared was described in some

detail, and RbI_ was assigned by Wells and Wheeler to the orthorhombic

3
system, being in their view isqmorphous with CsI3.
Subsequent ihvestigétions of rubidium tri—iodide were carried out
in the context of phasé studiés of the binary system RbI-I2 and the
ternary systems RbI—Iz—solvent where the solvent was water, benzene or
toluene. 'The.binary systemvwas examined by Fialkpv [1935] And also
by Briggs and Patterson [1932]}; Fialkov found no evidence for the
existence of RbI3 in this system whereas Briggs and Patterson did,

quoting an incongruent melting point (188°C) for the compound. The

ternary system’RbI-Iz-Hz

0 was studied at 25°C by Foote and Chalker [1911]
and a very thorough polythermal investigation of the same system was made
by Briggs et ali{ [1941]. The tri-iodide was found to be the only

stable polyiodide species in this system.

Apért from the initial description of the macroscopic crystallo-
graphy given by Wells and Wheeler, no oﬁher crystallographic examination
of this compound appears to have been made; in the literattre it has
'béen.géherally assumed on the basis of isomorphism ihat rubidium tri-_
iodide'is isostructural with caesium tri-iodide. l'As this,feasonable
'assumptidn was without experimental proof, and as ihformétion regarding
the gedmetfy of the tri-iodide ion in the rubidiﬁm tri-iodide lgttice -
would be of:yalue in reaching a better understanding of the postuiated
relationship between anion stability, geometry and electrostatic
eﬁvirbn@ent,_an X-ray cfjstallographic:determination of tﬁe'sﬁructure of

this compound was undertaken.
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5 - 2 Experimental Details

Crystals of rubidium tri-iodide suitable for X-ray structural
determination were prepared by the slow evaporation of a solution of
BDH laboratory grade rubidium iodide and resublimed iodine in water.

Reference was made to Briggs phase diagram (Briggs et alil [1941]) in
preparing this solution to ensure tha; the crystallization path adopted
upon evaporation led fo a product free of solid iodine and tbe parent
iodide. The solution was prepared by Qeighing to give a composition

of 44 w.% 12, 35 w.% RbI and 21 w.$% H20. " This solution was slowly

evaporated over sulphuric acid in a desiccator. As RbI3 has the

tendehcy, remarked upon by Wells and Wheeler, of forming magnificen;
tabular crystalé some centimeters on a side, the solution was frequeptly
agitated és crystallization proceeded to ensure.the develqpment of a
significant populationbof small crystals. fhe crystallization was
terminated as soon as a sufficiently large number of small crystals had
grown, and the product wasvseparated from mother liquor by rapid

suction filtration on a sintered glass disk. A suitable crystal Qith
dimension lessvfhan 0.2millimeter was taken directly from the disk and
sealeq in a previously dried Lindeman glass tube. Crystals mountéd in

this way were stable both in and out of the X-ray beam, unlike both

H. O (see Section.G - 2).

NH,I_ (see Section 4 - 1) and KI3 2

473
The.cell dimensions were determined frqm single crystal oscillation

and Weissénberg photographs using single films (the radius of the |
cylindrical film holder having been previously calibrated using the
vpowder lines from an annealed silver wire specimen).. The ortﬁorhombic
cell dimensions so determined were d = 10.885 A°, b = 6.546 A° and
c = 9.470 A°,-and the systematic absences observed corresponded to
"thOSe fo;‘the ortho;hombic space groups‘ana, anZ, (the axial labelling

corréspohds to that for Pnma in the standard orientatiéh adopted by the .
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International Tables for X-ray Crystallography). The density of the
compound was determined by pycnometry using iédine saturated paraffin
0il as the working fluid to be 4.574’gm/cc; éiving a calculated value
of 4 stoichiometric units/unit cellf __(A full survey of the experi-
menfal difficu;ﬁies attending the determination of the denéity of the
compohnds examined in this work is given ih-Section 6 - 2, and the

experimental data are presented in Appendix B).

Five leveis of data about the b-axis were collected photographic--
ally using Zr—filtered MoKa radiation and a Nonius Weissenberg camera.
‘All photogiaphs usedvfor intensity measurements were made with multiple-
filﬁ packs of four Ilford Industrial fype G films intgrleaved with ‘
0.038 millimeter tin foil. The intensities of 278 independent reflec-
tions were meaéured by visual estimation against a calibratéd strip and
ﬁhe.inte;film scaling factors were determined using the FIﬁM SCALER
(X0) program. The average value for-thesé factors waé 2.08 with a

range of +0.02 about this mean.

5 = 3 Structure Determination and Refinement

The raw intensity data was corrected for geometric effects using
the LORENTZ/POLARIZATION CORRECTION (Xl)_program, but in view of the
small size of the crystal used for data collection, no absorption

correction was applied.

As the information gathered at this stage (cell dimensions, space
group, number of stoichiometric units/cell) taken together with the

lent support to the hypothesis

reported isomorphismvof RbI, with CsI,

that these compounds are isostfuctural, it was considered that an
attempt to solve the structure of Rb13 by direct methods would provide
. a useful measure of the applicability of this approach to structures of

‘this type. | In the event of theldiréct methods failing to produce a
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useful phasing model, it was planned to fall back upon the standard

techniques for extractlng a pha51ng model from the Patterson synthe51s.

This, however, proved to be unnecessary.

The calculation of the normalized structure factors (E) from the .

scaled and corrected intensity data was performed by the FAME program,

and the magnitude distribution of the E-values so. calculated is

compared to the theoretical distributions for centric and acentric

structures in Table 5 - 1.

Table 5 - 1

E-statistics for RbI3

computed by FAME

, Rubidium Theorétical Theoretical
Quantity tririodide (centric) (acentric)
average |E]| 0.809 0.798 0.886
average |E-1} 0.955  0.968 0.736

|E] > 1.0 33.00 32.00 37.00
s |E| > 2.0 4.68 5.00 1.80
|E] > 3.0 0.33 0.30 0.01

The E-statistics for RbI3 presented in Table 5 - 1 have been
computed after rescaling the normalized structure factors to give an
average E2 value of 1.0 as required by ;heory (Karle and Karle [1966]).

These results indicate very strongly that RbI_ has a centric distribu-

3
tion of normalized structure factor magnitudes, which implies that the

correct space group is Pnma rather than the noncentrosymmetric,anZ,.

As mentioned previously, the FAME program also calculates the 22
'relatidnships,among the E's and assigns syﬁbolic signs to é smalllnumber
of reflectlons on the basis of a figure of merit which takes into account
the magnitude of the normalized structure factor and the number of Z

The seven

rglationships entered into by the reflection in question.

reflections given symbolic signs by FAME are presented in Table 5 - 2,
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together with the information used by the program when assigning

symbolic signs.

Table 5 - 2

Symbolic Sign assignments made by FAME

Reflection Parity E Number of " Symbol

Indices Group relations assigned
2 5 2 ece é.o7 37 a

8 6 1 . eeo 1.87 20 b

6 3 1 _ . eoo 2.90' 34 ¢

9 2 1 oeo 2.26 _ 23 d

3 5 2 | ooe 1.93 31 ' e
1° 1 3 00 1.69 44 Y

6 4H 4 , eee v 1.65 15 g

A total of 107 of the largest E's, includiné thosé listed in Table
5 - 2, were giyen as input to the MAGIC program whiéh~builtAup a pyramid
of symbolically phéséd reflections by iteration over the set of 22
relations and symbolic signs. All of_the reflectiéns input wereb
. eventually assigned symbolic signs (either as +/-, single symbols ér
éymbol prbducts) in four iterations. In.the first cycle only those
sign indications which had'a probability value greater fhap 0.9, and for
which thete were no contrary indications, were acéepted as beiﬁg correct.
In subsequent.cycleé the latter criterion_was relaxeﬁvso that a sign
indication was accepted if the ratio of indicatiohs,éon the sign in
question to those againsi was greater than 5 : 1 and the;e were ﬁo,more'
than two such contrary indications. The é?owth of‘the byraﬁid of
-symbolicalLy'phased'reflections duriﬁg the cycles of thé MAGIC érogram

is shown in Table 5 - 3.
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Table 5 - 3

Summary of the results of the MAGIC program-

Cycle Total number of prdbability maximum Number
Number Symbolically Phased © level : of allowed
Reflections . contrary indications
0] 7 - -
1 30 0.9 ' 0
2 68 0.9 2
3 99 : 0.9 2
4 107 0.88 . 2

The entry in Table 5 - 3 for cycle O refers to the seven reflections
assigned symbolic signs by the FAME program. Note that fqr'cycle 4
the probability threshold for acéeptance of a sign indicétion was
'.automatically decreased by the program to allow the phase pyramid to
probagate furthér. MAGIC also determi@ed 442 equivalence relationships
among the 107 symbolic signs, these relationships taking the form of
“simple 9quations among symbol products. This set of relationships
formed the input to the LINK program which defined the origin by assign-
ing positiye values to the symbols a4 ¢ and ¢. The remaining symbols
b,d,f and g were each given positive and negativé values in turn by
LINK, and each of the 24 possible combinations of signs so generated was
chécked against thé list of 442 equivaienqe relationships established bf
MAGIC foi cbntradictioﬁs. The list of sign combinations ranked accor- .
ding fo thé number qf in;onsistencies discbverea by LINK is given in -
Table 5 - 4.

The_first combination iisted in Table 5 - 4 was taken to be the
correct one, and togetﬁer with the 107 symbdlically phased E's generated
by MAGIC it formed the input to tﬁe SYMPL program which evaluated the

symbolic Sigh'of.each reflection in terms of this assignment of'signs to
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Table 5 - 4

Summary of the results of the LINK program

Sign Combination ) . Number of Contradictions
-Aabcde&g |
+ + + + + - ; _ 15
++4+ -+ + - ;- V ‘ _ 29
+ 4+ 4+ -4+ -+ 29
+ 4+ 4+ + + + - 30
+ -+ 4+ + + + 30
+++ -+ 4+ - 30
+ -+ 4+ + + + 30
+ 4+ + -+ 31
+ -+ -+ -+ 31
-+ 31
+ -+ -+ + 4+ 32
+ -+ -+ + - 32
+ + 4+ -+ + + 32
+ 4+ 4+ 4+ | ‘ ‘ 32
+ -+ + 4+ - - 33
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give a set of algebraiéally signed E's. An E-map was computed using
the appropriate input optidn of'the GENERAL FOURIER (816) program with
this data. The map contained 16 well-defined peaks with their maxima .
localized in plénes at yfﬁ, and yéﬁ iﬁ positions closely similar to

1

3 The Y=y, section of the E-map

those of the Cs-and I positions in CsI
is reproduced in Figufe 5 - 1 with the final atomic posifions super-
imposed. A structure factor célculation with scale factor iefinement
using the atomic positions derived from the E-map yielded a residual

of 6.24. Examinatioﬂ of the signs of the céiculated structure factors
revealed that only 15 of the signs predicted by the aireét methodg
program were incorrect, the majority of these arising from sign ‘indica-

tions accepted at the lowered probability threshold during the fourth

cycle of MAGIC.

Subsequent full matrix least squares refinement broceeded normally
to giveia final residual of 0.094. Anisotropic tempeiature factors
were not employed.as it was considefed that thefe was insufficient
visually estimated data to justify their introduction. (See Chapter
4, Section 4 -'3). Thé'final fefinéd pérameters are given in Tablg
5 - 5 and the final y=% Fourier section is shown in Pigurejs - 2. The
estimated standard deviations given in Table 5 - 5 and those calculated
by the fefinement program using a weighting scheme in which each reflec-
. tion is given ﬁnit wgightt and they probably represent underestimafes

of the true uncertainties in the atomic coordinates.

5 - 4 Discussion

In Tabie 5 - 6 the chemically significant interatomic distances
and angles are presented. The values of these quantities, and the
relative arrangement of the atoms in the cell demonstrate that RbIB.

is isostructurél with both CsI, and NH,I

3 213 -There are, however, some

impbrtant differences in detail among these three compouhds.



Atom

I(1)
I(2)

I(3)

Table 5 - §
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Refined fractional coordinates and isotropic temperature

0.157485

- 0.377570

0.573667

0.330737

+

factors for RbI

0.000077
0.000077
0.000082

0.000124

0.25

0.25

10.25

0.25

3

0.351526
0.544937
0.734940

0.030017

+

&

0.000090
0.000090
0.000093

0.000148

3.92368
3.93383
4.23894

4.48735

+

0.0228

0.0228

0.0238

0.0333



Chemically significant interatomic distances and angles for RbI

(1) - 1(2)
I(2) - 1(3)

I(l) - I(3)

I.ooo-I

JeeeeeRb

I(l) - 1(2) - 1(3)
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3.0157
2.7918

5.8058

Table 5 - 6

0.000718

0.000633

0.000637

3.9101, 4.835

3.7585

177.221 * 0.015°

3
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Figure 5 - 1, Photoreduction (approximately % size) of the compound
RbI3 E-map at y=k. The final atomic positions have
been superimposed. Note that the conventional cell

origin is shown at the point marked +.



127

The shortest distance between an iodine atom and the rubidium cation
is 3.758 A°, which is larger than the separation of 3.655 A° between

the cation and anion in RbI (Davey [1923]); in this respect RbI3

' resembles CsI,. It is also similar in that in both compounds the

anion is bent, but the departure from linearity is greater for RbI,

(2.6°) than for CsI_ (2.0°) or for NH (1.4°). Differences are

3 413
seen, however, when the lengths of the bonds in the anions are compared.

In RbI the long anion bond is shorter than the corresponding bond in

3

NH,I, (3.1147 A°) and in CsI, (3.0420 A°), being only 3.0157 A° in

length. A similar differencé, although not so marked,_is observed for

the short anion'bond; in this case the bond lengths are 2.8023 A°,

2.840 A° and 2.7918 A° respectively for NH,I

, CsI_ and RbI... Thus,

3 3 3

RbI3 does not fall neatly between the CsI3 and NH4I3 anion configura-

tions; this raised the possibility that NH ‘may be regarded as

413
being somewhat of an extreme case, and that the anionic geometry of
RbI3 might well represent an intermediate configuration between that

found in CsI

3

and that of‘KI3.H20. This conjecture provided an added '

motive for undertaking the structural determination of potassium tri-

iodide monohydrate.

" The observed and calculated structure factors for both observed
_ and.unobserved ieflections are presented in Table 5 - 7. The

"unobsérved.reflections were arbitrarily assigned a structure factor.

magnitude half that of the weakest Fobs'

The solﬁtion of this structﬁre by the di;ect mefhods proéided.an
ihtereSting téstbof the ;pplicability 9f this technique fo inorganic
compounds poSSessing}ndh—tanddm‘relationships among the atomic co- .
6?dinates. -The coﬁcentration of scattering matter in'two planes at -
y=t% represents a serious departure from the assumptién of a random
distribution of ;tdms withiﬁ the cell upon which the ﬁheory of the

direct methods of structure solution is based (see Section 2 - 7).
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SarAton - L RBI3
Sroadis 1o 1 .U0L ek 1 Angctron, condoun nfeisval 100 .0

Figure 5 - 2, Photoreduction of the final RbI3 fourier synthesis

| section at y=k. . The contours are drawn at

arbitrary intervals corresponding to differences

of approximately 0.03e/A°.
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Thus the application of the direct methods to RbI3 usipg the FAME-
MAGIC-LINK-SYMPL suite of programs described in Chapter 3 (Section

3 - 15) can be viewed as a test case in which ;here ig one systematic
relationship between the coordiﬂates.of all atoms. The presence of
this relationship has not hampered the ability of the direct methods

to giv; a goéd phasiﬁg model ih thi; instance, eveﬁ éo the extent of

’ making it possible to distinguish between iodine and :ubidium positions
in the E-map. .It'is possible that the success of the technique in
fhié case waé due to the extendedfnéturg of the iodine electrénic
cloud, and that the method would fail for an analogous structure

containing atoms with a sharper electron density profile.
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TABLE 5 - 7 : , PART 2
FLUBS],FICALC] FOR RUBIDIUM TRI-10DIDE
(UNUBSERVED REFLECTIONS MARKED #)

H K L FO K&k C H K L FO KeFC
0 1 7 -176 -163 5 1 5 -32 <21«
0 1 9 -71 -37% . 5 1 6 -237 =208
0 1 11 -59 -12% 5 1 7 -42 -26+

: 5 1 8 47 56%#
-H= 1, K= 1 5 1 9 54 54
1 1 1 271 324 - :
1 1 2 697 664 H= 6, = 1 .
1 1 3. =310 -343 6 1 0 -333 -328
1 1 4 124 100 6 1 2 -178 -176
1 1 5 -146 -163 6 1 3 36 43 s
1 1 6 339 328 6 1 4 -245 =261
1 1 7 155 160 6 1 5 -110 -101
1 1 ] 145 147 6 1 6 166 135
1 1 9 -202 -186 6 .1 7 -39 -30#
1 1 10 136 135 6 1 8 93 68
, 6. 1 9 ~199 =199
H= 2 K= 1 V
2 1 2 1187 1270 H= 7, = 1

2 1 3 -136 -105 7 1 2 262 279
¢ 1 4 354 348 7 1 3 -395 =-403
2 1 5 131 147 7 1 4 158 144
2 1 6 47 12+# 7 1 6 ~-36 31
2 1 7 =53 -4% 7 1 7 91 - 98
2 1 8 =271 =277 '

2 1 9 143 147 H= 8, K= 1
' 8 1 0 -63 -334a
H= 3, K= 1 8 1 2 52 30«

K 1 1 408 388 8 1 3 373 369

S | 2 -795 -728 8 1 4 315 304
3 3 293 271 8 1 5 87 83
3 1 4 -233 -212 8 1 6 -158 =140
5 1 5 . -118 -99 8 1 7 237 220
3 1 6 -185 -136
3 1 7 97 100 H= 9, K= 1
S 1 8. -39y -371 9 1 1 185 204
3 1 Y -226 -188 9 1 2 -102 -134

- : - 9 .1 3. -52 -40+»
H= 4, K= 1 9 1 4 154 157
4q 1 0 -328 --351 o
4 1 1 74 25 H= 10, K= 1.
4 1 2 98 99 .10 1 0 262 296
9 1 3 -27 -41= .10 11 124 115 -
4 1 4 . -607 .-640 10 1 2 -109 -109
4. 1. 5 -564 -496 ' o ‘
4 1. 6 288 271 H= 11, K= 1
4 1 7 . -82 -58 11 1 1 94  88.
4 1 8 -51  -72% 117 1 2 . -68 -26%
4 1 9 58 13% 11 1 3 174 181"
H= 9, K= 1 - H= .12, K= 1
5 1 1 -366 -301 _ 12 1 0 121 155
5 1 2 -87 -66 12 1 i =70 =324
5 -1 3 363 - 390 12 1 2 -71 =49+
5.0 1 4 1 3

© =139 =101 12 -184 -170
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TABLE 5 - 7 | S PART 3
F(0OBS ], F(CALC) FOR KUBIDIUM TRI-10D1DE

(UNOBSERVED REFLECTIONS MARKED #)

H K L FO K=k C H FO KaFC
H= 14,. K= H= 5: = 2
14 1 0 -110 =-102 5 2 1 . 460 449
5 2 2 76 85
H= U, K= 5 2 3 103 122
0 2 4 - -398 =-363 5 2 4 -365 -328
0 2 6 =57  -27= 5 2 5 150 142
0 2 8 -69 -80# 5 2 6 -409 -410
0 2. 10 240 271 5 2 7 -85 -62
H= 1 K= Hz - 6 = 2 '
1 2 3 -229 -203 6 2 0 -150 -174
1 2. 5 -112 -112 6 2 1 -272 =273
1 ¢ 6 339 387 6 2 2 -324 -318
1 2 7. 278 301 6 2 3 -162 -149
1 2 8 84 95 6 2 4 280 287
1 2. 9 -70 -46=% 6 2 5 -197 =~204
1 2 10 70 264% 6 2 6 - -314 -301
' 6 2 7 -108 -113
H= 2 K= '
2 2 2 . 422 341 H= 7, K= 2
e 2 4 =254 -229 7 2 1 52 544
2 2 5. -282 -319° 7 2 2 -181 -188
2 2 6 215 237 7 2 3 -250 =-278
2 2 7 251 257 7 2 4 -39 -64
2 2 8 -61 -36# 7 2 5 - 83 76
2 2 9 67 504 7 2 6 38 20+»
2 2 10 =70 -13+ . . _
: . H= 8 K= 2 _
H= 3 K= -8 2 0. 63 53a
3 2 1 =293  -265 8. 2 1 - 230 253
S 2 2 27 16+% 8 2 2 =297 =267
$ 2 38 353 333 8 2 3 . -99 -94
S 2 4 367 364 8 2 4 84 89
3 2 5 -38 -83% 8 2 5 -138 -158
3 2 6 43 74 8 2 6 -40 -444
3 2 7 -265 =-246 : S '
K 8 . 150 158. H= 9 = 2
$ 2 9 -63 -12# 9 2 1 -313 =320
S 2 10 -68 -50# 9 2 2 ~58 -64a
; 9 2 3 -53 -52+e
H= -4 s 9 2 4 | 49 669
4 2 1 -483 -553 9 2 5 =45  -24a
4 2. 2 261 239 9.2 6 . 135 133
4 2 3 386 344 B '
4 .2 9 104 93 , H= 10 = 2
4 2 v 112 109 .10 2 1 140 133
4 2. 6 .40 65% 10 2 2 -64 . -39+«
4. 2 . 7 204 199 10 2 .3 -59 -20
4 .2 8 =52 - -24= 10. 2 4 -54 69+
4 -2 9 -58 -76% 10 2 5 278 268
4 2 10  -142 -160
L H= 11, K= 2
2 1 - 94

11

91
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6 - 1 Introduction

In 1877 G.S. Johnson published the first account of the preparation
and characterisation of potassium tri-iodide. In view of the contro-
versy which subsequently arose concerning the existence of this compound,

it is worthwhile reproducing his account of its preparation:

"1 have succeeded in preparing the poiassium tri-iodide 4in
crystals by dissolving '/;od/éne to saturation 4in an aqueous on
aleoholic solution of potassium iodide and evaporating sLowly
overn sulphuric acid. The crystals §inst deposited werne dark
colouned cubes, which proved to be potassium Lodide coloured
bg a Little gree Lodine; but, agtern some days, Lustrous dark
blue prismatic crwystals, sometimes iwo Linches Long, were
deposited, which had the compob{/téon requined by KI 3."

Johnson based his formulation of this compound as the tri-iodide on
analyses of the crystalline material performed by three different methods.
He nbted égaf for the analytical method he judged to be most reliable the
percentaée of iodine and potassium did not sum to exactly 100%. He
attributed this deficiency to the presencé of adventitious moisture, but
as the compound was subsequently shown to be a monohydrate; the discrep-
ancy can'most probably be attributed to an incorrect formulation rather
than to incorrect analyses. It is interesting to note that.Johnson's,
volumetric detérminations of the iodine content of his_;olid‘éave an
average figure of,$8.97 w.%, comparea with a theoretical value of 60.46
w.% for KI3 and 57.97 w.% for KI3.H20 respectively. As these analy;es
were performed on partially dried material, a relative incfease in the
iodine value due to some loss of water of crystallization is to be
expectea. Jéhnson also determined the melting point to be 45°C, and

the speéific §ravity to be 3.498 gm/cm3 at 15°C by the Archimedean

technique'employing the mother liquor as the‘displaced fluid.
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The tri-iodide was probably also prepared by Berthelot in 1880,
bpt as he found that the product had the same heat of solution as a
stoichioﬁetric mixtuie of iodine and potassium iodide, he concluded
that potassium fri-iodide was not a distinct chemical species. In
1892 Wells, Wheeler and Penfield, in a survey of the known alkali metal
polyiodides, reported the preparation of potassium tri-iodide and gave
its melting point as 38°C. They also studigd the macroscopic crystalio-
graphy of this compound, describing it as forming massive monoclinic
crystals thch had a mqnoclinic angle of 86.79°. They also noted the

propensity of this compound to develop twinned forms.

For the next forty years the chemical status of potassium tri-iodide

was in doubt. The phase system KI - I2 - C6H6 was studied by Abegg and

Hamburger [1906], who reported the formation of KI3 as a solid species

unfortun-

in this system. They also studied the binary system KI - 12;

ately, they misinterpreted their experimental data and derived an
incomplete phase diagram for this system which they believed supported
their conclusion regarding the existence of a potassium polyiodide. On
the other hand, Parsons and Corliss [1910] examined the system KI - I_ -

2

aqueous alcohol while Parsons and Whittemore [1911] studied the KI - 12 -

H20 system, and both groups came to the conclusion that there was no
evidence for the existence of a potassium tri-iodide. This result was
~in direct conflict with the findings of Foote and Chalker [1908] who had
also invesﬁigated»the KI - I2 - H2O system and found eyidence not only for

KI3 but also a higher polyiodide which they formulated as KI The

7
situation was further complicated by the work of Kremann and Schoulz [1912]
who re;examined the binary KI - IzAsystem, made the.same error as Abegg
and Hamburger and as a consequence supported their findings in favour of
an anhydrous polyiodide. It remained -for Briggs and Giegle [1930] to

re-determine an accurate phase diagram for the binary system and demon-

Strate that it showed no evidence for compound formation.
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The first X-ray examination 6f potassium tri-iodide wés carried
out during this period by Duane and Clark (Duane and Clark [1922, 1923],
Clark and Duane [1923a, 1923b]. This work, commenced in 1922,
represents one of the pioneering application of the then novel technigue
of structural analysis by X-ray diffraction (Duane, together with Hunt,
éstablished in 1915 the existence of the short-wavelength limit to the
X-ray spectrum predicted from quantum theory (Duane and Huﬁt {1915]).
Their study of potassium tri-iodide was preceded by an examination of
the structure of potassium iodide, and their first publication (Duane
and Clark [1923]) concerning K13 also reports work in progress on the

structure of the related tri-iodide, CsI Notwithstanding the weight

3
of evidence against the existence of potassium tri-iodide accumulated
from the phase studies mentioned above, Duane and Clark .apparently had
no diffiéulty in preparing crystals of the compound using Johnson's
method. Initially they described potassium tri-iodide as having cubic
symmetfy, but in subsequent publications (Duane and Clark [1923], Clark
and Duane [1923]) they correct this and confirm the observation of Wells,
Wheeler and Penfield that the compound forms crystals which possess
monoclinic symmetry. They concluded that this compound had essentially
the same body-centred structure as potaésium iodide with the extra

iodine atoms accommodated on the body diagonal of the cell. Only one

cell dimension of 4.68 A° was reported.

The structural studies carried out by Duane and Clark employed é
technique in which certain diffraction maxima from a crystal were
interpreted as being'produced by characgeristic fluorescent X-radiation
" generated by the elements contained in the compound undergoing Bragg
reflection from the lattice planes. This method of interpretation was
présented in some detail in a later paper by Clark [1924], in which it
was claimed that the correct identification of these 'characteristic

reflections' allowed the positions of atoms to be located within the unit
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cell. The structural analysis of potassium and caesium iodide,
potassium and caesium tri-iodide and caesium dibromoiodide were
advanced as examples of the successful application of this technique;
In the case of the'tri—iodides, the iodine atoms were located by their
K-series 'characteristic refléctions'. The validity of this approach
was severely criticised by both Wyckoff [1924] and Ewald and Hermah
[1926]. It was élﬁo attacked by Bozorth and Pauling [1925] who showed
.in some detail that the results of its application in the case of C513
were completely incorrect.

In 1930 the available evidence concerning the nature of the tri-
iodide ion in solution and the probable existence of potassium tri-iodide
was reviewed by Grinell-Jones [1930]. His conclusion was that, on the
balance of the eVidence, potassium tri-iodide existed as a solid compound
at temperafures below 25°C. This was immediately challenged by Bancroft
and his collaborators who published in the following year a paper
entitled 'The hypothetical potassium polyiodides’ (Bahcroft, Scherer and
Gould [1931]), in which the casevfof the non-existence of potassium tri-
iodide was vigorously advanced in an acerbic and ‘idiosyncratic style
unusual in scientific writing of that period. In this paper considerable
emphasis was laid on the negative results of both the ternary phase
studies of Parsons and his éo-workers [1910, 1911] and the more recent
examination of the binary system KI - 12 carried ogt by Briggs and
Giegle [1930]. - Bancroft and his collaborators prepared solid material
according to'the method of Johnson and Wells, Wheeler and Penfield and -
reported deficiencies in the analyses similar to those noted by Johnson.
They also presented some X-ray powder data collected by Southworth [1931]
from the powdered solid and commented that this did not show any diffrac-
tion lines other than those attributable to KI. The X-ray work of Duane
and Clark was dismissed with an invidious comparison to the pract;ces of

the billiard-sharp in 'The Mikado' (Gilbert [1885]). Their conclusion
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was that the material examined in all previous studies of solid
potassium tri-iodide was in fact potassium iodide contaminated with

iodine.

In the same year, Grace submitted a thesis which embodied the

results of his examination of the ternary system KI - I,-HO at 25°C
(érace [1931]). Using an elegant method of complete analysis for
iodine; iodide and water he was abie to demonstrate the existence of
potassium tri-iodide as a monohydrated species at this temperature.

He also showed that the higher polyiodide reported by Foote and Chalker
[1911], potassium hepta-iodide, was also present at this temperature as
a solid monohydrate. The significan;e'of his work, apart from the
light it shed on the perplexing results of previous studies, was that it
focussed attention on the role of solvation in the field of polyhalide
chemistry - a possibility whicb apparently had not been seriously
entertained by any of his predecessors in the field. His findings were
substantiated by a more.elaborate polythermal study of the same system

by Briggs et afi{ [1940], which showed that there were in fact two stable

hydrated tri-iodide species present in the system, KI_.H_O and KI .2H20.

3772 3
The dihydrate can evidently adopt two polymorphic forms, a-KI3.2H20 and
B-KI3.2H20; the a-form changing to the B-form below 1°C, and the B-form

melting incongruentlf at 12°C to give the monohydrate, potassium iodide
and inyatiant solution.

Although the existence of potassium tri-~iodide monohydrate as a
solid species was firmly'éstablished as a result of these ternary phase
studies and considerable impetus was given to the search fér other
solvated polyiodides (Briggs et afi{ [1930], Cheesman et‘atii [1940],
Cﬁeesman and Nunn [1964]), no further X-ray work appears to have begn
pefformed with this compound; 'KI3.H20 is the first species encountered

in traversing the alkali metal tri-iodide series from caesium to lithium

in which the presence of the water molecule in the structure is necessary
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for a crystalline solid to form. For this reason, in view of the
major objective of this work, it was considered worthwhile to perform
a structural analysis of this compound despite the formidable diffi-

culties presented by its instability.

. The potassium compound was chosen in preference to the hydrated
ammon ium tri—iodide for a number of reasons. It was hoped that a
study of a hydrated tri-iodide would give some insight into the
stabilizing role performed by the solvate molecule in such structures.
As the refinement of the unsolvated ammonium tri-iodide reported in
Chapter 4 gave some evidence that interactions other than purely
electrostétic ones between the anion and the cation in this compound
might play a part in stabilizing thé structure, it seemed reasonable to
examine a hydrated tri-iodide iﬁ which such interactions woulé be
absent. In making this decision, the higher melting point of potassium
tri-iodide monohydrate (30°C) as compared to that of the hydrated
ammonium tri-iodide (7°C) also carried some weight. Finally, there is

-2H,0, for both NH, I,.3H,0

the possibility that NH4I3.3H20 is not strictly analogous to KI

but should be regarded as the analogue.of KI3

and KI3.2H20 melt incongruently at low temperatures to give unsolvated

and partially solvated tri-iodides respectively.

6 - 2 Preparation of Single Crystals

A nqmber of techniques for the preparation of single crystals of
KI3.H20 were egplbred, but of these only two produced material suitable
for X-fay analysis after considerable triai—and-error development. As
in the previous structural studies reported here, analytic.grade solid
reagents were used to prepare the compounds for study. In all cases

3°72 2
" 31% KI and 9% H

solid KI_.H_O was crystallized from a solution consisting of 60% I_,

2O, as the previously mentioned polythermal phase study

of Briggs et alii [1940] shows that a solution of this particular compo-
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sition will yield a solid consisting only of the monohydrate upon loss
of water. In Figure 6 - 1 the ternary diagram at 20°C is'reproduced
"from their data, and superimposed on it is shown the crystallization
path taken upon the removal of water from a solution of this composition.
The first promising tecﬁnique for the preparation of single crystals
.suitable for X-ray work involved the An s4fu growth of crystals within

a sealed capillary; this £echnique was eventually superseded by one in
which a dry crystal was transferred to a capillary attached to a drying

" vessel.

For-thé Ain s4tu growth technique a bulk supply of approximately 40
grams of KI3.H20 was prepared by the dehydration of the appropriate
solution over suiphuric acid. A portion of the wet solid so produced
was gradually warmed until a concentrated solution of the tri-iodide,
dissolved in its own water of crystallizatioh and adherent méisture,
was obtained. Extreme care was required at this stage to ensure that
the temperature did not rise above 30°C at which point iodine vapour
was lost from the solution. The warm solution was then sucked by
capillary action into thin-walled Pyrex capillary tubes, which were
immediately sealed at both ends in a small flame. The capillaries
used were approximately 40 mm. long, 0.7 mm. in internal diameter and
had a wall thickness of the order of 0.02 mm. When sealed the tri-
iodide solution occupied between 15 to 20 mm. of the total length at
one end of the tube. As soon as the seals had cooled to room tempera-
ture, the capillary tube was immersed in ice-water for abdut 30 seconds
to initiate crystallization and then removed and maintained at approxi-
mately 15°C for some 25 minutes. At the end of this period, the
‘capillary was placed in a larger tube, with the end containing the
soluﬁion plus crystals uppermost and the lower end resting on a pad of
glass wool. Supported in this position the tube was centrifuged for

five minutes to separate the crystals from the mother liquor. As the
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" Figure 6 - 1. The polythermal projection diagram for the system

KI - 12 - H20 taken from Briggs, Clark, Ballard and Sassman [1940].

The initial composition of the mixture from which KI3.H20 was

crystallized is shown as the point in the region labelled DEH

lying on the line running to 100% H_O apex of the triangle. At

2

this position it projects between the 15°C and 20°C isothermals.
Removal of water from the mixture would be represented by the

movement of the point along the line away from the H_O apex.

2

KI3;H20 crystallization is initiated when the point passes through

the.equilibrium surface in the neighbourhood of the 20°C isotherm.
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mother liquor at this concentration does not readily wet glass, the
‘separation is a clean one, tri-iodide crystals of varying degrees of
peffection remaiﬁ adhering to the walls of the capillary in the'regioh
vpreviously occupied by the solution and the surplus liquor settles at
the other end of the tube under the influence of the applied centri-

fugal acceleration.

As it was impossible to obtain a single crystal which was simultan-
eousl? free from secondary crystallite growth and in such a position
Qithin the tube that it could be oriented on the goniometer so that
ﬁeither the incident nor the diffrécted X-ray beam was impeded by
neighbouring crystals, this technique was eventually abandoned in

favour of that described below. However, the technique did provide

crystals with which some preliminary work was undertaken.

The preparation of a single crystal for diffraction by the transfer
technique commenced with the crystallization of some 15 grams of
KI3.H20 py slow dehydration of the appropriate solution in a desiccator
over concentrated sulphuric acid. If the solution is left undisturbed
under these'conditions, large tabular crystals several centimeters in
length inQariably form; (see Plate 6 - 1 and also the Frontispiece);
to avoid'this_the Crystallization dish was agitatedAdéily, with the
result that a large number of small crystals were formed. The dehydra-
tion process was not allowed to go to completion, but was arrested when
about 60%.of the'water haa.been'removed. The crystals were then freed
from the bulk of the mother liquor by gentle suction on a sintered giass
disk, and were then transferied, while still damp, to the apparatus shown

in Plate 6 - 2.

This apparatus was designed to enable dry crystals of the tri-iodide
~ to be introduced into a dry capillary withoutbabsorptién of adventitious

moisture. v It consisted of a glass'bulb of apprqximately 500 millilitres
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Plate 6 - 1. Two views of a large single crystal of KI3.H20.
The dimensions of this specimen were approximately

3.0 cm x 1.5 cm x 0.5 cm.
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Plate 6 - 2. The apparatus used for the transfer of KI3.H20

single crystals. The capillary tube is visible

leading towards the top left corner of the

photograph.
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capacity; a 'Quickfit' B29 ground glass joint allowed a sidearm -
containing ‘a drying  agent to communicate with the volume of the bulb.
‘Similarly, a thin-walled glass capillary was attached to the bulb with

a B7 joint,

In this apparatus the rgmaining‘water was absorbed by sulphuric
acid held in the sidearm. The acid was partially diluted to specific
gravity 1.42 so that the water was removed very gradually from the mass
of crystals. Periodically the crystals wére agitated to overcome their
tendency to stick together as the water was removed, by smartly tapping
the wall of the bulb in their vicinity with a metal rod. The dehydra-
tion process was followed by visual inspection of the crystals with a
hand lens through the wall of the bulb. After about eight days all
visible'signs of surface moisture had vanished, and on or about the
fourteenth day evidence of decomposition in the form of white encrusta—
tions on the crystal surfaces could be seen. Consequently, it was
judged that ten £o twelve days were sufficient to produce a loose mass
of dry crystals by this process, and after that time the sidearm

containing sulphuric acid was replaced with a blank stopper.

A érystal of a size suitable for X-ray analysis was then introduced
into the capillary. This was accomplished by manipulation of the whole
apparatus accompanied by gentle tapping of the bulb wall so that onl&
the selected crystal entered the capillary. Once the crystal was-
satisfaétorily positioned within the tube, the capillary was sealed off
- with a small flame andlthé segls inspected under the microscope for
potential leaks.  With care and the use of a considerable length of
capillary tubing, a number-of cfystals could be transferred and sealed
into tubes from tﬁe one parent batch of dry crystals. Crystals sealed
into tuﬁes in this QayAcould be kept indefinitely at room temperature,

although for safety a practice was made of keeping a supply of mounted
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crystals under refrigerétion.

6 - 3 Determination of Density

The determination of the density of the solid tri-iodides poses
some interesting p;aétical problems as a consequence of the instability
of this family of compoﬁnds, and in particular the extreme deliquescence
of the polyiodides of small cations. Thesé difficulties we;é met with
in their most severe form in the case of potassium tri-iodide, and
although the technique finally adopted for the determinations of
densities is described with reference to this compound, the same method
was also used for the other density determinations reported in this

-work. The experimental data and results are set out in Appendix B.

vCryStals of‘KI3.H20 were reported by 5ohnson to have a specific
gravity of 3.489, This value was the mean of three determinations made
at 15°C gy the Archimedean method using the mother liquor as the dis-
placed liquid; at this temperature the correction for the volume
occupied by one gram of water will only marginally affect the fourth

significant figure, so that little error is introduced by regarding this

value as the density of-KI3.H20 in gm/cm3 units. In view of the diffi-

culty of obtaiging a dry crystal of KI3.H20 in tﬁe first instance, and
of maintaining such a crystal free of moisture for any period of time in
the open laboratory, it was considered necessary to fedetermine the
density by another technigue. The pycnometric method was chosen, and

an inert Qorking liquid which would not: react with or dissolve the tri-

iodide was sought,

The aqueous mother liquor in equilibrium with crystalline KI3.H20

at a given témpérature was considered as a possible working fluid but was

rejected for the following reasons. The steepness of the KI3.H20

solubility surface as determined by Briggs el alili implies that tempera-

‘ture control to better than 0.02°C would be required during a pycnometric



150

determination if any degree of precision was to be obtained. Further,
the mother liquor is a very hygroécopic; corrosive black liquid which
does not readily wet glass; not only is it a difficult material to
~handle in the lasorétory but it also has the disadvantage that it has

a high @énsity (apéroximately 3 gm/cc depending upon composition) and
consequentlf would not differ greatly ffom the deqsity expected for the

‘material being determined.

The choice of working liquid was thus essentially limited to those
non-polar liquids in which ionic solids are not soluble. As iodine is
soluble in most non-polar liquids, any tendency for the tri-iodide to
decompose by losing iodine to the working liquid must be prevented by
pre-satufating the chosen liquid with iodine. It is desirable that the
solubility of iodine. in the chosen non-polar liquid be as small as
possible, as there is a small but nonthelegs finite probability of
convefsion of some of the tri-iodide to solid hepta—iodide.by.abstraction
of iodine from the working fluid. The polythermal phase'study referred
to above shows that in the aqueous system the two hydrated polyiodides
éan coexist in equilibrium with a liquid pnase rich in iodine. As the

.equilibrium constant for the reaction:

. + = KI.
KI,.H)0 21, === KI,.H0

is apparently not known, it is not possible to estimate the uncertaipty
" such interconversion might introduce into a pycnometric determination
when using a working liquid rich in dissolyed iodine, In the ébsence
of this information an attempt was made to use a working fluid which
could be pre-saturated at a very low iodine concentration. A smgll
quantity of fluorinated,kerosene ('‘perfluorokerosene') was available,
and as the satu;ated iodine concentration at 20°C was determined to be
only 0.000S ﬁblei, a pyqnometric determination of the density of KI_.H,O

32

was undertaken using this liquid-as the working fluid. Unfortunately,
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this attempt was unsuccessful, as it was impossible to dislodge small
air Bubbles thch became attached to the crystal surfaces when they
were immersed in the liquid. Even when the pressuterver the liquid
was reduced with a vacuum pump and the container vigorously shaken,

" some air bubbles remained firmly attached to the cr&stal surfaces.

The density of KI,.H,0 determined by this method was 3.306 gm/cm3.

Eventually iodine saturated paraffin oil was used as the working
fluid for the pycnometric density determinations. The saturated
iodine concentration of paraffin oil at 20°C was determined to be
0.0092 mole%, approximately eighteen times greater than that of per-
fluorokerosene, so that the probability of inaccﬁracy due to the forﬁa—
tion of hepta-iodide is correspondingly greater. However, this liquid
did not allow air bubbles to form on the surface of the crystalline
solid to the extent observed with perfluorokerosene. Air bubbles
which did form could be readily dislodged by agitation'under reduced

pressure. The density of KI_.H

3 2O determined by this method was

3.606 gm/cm?, compared with the value of 3.498 gm/cm3rdetermined by .
Johnson. As will be shown subsequeﬂtly from the crystallographic data
(see Section 6 - 5), the theoretical density for this compound is

3.330 gm/cm3; the results of both the pycnometric determination using
paraffin oil and Johnson's Archimedean determination are consistent
with the‘formapioﬁ of small amounts of the hepta-iodide, the latter

determination not surprisingly being the most seriously affected.

.6 - 4 Low-Temperature Data Collection

The diffraction datéwerecollected with zirconium filtered molyb-
denum radiatién. This radiation was chosen to minimize absorption
effects, the mass absorption coefficient of KI3.H20 at the Mo Ko wave-
length of 0.71069 A° (Henry and Lénsdale [1965]) being 35.49 cm2gm_l

compared with a value of 299.49 cm‘?gm—l for Cu Ku radiation. All the
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 data were collected by the photographic method; a 'Nonius'
weissenberg camera being used for the major part of the work, and a

'Nonius' precession camera for some exploratory photography.

Some preliminary photographs were taken using specimens prepared
v'by the {n 8itu growth technique. It was observed that the crystals
rapidly decomposed when egposed to the X-ray beam at room'temperéture.
In the case of a large plate-like crystal, which had a cross-section
comparable to the diameter of the collimated beam, the phenomenbﬁ of
decoméosition during irradiation was demonstréted dramatiéally. The
specimen was mounted on the precession camera with the plate normal to
the beam; after about 1% hours exposure only those parts of the crystal
which had not been in the beam remained intact, and these defined a
ragged hole in the centrg of the plate where decomposition had taken
place. Such behaviour was not entirely unexpected, as ammonium tri-
iodide crygtalsvweré observed to decompose slowly in the X-ray beam
(see Section 4 - 1), and potassium tri-iodide is considerably less
stable than its ammonium analogue. As a result of these preliminary
experiments, all fuxther attempts'to collect data from this compound

were carried out at reduced temperatures.

An attempt was made to secure an oscillation photograph using the
'Nonius' low~temperature attachment for the weissenberg camera. This
consiéts of a vacuum-jacketed tube through whicﬁ a stream of cold gas
(usually Nz)vcan be'directed at the crystal. The tube is supported’
in the layer;line séreen, and the éupportsvfor this insulated tube also
carry a coil of resistance wiré with which the screen and aajacent film
cassette can be warmed to, control ice formation. _It was found that
when the camera was USéd with tﬁis attachment, in the oscillation mode
it was necessary to partially withdraw the screen to allow more than one

layer line to record on the film. Under these operating conditions the
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" heat output from the coil was not sufficient to_keep the camera free
of ice. In particular, the build-gp of ice in the Qicinity-of‘the
goniometer head was so éevere that one specimen was lost whén the
enclosing capillary broke under the load of ice accumﬁlated in the
course of a four hour exposure. Even'in the weissenberg mode it was
disquered that, if the layervline_screen was to be kept free of ice,
.the appropriate combination of cold gas flow rate and heat output from
the heating coil did not allow the crystal to be kept below -15°C. At
.this temperature, specimen decomposition was still evident. At lower
temperatures, the slit in the_laYer—lihe screen choked with ice which
eventually fouled the motion of,thé film cassette. It appeared that -
this low-temperature attachment could not achieve the required reduction
in femperature in the humid conditions prevailing in this laboratory.

For this reason an alternative cooling device was constructed.

A number of devices and attachments to provide refrigeration of a
~crystal on the weissenberg camera have been described in the literature
(Post t1964]), but few of these appear to eliminate the problems associ-
ated with operation in a humid atmosphere. The design of the apparatus
developed for this case sprang from the assumption‘that if the refrig-
erant gas could be restricted to the immediate vicinity of the crysﬁal,-

SO thét it came in contact with as 1ittle of the camera as possible, the
problemS‘érising from the accumulation of ice could be reduced or elimin-
ated. To this end the goniometer head and specimen wefe enclosed in a
demduntaple cylindrical metal chamber with large X-ray transparent windows.
These wind$WS'were made from X-ray film base from which the emulsion had
been stxipped. - The chamber'wés designed to fit the camera in place of
the beam—stop.assembly; it therefore carried its own beam-catcher attachéd
to the inner wall. _Anbaperture was cut in the opposite wall to accomm-

odate the collimator; this aperture was backed with a strip of spongy
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foam plastic in which a slit was cut so that it could act as a seal

around the nose of the collimator (this can be seen in Plate 6 - 4).

The cold gas was conducted ﬁo and from the chamber by a pair of
co—axiai metal tubes. The outermost of these was machined so_that it
not‘ohly made a good friction fit inside the end of the chamber, but .
could also be held in position by the layer-line screen clamping ring
on the camera. The inner tube, which brought the gas into the chamber,
carried an adjustable mounting for a thermistor. The thermistor was
used to monitor the témperature of the chamber; by means of the‘
adjustable mounting, its position could be arranged so that its sensitive
element was as cloée as possible to the crystal but clear of the beam

and the volume swept out by the oscillating capillary.

The cylindrical shape of the cold chamber demanded good circulation
of the refrigerant gas for efficient cooling of the speéimen and its
enclosing capillary." This was found to be best achieved by ensuring
that the gas stream entered the chamber with a reasonable velocity.

The refrigerant gas was therefore generated by atomizing liquid nitrogen;
by this method a rapidly moving stream of qold gas could be supplied to
the chaﬁbef at a reasonable rate of consumption of liquid nitrogen. It
had.the further advantage of obviating éhe need for a high pressure

supply of cold gas.

The liquid nitrogen was forced from a 25 litre storage dewar with
_compressed air_from the laboratory supply line, and was fed to the
atomizer'through.é 0.375 inch brass delivery pipe. The preésure of the
liqﬁid nitrogeﬁ delivered té the atomizing'nozzle was determined by the
pumping prgssuré which could safely be applied to the storage dewar.

The dewars used were specified by their manufacturers to have a maximum
safe internal preséuré limit of 20 pounds/square inch, so the laboratory

compressed air supply was limited to a maximum pressure of 15 pounds/.
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square inch to give a margin of safety on the manufacturer's limit.

'Witﬂ the liquid nitrogen pressure at the atomizing nozzle so
determined, a.number of experiments was performed to determine a
nozzle design which would best produce a stream of liquid nitrogen
drqpleﬁs’émall enough to be rapidly vapourized. In its final fofm,
the nozzle consisted of a 0.028 inch thick copper plate perforated by
sig 0.04 inch diameter holes, the plate being soldered to the end of
the delivery pipe. Five of the six holes were drilled at the
vertices of a pentagon having a circumscribed circle of radius 0.12
inches, the sixth hole being drilled at the centre. This nozzle
préquced a stream of droplets just visible to the naked eye; at room
" temperature the stream of droplets was completely vapourized at a
distance of 1.5 - 2.0 inches from the nozzle, producing a gas stream

moving at approximately 10 feet/second.

At this point in the developﬁent of the cooling attachment it was
realized that the circulation of refrigerant gas could be improved by
making uée.of the fast-moving stream in the vicinity of the nozzle to
drive a Qenturi pump which could extract used gas from the chamber.
Discussions with the Department of Civil Engineering of this University
revealed that a venturi of an appropriate size had been designed by
Dr. P. Doe of that Department for operation with gas stream velocities

in the 5 - 15 feet/second range. Dr. Doe kindly made available a
3-secti§n brass reverse mould, and this moﬁld was used to make é
venturi as an: epoxy resin casting with the designed internal profile;
Afte¥ cleaning up the casting on a'lathe, the venturi had an overall

length of 12.7 cm. and a diameter of 3.8 cm.

The étomizing nozzle and the venturi were held in the correct axial
relationship centrally within a 4.0 inch diameter tube, made from a

length of heavy-duty polyvinyl chloride water conduit. It was found
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. Figure 6 - 2. General relationship of the components of the

crystal refrigeration system.
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Figure 6 - 3 Sectional drawing (to scale) of the. atomizer/pump
' assembly; points noted are: ’

A - Outer case (wood).

B - Vermigulite insulation.

C - Liquid nitrbgen delivery pipe.

D - fhreaded coﬁpling for liquid nitrogen‘suéply.
E - PVC inner chamber.

F - Atomizing nozzle.

G - Venturi.

H - 'Inner flexible trunk delivering cold gas to the cold chamber

assembly.
I - Outer flexiblé trunk returning used gas to the atomizer/pump

assembly.
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Figure 6 - 4 Sectional drawing (to scale) of cold chamber assembly;
points noted are: -
A - Sealing ring in the wall of the plastic bag.

B - Outer coupling for the outer flexible trunk which returns used
gas to the atomizer/pump assembly.

C - Inner coﬁpling for the inner flexible trunk which supplies cold
gas to the cold chamber assembly.

D - Wall of the plastic bag.

E - Cold gas inlet tube.

F - Thermisgér lead tube.

G - Layer-line clamping ring.
H '— Use& gas return tube.

I - Cyiindrical film cassette.

J = Themmistor.

K - Beém catcher. .

L - Goniomeﬁer head’mounting boss.

M - Cawéra body. "

N - Cold chamber with X-ray transparent windows moﬁnted on a

cylindrical frame.

P - Seal for X-ray beam collimator.
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Plate 6 - 3. The crystal refrigeration system in operation;

the specimen temperature was -50°C.
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Plate 6 - 4. A close-up view of the cold chamber moﬁnted

on the weissenberg camera.
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that the venturi functioned most éfficiently when its constriction was
1.75 inches from tﬁe front face of the atomizing nozzle. In this
positioh gas returniné froﬁ the chémber was entrained by the venturi
and returned to the chamber mixed with freshly evaporated nitrogen.
The mixed gas stream emerging from the venturi was conducted to. the
inlet tube of the céld chamber throughva length of flexible trunking.
This trunking qonsisted of a plastic film supported on a spring steel
spiral. A coaxially mounted length of-tfunking of larger diameter
feturﬁed the used gas from the cold chamber to the atomizer nozzle-
venturi pump assembly. This latter unit was insulated by supporting
it in a wooden box filied with vermiculite. The relationship of the
various parts of ;ﬁe refrigeration system is shown in Figure 6 - 2,
scale diagrams of the atomizer/pump and the éold chamber are presented

in Figures 6 -~ 3 and 6 - 4.

‘In‘this forh, the refrigeratibn unit met the requirements of goéd
gas circulation in a low pressure, partially closed apéaratus. This
design had the added advantage that the cold gés stream proceeding to
the camera was.insulated from the warm room air by the stream of used
gas retuining to the atomizer-pump. Temperature control was achieved
ﬁy using the thermistor to control a solenoid valve in the compressed
air line which pressurizea the storage dewar; la rise in temperature
in thé cold chamber caused’ the valve to open, resulting in liquid
nitrogen being fotéed through the atomizer. The refriéeration system
‘could reéqh and maintain temperatures in the -90°C to,-iOO°C range.
Howevef, thé operaﬁiﬁg point was set at,f50°C because,'&t lower
temperatures, the oscillation drive bearings of the camera began to
seize. An attemptvwas made to reduce this tendency to seizure by
breaking tﬁe conduction path from the goniometer head to the rest of
the instrgment'by insertiné a 'teflon' spacer between the head and the

oscillation drive shaft. Unfortunately, this did not greatly improve



165

the low-temperature performance of the system, but merely prolonged
the periqd before the onset of bearing seizure at temperatures below

-50°C.

At the chosen operating temperature, the temperature excursion
was fairly large (typically i2°C),:a consequence of the on/off nature
of the control of the liquid nitrogen flow. It is probable that a
smaller temperature excursion about the operating point could have been
achieved if a megns'of proportional control of the liquid nitrogen
supply had been available. The operating temperature was normally
reached some 15 mihﬁtes after the-system was assembled and the control
system activated. The averade rate of'liquid nitrogen consumption,
once a steady state had been reached, was 2.5 litres/hour, with some
variation depending upon ambient temperature. This compares favourably
with the consumption rafes of other refrigeration systems using liquid
nitrogen that have been described (Post [1964]). A full 25-litre
storage dewar could be relied upon to érovide an uninterrupted 9 hour

exposure.

With this method of refrigeration, it was possible to secure a
diffraction record from crystals of KI3.H20. However, the first
exposures taken with this system exhibited considerable patchiness due
to the absorption of the diffracted beams by a thin filh of frost which
forﬁed on thé windows of the cold chamberﬂ The final refinement
invo}ved placing the éntire-Weissenberg camera in a specially made
plastic bag. Acqeés to thé interior of the bag for changing the film
cassette was afforded by a large opening along the top surface which was
ﬁeld ciosed dufing operation by a plastic press-seal. When the refrig-
eration system Qas Qperafing, the bag was inflated with dry nitrogen

escaping from leaks in the cooling systém (i.e. around the nose of the

‘collimator) and kept the camera completely free of ice. The system in
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operation is shown in Plate 6 - 3, and Plate 6 - 4 gives a view of the

cold chamber in position on the camera.

It was hoped that the diffraction data could be collectedvin tﬁe
weissenberg mode, and to this end the cold chamber was fitted with a
pair of cglindrical sleeves which together acted as a layer line
screen. Hoﬁever, it was found thatAthe average lifetime of a crystal
small enough to minimize absorption effects had a lifetime of the order
of'oply 70 hours at -50° under Mo Ko irradiation. As this beriod was
too short to allow complete alignment and the collection of a full set
of multiéleffilm weissenberg data from one crystal, it was necessary to
turn'to the oscillation method for the collection of data suitable for

intensity measurement.

'6 - 5 Unit Cell Determination and the Indexing of Reflections

The difficulties exéerienced with the x-ray phofography of this
compound were only partially 6verqome by the Aevelopmént of the cooling
device described in the previous section, and the cqllection of data
'was effectively limited to a set of oscillation phoﬁographs and a
number of weissenberg e%posures. As the oscillation data was collected
" with multiple film packs interleaved with tin foil using overlapping
o#cillatioh ranges, and as the same rod-like crystal was employed for
this séries of e#posures, these photographs were suitable fof intensity
heasﬁrement assﬁming thét the refléctions could be indexed. The
Qeissenberg photoéraphs'were secured using larger crystals, and were
seriousl?'affected by absorption; 'consequently these exposﬁres could
not bé’used'fqr intensity ﬁeasurements althoﬁgh they provided useful
inférmation about the geometry of the reciprocal cell, As a new crystal
Qas usﬁaliy fequired fo; each set>of weissenberg exposures, it was highly
probable that theée photographs would inélude examples of more than one

orientation of the crystal in the X-ray beam.
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The main stages in the process of identifying the unit cell and
determining its size prior to indexing the oscillation data are
briefly set out below; a more detaiied account is presented in

Appendix C.

A study of the weissenberg>ph6tographs reveaied that the crystals
had in fact been mounted in one or other of two different Qrientations.
Recdnstructioniof the reciprocal lattice by plotting the reflection
poSitions on the film with respect to polar coordinates (Bueréer [1962])
showed that in one orientation the lattice appeared tq have monoclinic
symmetry with direct cell elements of a = 4.64 a°, b = 10.152 A°,
c'= 8.84°A and B = 92° (Orientation I). Note that the a—dimension
for this cell corresponds closely with_tﬁe only cell dimension reported
by Duane and Clark (4.6é‘A°). A similar reconstruction of the lattice
from data collected in the othgr_orientation (Oriéntation II) gave a
direct cell with triclinic elements. These apparently conflictiﬁg
intetpretations cduld.be reconciled by the assumption that Orientation
II corresponded to an oscillation about an axis which caused the hkl
(k=f) reflections referred to the monoclinic cell of Orientation I to

form the zero layer of Orientation II.

When the data from both orientations wevre brought together and
referred to the monoclinic cell, the only systematic absence observed
was for reflections in the hOf plane. in this reciprocal plane the
fefiections'were absent whén h+£ was an odd’number. As this does not
' correspond t6 an ailowed,absence pattern for a monociinic space group
in the secbnd setting, it was necessary to tiaﬁsform the cell to give a
primitivé_iattiée in which h0f reflections wéré absent when £ is odd.

' The transformed cell had direct'spéce'cell dimensiong of 4 = 4.868 A°,
b = 10.152 A°, ¢ = 9.852 A° and B = 116.2°, with the symmetry of space

groups Pc or PZ/c. - The unit cell thus has a volume of 436.67 A°3; for
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a cell of this volume both density values yield approximately two for

the-number of molecules of KI .H_.O contained within one cell.: The

372

- theoretioal density for Z = 2 is 3.330 gm/cm3: the density fognd with
perfluorokerosone as the working fluid (3.306 gm/cms) although lowered
by the presenoe,of attached oir bubbles, is ﬁarginaily closer to the
'théoreticél value than that determined with paraffin 0il as the working
fluid (3.606 gm/cms). As previously mentioned the high value found in
the lattef determination is most likelf explained by the forﬁation of
hepta-iodiaebby absorption of iodine from the iodine-saturated working

“fluid.

Once the.unit cell constants had oeen determined;'in principle the
reflections could be indexed and their intensities measured. In préctice,
this task was complicated by the poésibility of fortuitous coincidence
of spots withih a layer line, and also by tﬁe tact that the oscillation .
data had been_coliected iﬁ Orientation II, which corresponded to
oscillation about an axis inclined to the axial di;ections of the final

unit cell.

Thé possibility of spot coincidence in the osciliation'technique
can be a consioerable limitation, particularly ifltheﬂosciliation angle
'is badly chosen. In fact, this limitation provided one of the motives
for the development of moving-film methods of éhotographic data collec-
Jtioo.' Thefptobobilityvof coincidence rises with increasing Qiffraction
angle, as the lunes of refléction encounter an increasing nomber of
reciprocal 1ottice points which differ only slightly in the.length of
their reciprocai vector as the diffraction angie becomes ‘larger. If
the'iunes are broad, atAhigh diffraction angles the fortuitous coincid-
ence of reflections may be .sO severe as to preclude indexing altogether,
pafticolarly when the data is gathered with short wavelohgth X-rays.
Fortuootely)‘atiloaétlf:om this,poiht of vioy,'in the oase of KI3.H20

. the diffraction fell off qﬁite rapidly with increasing diffraction angle
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even at low temperature. At -50°C there was no useful data beyond
about 6 = 55°, and although this meant that the difficulties introduced
by spot coincidence were much reduced, it also curtailed the data

available for measurement.

:wigh thesé circumstances it was>foupd from experimentvthat an’
oscillation'anglé of 8° could be used without creating difficulties
froﬁ-the overlap .of reflections from that part of the reciprocal
lattice sampled by the lune of ieflection. Consequently the data was
collected using a constant oscillation angle of 8°, arranged so as to
give a 3° overlgp with fhe preceding oscillation, each successive |
multiple-film exposure thus captured data from a ffesh 5° lune of
reciprocal space. Twenty consecutive oscillation photographs spanning
2005 around the oscillation axis were secured in this manner from the

same cryétal before decomposition became evident.

The relaﬁionship of the lunes swept out’bf thé sphere:of réflec-
tion to the axial directions of tﬁe lattice in Orientaﬁion iI was
established by reference ﬁp the weissenberg data collected in the same
orientation. Once this had been done, the indexing of the reflections
was carried out by a yariant of the cias#iéal prbceduie (Bernal [1926]).

‘The positions of spots along a layer line were calculated for a given
oscilléiioﬁ'range from the known geométry of théAOrientation II cell by
a computer program éspecially written_fér ﬁhisApurpose;‘_ This progfam (U446)
: also prdduced an enlarged spalé diagfém of the oscillgtion photograph

.th the digiﬁél plotter. On‘this diagram the.reflectibn positions Qere

marked and labelled with gheir indices referred to the final’ﬁonocliﬁic

~cell..  An eiample,of one of these diagrams is reproduced in Figure 6 - 5.

The lehgthy_process of identifying each reflection was considerably
assisted byvthe'use of these diagrams and overlays prepared fiom_them,

and also by the existence of the weissenberg data taken in Orientation I.
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Figure 6 - 5. - Photoreduction of one of the computer generated
chafts‘used to assist in the indexing of the Orientation II
'photographs{ Note the obliqﬁe alignment oflthe spot positions
corresponding folfﬁe 4.868 A° a-axis spacing. The horizontal
line marks the zero layer line locus, while the vertical line

marks the centre of the beamvsﬁop shado@.
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When a question arose concerning the correct index to be given to a
reflection (due to poor gpatial resolution), the question could usually
be resolved by comparing the intensities of the spots with the contending
indices .on the weissenberg film with intensity recorded on the oscilla-
tion photograph. Alfhough this method is only semi-quantiéative, due to
the different éizes of the crystals invol?ed in the two sets of photo-
graphs, it did enable most ambiguities to be resolved. For this reason,
the iptensity measurements were confined to reflections correspohding to
reciprocal points contained in the OkL,1k€ and 2kL levels of the final
ﬁonoclinic cell for which weissenberg data was available. Although
reflections from other levels were measurable, it was judged wise to
proceed with a small set of reflections whosevindices could be relied
upon rather than to employ an exﬁended data set which could include a

significant proportion of misindexed reflections.

In the region wherée the diffraction record was strong eriough to warrant
measurement, about 350 reciprocal points on these three levels fell within
the lunes of'feflection (in the region where the diffraction record was
strong enough to warrant measurement). Of these 24 éould not be given
an unambiguous index and a further 74 were either too faint to be measured
('uhobserved reflections') or fell into iegions of the film shadowed by
the structure of the cold chamber. Thus a total of‘253 reflections were

measured by visual comparison against a calibrated strip.

The'four-filﬁ data was brought to a common scale by the.FILM SCALER
-(X0) program; 'the average interfilm scaliné factor was 2.035 with a
variatiop of t 0}071 about this mean. - As ﬁhe crystal closely approxi-
mated a rod 6f diameter 0.25 mm oscillated about the cylinder axis, a
_ cylindrical absérption_correction was applied to the raw data using the
ABSORPTION CbRRECTION'(X3) program. Because the data had beenvcollected

in the-oscillation mode, it was necessary to write a special program to
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apply the Lorentz/polarization correction iequired by the geometry of

this method of data collection.

6 - 6 Structural Determination

The colléction} indexing and measurement of fhe loﬁ-temperature
oscillation data was a lengthy process. While it was being carried
forward, an investigation was ﬁade into the distributions of vector
density'thch might be expected in the Patterson function from given
structural features of models for the KI,.H,0 structure which took into
account the information already to hand (unit cell parameters, number
of molecules/cell, space group(s)). - As wili appeér, this preparatory
work was well spent, for when the Patterson function finally became

available, it was readily solved in the light of the theoretical

considerations set out below.

.In the isostructural tri-iodides NH,I

Ry RbI3 and CsI_ the cations

3

and the I; anions are arranged in layers perpendicular to the b-axis
of the orthorhombic cell. Although the separation between the layers
- shows some s;ight dependence on cation size, it can be taken to have
an averaée value of 3.34 A°. This structural motif is knowq to be

shared by the trihalides CsBr. (Brenemann and Willett [1969]), CsI_Br

3 2
(Carpenter [1966}), CsIBr2 (Davies and Nunn [1969]), RbiClBr (Shugam,

4BrICl (Migchelsen and Vos [1967]) and

(Brenemann and Willett [1967]), all of which

Agre and Oboznenko [1967]), NH

presumably also NH4Br3

_crystallize iﬁ orthorhombic cells with Pnma symmetry and with comparable
unit cell dimensions. In all cases there are four formula units within
the gnit céll, _ With the exception of ammonium tri-bromide (for which
no structural data has yeﬁ been reportedi, the geometrical arrangement
of cations ané triﬁalide'anions within the layérs in a;lithese compoﬁnds

is identical (see Figure 6 - 6).
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Figure 6 - 6. The en echelon arrangement of I, units in the

layered orthorhombic tri-iodides.
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It was noted that the bc face of the monoclinic unit cell of
KI,.H0 was a rectangle with similar dimensions (10.152 A® x 9.852 A°)

to the ac face of the orthorhombic unit cell of RbI., (10.885 A° x

3
9.470 A°). This similarity, taken together with the ubiquity of

layered trihalide structures raised the possibility that KI .520 might

3
also possess a layered structure, with the layers lying parallel to the
bc plane. A point against this hipothesis was the observation that
the perpendicuiar distance between opposite bc faces of the monoclinic
~cell was 4.366 A°, which is cénsiderably greater than the aQerage |
interlayer spacing of 3.34 A° observed in.the orthorhombic trihalideé.
The need to accommodate a wéter molecule between the layers could be
advanced as a possible explanation for the increased spacing in
KI3.H26, if in fact the structure of this compound was based on the
layer métif. The alternative hypothesis, namely that this distance
represented twicevthe interlayer spacing in potassium tri-iodide, could
not be entertained as not bnly would an interlayer spacing of 2.183 A°
imply that the cell contained four formula units (giving the compound a

theoretical density of 6.66 gm cm-3), but also that iodine atoms in

adjacent layers would be much too close together.

The choice of space group also has a considerable influence on the
development of é»layered model for the structure of KI3.H20. The
general and speciél positions available in space group P2Z/c are given

in Table 6 - 1. -

The ten:non-hydrogen atom§ can be distributed over the equipoints
of the:cellnin fgo wais: four iodine'atoms can be placed in the foﬁr-
fold'general position and the remaining iodine, potassium and oxygen
o atoms aré then distributed 6ver two-fold special positions, or all the
1, K, énd O.atomg'are placed in special positions. F§r the model to

exhibit layering similar to that found in the orthorhombic tri-halides,



176

Table 6 - 1

General and Special Positions in Space Group P2/c

Number of positions, ' Coordinates of equivalent positions
Wyckoff notation, ’
and point symmetry

4 g 1 X.,'QI,Z; ipg’z; ioytlf-zi" X,y,ll t z
- T YA A
2 e’ 2 0,4,%; 0,9,3.
2 - d 1 %,0,0; %,0,k%.
2 c 1 0,%,0; 0,%,%.
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the X-coordinate of all the atoms (with the possible exception of the
water oxygen atoms) must be the same. In the case where the four-fold

general position is used it is possible to develop a structural model

3 units arranged in layers. For example, if the following

- which has I

combination is used:

Iodine 1 in position 2¢ with coordinates O,yl,h

Iodine 2 in position 4g with coordinates 0,912,

with a suitable choice for the values of the unspecialized coordinates

the structural model will consist of léyers of I3

units at x = 0,1 with
_ the lohg axes of the anions parallel fo the z-direction of the cell.
If.yT = yz the tri-iodide units will be symﬁetric and linear, bﬁt if

y, # yz then the upits retcin their symmetrical bonds but become bent

(see Figure 6 - 7a,b).

If éll atoms occupy special positions, a layered structure with
discrete I; qnits can also be developed by plécing iodine atoms as

follows:

' Iodine 1 in 2¢ with coordinates O,yI,E
Iodine 2 in Ze with coordinates O,yzik

Todine 3 in 2e with coordinates 0/Y3.% (y, ? Y, ? ys).‘

Again, the ctructural mcdel consists cf parallel tri-iodide units

arranged in layers at X = 0,1, but in this case che long axes of thé
anions iie parallel to the y-direction‘of the cell. In this case the

I; cnit can be made to havc symmetric or asymmetric bonds by the app?op-
riate choice of y,,yz and y3 but it cannot be bent (sée Figcre 6 - 7c).

A related model with_the same characteristics can be generated with the
planeAcfAtri?iodiaé anions at X = % by using the special position 24
‘rather thaﬁ 2a. |

It is not possible;to develop recsonable structural>models consisting

of layered arrays of bonded tri-atomic units using the special positions



178

E —b
4
;
e e e N - e e e e - e e e - - - - Y
e—\V -y —»
(=Y,
3
__________________ —/L
C
Figure 6 - 7a. A layered structure in PZ/c of linear,

" symmetric I_ groups.

3
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_',b

_________________ -] 1/1.

Oe

Figure 6 - 7b.

As in Figure 6 - 7a, but with bent, symmetric

I3 groups.,
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—Y, d

O—

Figure 6 - 7c. -As in Figure 6 - 7a, but with linear,

asymmetric I; groups.
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2a, 2b, 2c and 2d, in which all coordinates are specialized, in

combination with either 2¢ or 2{.

In the two cases where a layered arrangement of I; anions could
be geﬂerated, it was not possible to reproduce the en echelon arrange-
'mént of the anions within the léyer which is a characteristic structural
feature of the}orthofhombic trihalide. .In particular it was not
possible to propose a plausible position for the.potassium atom in those

models developed using only the special positions of space group P2/c.

As shown in Table 6 - 2, there are no special positions in the

~ related non-centrosymmetric space group Pc.

Table 6 - 2
Symmetry positions in Space Group Pc

Number of positions, v Coordinates of equivalent positions
Wyckoff notation,
and point symmetry

2 a 1 X,Y,2; X, Y,% + z.

In this space group it is possible to generate a number of model structures

which show both layering of the I,

‘ions and the en echelfon arrangement of
the anions within the layers. It is also possible to propose not

unreasonable cation positions in some of these model structures.

These preliminary considerations suggested that if KI3.H20 followed
the structural pattern of the ortﬁorhombic tri-halides in which discfete,
approximatély 1ihear put asymmetric I; units are arranged ¢en echeﬂon in
layeré cﬁaracterised'by.mutually orthogonal repeat translations of

approximately 10 A° and 9.5 A°, then there wés a high probability that.

. the correct choice of space group was the noncentrosymmetric group Pc.

The Patterson function was calculated from the reflection data-after
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the absorgtion and Lorentz/polarization corrections had been applied,
with sections taken down the a-axis. . Thé major concentration of
vector depsit§voccurred in the Oyz prlane, with a iinear concentration
in that plane at 0,y4,% (Figure 6 -_3). There wére ﬁo’other signifi-
cant coﬁcentrations of vector‘density in the volume of the Patterson
function, in particular the X0z plane did not contain any peéks

comparable to those present in the plane at Oyz.

The C-glide operation common to both space groups will generate
Harker peaks in the line at 0,Y,%. If the space group is centro-
symmetric qnd the general positions are occupied, Harker peaks will also
be present in tﬁe x0z plane due to vectors between atoms:in positions
of the type X,yY,z and -Xx,y,%-z. The absence of any concentration of
vector density which Eéuld be interpreted as Harker peaks due to atoms
in such-pbsitions'léd'to the conciﬁsion that eiﬁher the space group was
Pe or that-the'atoms were confined to the 2¢/2{ special positions of
PZ2/c. Further, the absence of any large peaks in the volume of the
cell confirmed the-originai supposition that at least the iodiné atgms

were localized in planes parallel to the bc face of the unit cell.

The prominent non-Harker peaks present in the (Oyz plane of the
Patterson function could not be interpreted on the assumption that the
iodine atoms were present in the 2¢/2{ special positions of PZ/c. If

this were the case, peaks would be expected in the 0y0 line due to

vectors between pgn—symmetry related iodine atoms making up thé I3lunit;
for example, uéing‘the previous notation:
TABLE 6 - 3 ,
" Predicted I - I Vector Positions
Interaction Vector Position
Iodine'l and Iodine 2 ' 0, Yy - yz, 0
'Iodine 1.ana Iodine 3 ° d, Yy = Yz O

Iodine 2 and Iodine 3 -0, Yy = Y3, O
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SecAtton No- (O K I3 HYDRATE , A-AXIS PATTERSON
Scoale 15 1.015 1nch=1 Angstrom, contour winfernval=  100.0

Figure 6 - 8. The Harker section of the KI3.H20 Patterson function.
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Depending upon-ghe diffgrence between the two I - I bond lengths, the
peaks due to I(l) - I(2) and I(2) and I(3) could overlap to a
considerable degree or coalesce in the case of a symmetric anion.
However, no peaks were present on the OyO line, the closest peak of

any significance being at 0,%,1/10.

The alternative hypothesis, that the non-Harker peaks in the Oyz
plane correspond to interactions between iodine atoms in the general
positions of space group Pc was then examined. The peak at position
0, 0.2125, 0.2050 is 2.955 A° from the origin. This distanée falls

within the range (2.92 - 3.11 A°) expected for the bond lengths of the

tri-iodide ion. This peak was therefore taken to be the result of

interactions between the central and terminal iodine atoms of the I3

unit.

Turning to the Hérker peaks present along tﬁe Oyk line, the peak
at 0, 0.0875, 0.5 allowed the determination of the y-parameter of one
of the iodine atoms to be determined as Y = 0.04375. In this space
group the choice of the remaining co-ordinates for the first atom is
arbitrary. If only this atom was used to phase the étructure factor
data for a Fourier calculation, the resulting electron density map Qould
contain peaks for both the true structure and its mirror image. The
use of two atoms to phase the structure factor data will normally remove
this spurious symmetry; fortunately, in this case a second atom position
can be calculated from the known length and direction of the iodine-iodine

bond élready determined from the non-Harker peak at 0, 0.2125, 0.2050.

A structure factor calculation was performed with iodine atoms in

the following positions:

Iodine 1 ~ 0,0000, 0.04375, 0.0000;

Iodine 2 ’ 0.0000, 0.2563, 0.2050.
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After refinement of the interlayer scaling factors, the residual stood
at 0.402 and the third iodine position was easily found in the zero

X-axis section of the Fourier calculated from these data.

A new structure factors calculation using the three iodine positions
brought the residual to 0.345. In the zero section of the Fourier
calculated. from these data the relative arrangement of the tri-iodide

groups could be clearly seen. As had been postulated, the 13 units were
arranged en echefon in the plane;. one anion lying with its long axis
approximately parallel to the diagonal of the bc unit cell face, and the

other with its long axis at right angles to it.

It was expected on the basis of the anion-cation arrangement found
in the orthorhombic trihalides, that the potassium atom would be located
approximately in the centre of the quadrilateral formed by four neigh-

bouring I3 ions. It was not possible to identify with confidence any peak
in this vicinity as that due to the unphased cation, because with the
residual at 0.345 the Fourier béckground was considerable. A difference
Fourier calculated from the same data §howed a region of positive density
at this position, indicating a corresponding deficiency of electron density
in the model structure. However, this positive region extended in the

Xx-direction out of the plane of the I; groups, and it did not possess any

local maximum which could be identified as the unphased potassium atom.

Another round of structure factor calculations was performed,
followed by a least squares refinement of the positional parameters of
the iodiné atoms; this refinement reduced the residual to 0.279. The

AF synthesis performed with this data showed a clear concentration of

3 quadrilateral, but with its

difference density at the centre of the I

maximumvdisplaced out of the plane at X = -0.15.

The potassium position was further refined by Fourier methods, making

use of the 19-point least squares procedure for locating the coordinates
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of Fourier peak maxima (Dawson [1961]). By repeated application of
this procedure, the residual was reduced in stages to.a value of 0.231;

beyond this point no further progress could be madé by Fourier methods.

The location of the water molecule oiygen atom presented some .
difficulties. In this structure, thé‘oxygen atom makes a maximum
contribution of only 8% to the total scattering from the crystal, and
at this level of refinement series-termination effects in the Fourier
produced ripples about the iodine positions which were comparable with
the expectea height of the unphase@ oxygen peak. From a qonsidefation
of the space available in the model structure developed so far, it
became clear thap the water molecule could only be accommodated within
a specified volume; in any other position in the cell the interatomic
distance between the oxygeﬁ and its neighbours was too small. This
volume was the parallelopiped located between adiaceﬁt tri-iodide
layers and defined by corresponding I; quadrilaterals separated by the
a-axis translation. A search of this volume in the AF synthesis
yielded a number of maxima, but all of these gave potassium-oxygen
distances of the order of 2.5 A°, which is considerably shorter than
the short hydrate K - O distance of 2.79 A° reported by Christ et alil

[1953]). These maxima are most probably due to imperfect cancellation

of the series-termination ripples in the difference Fourier.

The oxygen position was eventually located by a similar technique

to that used to locate a trial position for the potassium atom. A
structure factors/least squares refinement calculation was performed in
which the positioﬁal and isotropic temperature factors of the iodine
and potassium atoms were refined, reducing the residuél to 0.152. The
AF'synthesis calculated from these data was less confused than previous
syntheées, but even so only showed a ?egion of positive Ap without a
clearly définéd maximum in the volume in which the oxygen peak was

expected. However, by making use of one of the options incorporated in
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the GENERAL FOURIER (X16) program, a AF synthesis was calculated in
which.the coefficients were weighted, the weights, w, being calculated

by the formula (Stout and Jensen [1969])

v.= IFcaI_clq/‘(IFca.Cc'H * |Fob4|q_)

In this synthesis a positive peak was located in the specified volume
with its maximum between sections at X = 0.40 and X = 0.45. This peak
was well separated from all other peaks of comparable height by regions
of low relief, and these comparable peaks all lay outside the volume
which must accommodate the water molecule. The coordinates of the
peak maximum were determined by the Dawson procedure and a structure
factors_calculation performed which included the oxygen atom at this

position. After this calculation the residual stood at 0.129.

The oxygen position wés rgfined by Fourier methods, as it was
found that any attempt to refine the positional parameters by least
squares fesulted in oscillating corrections being calculated in
successive cycles. Consequently, the final positional parameters for
this atom are estimates derived from the analysis of the electron
density and weighted difference syntheses. Similarly, the isotropic
temperature factor for this atom was estimated by trial-and-error
guided by the form of the difference density at the oxygen position in
the weighted difference density function. Although the parameters for
this atom must be treated with caution, it is located in the appropriate
volume of the cell at a reasonable distance from the nearest potassium

atom.

In Table 6 - 4 the final positional and thermal parameters deter-
mined from the least squares refinement in which all atomic parameters
other than those for oxygen were refined are presented. Although the

weighted difference synthesis gave some evidence that the thermal
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vibrations of the iodine atoms are not perfectly represented by iso-
trppic temperature factors (the Ap peaks comparable to the unphased
oxygen peak occupy positions in the synthesis consistent with this
intterpretation), it was judged that the small size of the visually
estimated data set did not justify the introduction of meaningful
aniso;ropié temperature factors (see Section 4 - 3). Tﬁe final
residual attained with the parameters given in Table 6 - 4, including
the 'unobserved' reflections, was 0.11. The obsefved and calculated
structure factors for both observed and unobserved reflections are
presented in Table 6 - 6. A number of equivalent Okf reflections

have been_included to give an indication of the quality of the measured
data. A projection of the final Fourier is shown in Figure 6 - 9, and

in Figure 6 - 10 a projection of the cell contents is also shown.

6 - 7 Discussion

The chemically significant interatomic distances and angles for

KI3.H20 as determined from this structural analysis are presented in

Table 6

S. As the account of the structural determination has

already indicated, crystalline KI3.H20 contains slightly bent asymmetric

I; ions arranged in layers parallel to the be face of the monoclinic

cell. The average separation of the layers is 4.366 A°; this is
greater than the interlayer spacing of 3.34 A° found in the unsolvated

orthorhombic' tri-iodides but is similar to the spacing (4.3 A°) between

the layers of I5 anions in (CH3)4N15 (see Section 1 - 4 - 7). Not

only does KI_.H_O share this feature of a layered structure with the

372
orthorhombic trihalides, but it also preserves the en echelon arrange-

ment of anions within the layer common to these compounds. However,

unlike CsI RbI_. and NH,I_, the cation in potassium tri-iodide is

3’ 3 473

displaced out of the plane of the anionic groups, and is closely

associated with a water molecule accommodated between the anion layers.
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Section Ne=  Zb K I3 MONDHYDRATE
Scade 15 1.379 dnchsi Angstrom, contour infeavads  50.00

Figure 6 - 9. The final Fourier synthesis - the iodine peaks have
not been contoured to their full height, and all

peaks have been projected onto the plane of the I;

unit. The contour interval is approximately 0.04e/A3
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Figure 6 ~ 10.

N | [

The unit cell contents of KI3.H20 projected onto

the I3 plane. The largest circles represent

iodine atoms, the smallest circles represent the
water oxygen atoms and the intermediate circles
the potassium cations. Note the en echelon

arrangement of the I; groups.
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The noncentrosymmetry of the KI3.H20 cell arises because the en

echefon arrangement of asymmetric I;'ions’in a plane is not in itself

a centfosymmetric structural motif, and the monoclinic cell contains
only one such layer. Centrosymmetry is achieved in the orthorhombic
trihalides based on this motif by the incorporation of two centrically
related layers within the one cell; in potassium tri-iodide the anionic

layers are related only by the a-translation of the monoclinic cell.

Although potassium tri-iodide crystallizes as a hydrate and possesses
a unit cell symmetry different from that of both the unsolvated caesium

and rubidium tri-iodides, the values found for the I; bond lengths and

interbond angle in the potassium compound appear to substantiate the
view foreshadowed in Sections 4 - 4 and 5 - 4 that there is a discernible

trend in anion geometry in passing from CsI3 through RbI3 to KI3.H20,

and that NH4I3 stands a little apart from this trend. A detailed

comparison of the configuration of the I3

ion in the simple tri-iodides
will be undertaken in Chapter 7; it is sufficient here to note the
trend in the length of the longer iodine-iodine bond from a value of

3.040 A° in Cs1,, 3.016 A° in RbI3 to 2.895 A° in KI3.H20. These

lengths should be compared with the value of 3.112 A° found for the

long 13 bond of NH4I3. The interbond angles show a similar trend:

for the alkali metal tri-iodides the departure of the anion from a

completely linear geometry is 2.0°, 2.6° and 4.65° for caesium, rubidium

" - and potassium respectively. Again, these angles should be compared

with the value of 1.4° found in the NH, I, case.

Of all the atomic positions determined for this structure, the
greatest uncertainty is associated with that of the oxygen atom. ‘The
two shortest potassium-oxygen distances calculated from this position
are given in Table 6 - 5; as the positional parameters of the oxygen
atom were not refined by the least-squares process, the estimated

standard deviations for these separations presented in that Table must



Atm.
I(1)
I(2)

I(3)

0.000000

0.013647+0.000779
0.075988+0. 000589
0.847523+0.001889

0.4218

Table 6 - 4

KI..H.O -50°
I,.H,0 at -50°C

0.030293%0.000102
0.241151t0.606118
0.448081+0.000119
0.730817£0.000389

0.6228

" Fractional positional parametefs and isotropic temperature factors for

0.000000

0.200493+£0.000200
0.39813710.600170
0.272830+£0.000490

0.3825

1.2385%0.0255

1.3372£0.0222

1.8741+0.0288

1.8953+0.0317

Z61
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be regarded as underestimates. This comes about because the error
calculation performed by the BOND LENGTHS AND ANGLES (X26) program

will only, for these particular interatQmic distances, include contri-
butions from the least-squares matrix inverse due to uncertainties in
the positipn_of the potassium atom. It is estimated that the e.s.d.'s
should be multiplied by three or four to obtain a measure of the
reliability of these K-O separations. Even so, the calculated
potassium-oxygen distances, namely 2.744 and 2.885 A°, are not unreason-
able, as K-O distances in the rangé 2.74 - 3.02 A° are commonly reported

for structures containing hydrated K+ ions (Brown and Weiss [1969, 1970]).

The only other hydrated polyhalide which has been the subject of a

full structural analysis is KICl .H20 (Mooney [1937); Elema, de Boer

4
and Vos [1963]). Unlike the trihalides, this compound does not develop

a layer structure; however, the relationship between the potassium

cation and its neighbouring water molecules in KICl .H20 is very similar

4
to that in KI3.H20. In particular, the two short K-O distances in the
tetrachloro-iodate (2.74, 2.79 A°) compare reasonably well with those

found in the tri-iodide. The water molecule in the tri-iodide structure

is evidently forced to occupy the interlayer region, as the quadri-

3

RbI3 and NH4I3 is too small to allow both the

lateral, defined by four adjacent I_ ions, which accommodates the cation

~at its centre in CsI3,
cation and its associated water molecule to occupy this space together,.
and at the same time remain in the anionic plane. The presence of the
.water-molecule between the I; layers accounts for the larger interlayer
spacing in KI3.H20, and undoubtedly also has an influence on the
stability of this compound. The nature of this influence will be
explored in further detail in Chapter 7, Section 7 - 4; however it
should be noted‘thét one of the objectives of this study was thé investi-

gation of the role performed by the water molecule in this structure.

The evidence suggests that this role is primarily one of cation hydration,
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Table 6 - 5

Chemically significant interatomic distances and angles for

¥ -]
KI3.H20 at -50C

I(1) - 1(2) 2.8951 % 0.0021 A°

I(2) - 1(3) 2.7901 + 0.0023

I(1) - 1(3) 5.6805 + 0.0016

I(1)...1(2) 4.0617 * 0.0024

I(3)...1(2) - 4.4423 + 0.0033

I......K 3.4281 + 0.0036

I......0 3.4323 % 0.0023

Keveu'dO ' 2.7440 * 0.0113, 2.8855 * 0.0119
I(1) - 1(2) ] 1(3) . 175.35 + 0.0637°

o - K - o* ~119.87 £ 0.174°
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and this conclusion is supported by comparison with other crystalline
monohydrates.known to contain water molecules coordinated about the

cation.

In a recent paper Ferraris and Franchini-Angela [1972] have
developed a general classification of water molecules in crystalline
hydrates. This cléssification takes into account the geometry of the
water molecule and its environment and is based on a survey of more
fhan forty crystalline hydrates studied by the neutron diffraction
technique; it represents an extension of an earlier system of classi-
fication advanced by Chidambaram, Sequeira and Sikka [1964]. The
water molecule in KI3.H20 (and perhaps also that in KIC14.H20)
evidently falls into Class 2, Type A of the Ferraris and Franchini-
Angela classification, In this Class each water molecule of the
hydrate coordinates two cations, and these are located in the lone-pair
orbital di?ections of the water molecule; the Type A subgrbup of this
class includes only those hydrates in which both cations are monovalent.
The cation—HZO-éation angle (¢) for the f;fteen hydrates placed in this
subgroup by Ferraris and Franchini-Angela ranges from 79° to 135°. In
most of these hydrates the cation is sodium for which the 'tetrahedral’
angle € ranges from 81° - 111°, with an average value of 93°. It would
appear that the ranges for K+ and Li+ substantially overlap that of
sodium with average values for € above and below the.Na+ value respect-
iveiy; The e value of 119° calculated from the atomic positions in
KI ;H O is therefore well within the expected range for coordinated

3 2

water in. this environment.

.H_O has revealed that this compound

The structural analysis of KI3 2

is structurally related to the unsolvated monovalent tri-iodides,‘sharing
with them a major structural motif in the arrangement of I; ions within

anionic layers; the major point of difference being the incorporation of
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the water molecule coordinated to the cation between these layers.
It is worthwhile considering the bearing these findings have upon the

possible structures of the known hydrated potassium polyiodides.

Without a body of structural analyses for a number of hepta-iodides
to be used as a basis for comparison, it is difficult to advance any

.H_0; however, the situation

preferred models for the structure of KI7 2

is a little better in the case of potassium tri-iodide hydrate. If

the structural features of KI O persist in KI_.2H O, it is possible

3'“2 3 2
to develop in broad outline a structural model which can account for the
presence of the a- and B-modifications of this compound found by Briggs

et akil [1940]. If the two water molecules are accommodated between

.H O, it is probable that the interlayer

the anionic layers as in KI3 2

spacing in KI3.2H20 is even greater than that of the monohydrate. At
large interlayer spacings different arrangements of the anionic layers
relative to one another would be distinguished by smaller energy

differences than would prevail when the layers are close together and

interactions between them correspondingly greater. This smoothing out

of the energy differences between alternative arrangements of the I3

layers is presumably responsible for the existence near room temperature
of two crystalline modifications of (C2H5)4NI3, as the interlayer spacing

in this compound is of the order of 7 A°. The presence of disorder in

(CH3)4NI3 (Migchelsen and Vos [1967]) can probably be ascribed to the
same cause. Potassium tri-iodide dihydrate therefore probably has a

structure consisting of I; anions arranged in layers in the familiar en
echelon pattern; with the K+ ion ‘at or near the position it occupies in
KI3.HZO. The two water molecules would occupy the interlayer space

giving the compound a large interlayer spacing and consequently a rather
open structure. The two modifications of the dihydrate probably cryst-

allize in the same crystal system, their structures differing in the

relative arrangement of the anionic layers.
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FLOBS) .t [CALC]

H K L FO
H=z 0, K=
] U 2 200
0 V] 4 627
0 0 6 459
H= 0, K=
U 1 -1 456
0 1 o 45
0 1 1 505
] 1 2 601
0 1 3 252
0 1 4 702
0 1 5 574
0 1 6 524
0 1 7 239
0 1 8 258
0 1 9 241
H= u, =
U 2 =3 324
) 2 =2 .1060
0 2 -1 484
6 2 0 241
-0 Z 1 439
0 2 2 997
0 2 3 341
0 -2 4 183
0 2 5 45
U 4 6 156
0 2 7 209
0 2 8. 464
H= 0, K=
] S -7 501
0 $ =6 323
1] 3 -5 45
v 3 -4 539
0 S -3 770
0 3 =2 351
0 5 -1 145
0 K] 0 45
0 $ 1 179
0 S 2 - 3986
0 S ' 4 511
] S 5 45
(VI 1 6 346
] S 7 550
0 35 8 187
H= 0, =
0 4 -6 236
(] 4 -5 45

K#FC

294
563
440

407
27%
407
577
292
701
541
532
228
231.
250

250
1134
364
188
364
1134
250
163
214
108
136
481

544
340
64#
463
747
321
193
152#%
199
321
463
64+
340
544
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288
103+
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FOR POTASSIUM TRI-10DIDE MONOHYDRATE
(UNOBSERVED REFLECTIONS MARKED #)

FO

425
15
196
650
894
708
215
287
431

45
325

45

K=

803
216
142
235
452
321
471
206
176
186

400

PART 1

K#FC

469
280
168
665
847
- 665
168
280
469
103+
288

46+«

5
794
176
218
189
479
295
479
189
218
176
206
56#
84=

6
252
276
383
403
570
353
570
403
383
276
81ls
252
231

7
622
268
754
754
268
622
554
94=
450
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TABLE © - 6 PART 2
FLUBS),F(CALC] FOR POTASSIUM TRI-IODIDE MONOHYDRATE
(UNOBSERVED REFLECTIONS MARKED #)

FO Ku#FC

H K L’ FO  K=FC H K L
. 1 2 -4 194 234
Hz= U, = 8 1 2 =3 173 262
U 8 -3 248 270 1 2 =2 969 908
0 8 =2 . 371 394 1+ 2 -1 307 402
U 8 -1 412 401 1 2 1 465 476
U ) 0 106 98 1 2 2 1161 1150
0. 8 1 425 qu1 1 2 3 343 293
U 8 2 384 394 1 2 4 175 121
v 8 K) 347 270 1 2 S 96 32
1 g 4 222 249 1 2 7 116 101
0 8 5 45 66 1 2 8 364 382
1 8 8 217 209
’ H= 1, K= 3 :
H= 0, = 9 1 3 -5 110 127
0 9 -1 312 328 1 3 -4 493 549
U 9 0 220 . 223 1 3 -3 996 1022
0 9 1 314 328 1 3 -2 480 454
v 9 $ 45 88+ 1 3 0 248 154
U 9 4 271 271 1 3 3 592 . 581
0 9 5 389 395 1 3 4 351 417
1 3 5 225 153
= U, K= 10 1 3 6 330 316
0 10 -1 192 258 1 3 7 423 501
0 10 U 384 440 1 3 8 217 216
0 10 1 2354 258" :
0 1v 2 104 82 H= 1, = 4
0 10 4 204 220 1 4 -3 243 182
_ 1 4 =2 92 36
H= 0, h= 11 1 4 -1 665 634
0 11 2 205 204 1 4 0 801 863
1 4 1 671 580
= 1, = 0 1 4 2 85 149
1 0 o 228 304 1 4 4 552 491
1 v 10 355 392 1 4 5 182 165
1 4 6 295 288
H= 1, = 1 1 4 8 45 88+
1 1 =7 257 268 1 4 9 198 212
1 1 -6 503 4990 1 4 10 210 241
1 1 -4 769 759
1 1 =3 353 333 H= 1, = 5
1 1 -2 686 712 1 5 -2 170 182
1 1 -1 6510 616 1 5 =1 675 704
1 1 0 267 247 1 5 0 262 283
1 1 2 305 276 1 5 1 294 299
1 1 3. 120 145 1 5 3 221 139
11 4 591 529 1 5 4 158 177
1 1 5 410 430 1 5 5 693 645
1 1 6 503 ° 503 1 5 6 166 173
i 1 7 163 170 1 5 7 45 118#
1 1 8 226 272 1 5 8 . 45 49«
1 1 9 268 248 1 5 9 321 300
H= 1, K= 2 H= 1, K= 6
1 2 -6 © 95 69 : 1 6 -2 405 410
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TABLE 6 - 6 : . PART 3

FIORS),FICALC) FOR POTASSIUM TRI-10DIDE MONOHYDRATE
(UNUBSERVED KEFLECTIONS MARKED #) '

H K L Fo KeFC H K L FO KeFC
1 6 -1 467 407 2 1 0 224 247
1 6 0 289 317 2 1 1 293 264
1 6 1 629 629 2 1 2 45 93
1 6 2 366 360 2 1 7 110 79
1 6 3 478 395 2 1 8 240 195
1 6 4 391 319 2 1 9 225 161
1 6 5 104 141
1 6 6 277 263 H= 2, = 2
1 6 7 132 109 2 2 -2 435 453
1 b 8 198 166 2 2 -1 178 183
2 2 0 243 264
H= 1, K= 7 2 2 1 249 306
1 7 -1 112 76 2 2 2 625 704
1 7 0 190 169 2 2 . 3 122 200
1 7 1 271 213 2 2 4 143 117
1 7 2 249 269 2 2 5 86 94
1 7 K 485 476 2 2 6 298 234
1 7 4 118 55 2 2 7 45 514
1 7 5 214 170 2 2 8 287 234
1 / 6 130 114 2 2 9 45 76%
1 i 7 393 431
_ H= 2, K= 3
H= 1, = 8 2 3 -1 45 60+
1 8 -1 397 410 2 3 1 323 360
1 ) 0 169 121 2 3 2 204 120
1 8 1 327 356 2 3 4 210 203
1 8 2 393 440 2 3 5 98 107
1 8 3 402 345 2 3 6 237 211
1 ) 4 178 212 2 3 7 366 303
1 ) 5 132 84 2 3 8 179 168
1 ) 6 194 188 2 3 9 45 41+
: H= '1: = 9 H= 2y s 4
1 9 -1 356 382 2 4 0 424 455
i 9 1 283 288 2 4 1 330 357
1 Yy 2 128 126 2 4 2 169 155
1 9 .3 130 107 2 4 3 336 341
1 9 4 232 238 2 4 4 516 369
1 9 5 342 363 2 4 5 145 133
. 2 4 6 221 183
H= 1, K= 10 2 4 7 45 51
1 1 0 372 419 2 4 8 45 79+
1 v 1 234 269 ,
1 10 5 190 263 H= 2, K= 5
2 5 1 169 184
H= 2, K= 0 2 5 2 94 80
2 0 4 5472 546 2 5 3 45 234
2 u 6 190 180 2 5 4 204 125
2 U 8 4y 32= 2 5 5 435 377
2 U 11U - 342 238 2 5 6 116 101
- 2 5 7 124 114
Hz ¢, K= 1 2 5 8 45 38«
2 1 -2 514 535 2 5 9 199 204
2 1 -1 494 542
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7 - 1 Introduction

In Chapter 1 of this work mention was made of the various bonding
models advanced to describe trihalide bonding, the theories developed
to account for the apparent sensitivity of the tri-iodide ion to its
_crYstalline environment, and the eventual coalescence of these ideas
in the crystal field/molecular orbital studies pioneered by Nunn [1964]
and Brown and Nunn [1966] and subsequently extended by Migchelsen and
vos [1967]. In that Chapter the comment was also made that the rela-
tive arrangement of I; ions in CsI3 and NH4I3 was reminiscent of the
arrangement. of iodine molecules in crystalline iodine. These points
will now be re-examined in some detail in the light of the structural
data accumulated iﬁ the course of this study, paying particular attention
to their relevance to the'hydrated tri-iodide KI3.H20. A necessary
part of this examination is an evaluation of the applicability of
crystal field theory to the tri-iodide case, in view of the criticisms
which have been directed at this theory in the field of transition
metal chemistry. In the discussion which follows considerable
reference will be made to the structural data for the tri-iodides which

is summarized in Section 4 of Chapter 1, and to the new data presented

in Chapters 4, 5 and 6.

7 - 2 Covalent interactions

The straightforward application of crystal field theory'has Been
shown to be inadequate in the field of transition metal chemistry, as
it takes no account of the partially covalent nature of the interactions
between the central metal and its surrounding ligands. Another inade-
quacy is that crystal field theory treats the ligand atoms as point
charges and»not as e*tended electronic systems of a size and complexity

comparable with the central metal (Cotton and Wilkinson [1972]). The
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tri-iodide anion is made up of atoms with very extended electron clouds,
and in a tri-iodide such as CSI3 the electronic system of the cation is
of comparable size. It might be expected as a consequence that the
crystal field approach would provide an even more inadequate basis for
a theoretical understanding of the bond-length variation and stability
of tri-iodide anions than it does for explaining metal-ligand inter-
actions in transition metal complexes, and that the true explanation of

the observed variation in geometry and stability of 13 ions is to be
sought in covalent interactions between the extended electronic clouds

of the anion and the cation.

It should be noted at the outset that in the case of transition
‘metal complexes the crystal field usually émployed is a £Local one,
involving only point changes at the ligand sites, whereas the crystal
fieid considered in the tri-iodide case is é lattice field generated by
appropriate point charges placed at all the étomic sites in the crystal.
In the latter case thé field is more properly termed a crystal field,
and in the theoretical studies already mentioned (Nunn [1964], Brown and
Nunn [1966], Migchelsen and Vos [1967]) it was necessary to resort to
special numerical techniques (i.e. Ewald's method for lattice sums
(Ewald [192;])) for its evaluation. None the less, as the nearest
neighbour charges make a significant contribution to the final value of
the crystal field, it may prove necessary to give some attention to the
éossibility that mechanisms other than simple electrostatic interactions
may be responsible for the observed variations in bond length among tri-
iodide ions.

‘This hypothesis can be tested by considering the case of the two
crystalline modifications of tetraethylammonium tri-iodide (¢§. Chapter
1, Section 1 - 4 - 3). As alkyl groups are substituted for the ammonium

hydrogen atoms there will be little delocalization of positive charge
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over the hydrocarbon chains, and the cafion in these compounds will be

a good approximation to a point positive charge. In this case we
cannot expect significant covalent cation-anion interactions, yet
modification II of (C2H5)4ﬁ13 contains two crystallographically distinct
asymmetric t;i-iodide ions of diffefent geométry. Even so, the same
compound presents certain difficulties for the crystal field approach,

as modification I of (C_H_) NI_ contains two distinct symmetric tri-

254 3

iodide ions which have significantly different bond lengths.

7 = 2 - 1 The symmetric I: case

The crystal field-variable electronegativity self-consistent field
(CF-VESCF) molecular orbital calculations of Migchelsen and Vos [1967]
indicate that these anions experience a symmetric crystal field, and it
is known froﬁ model calculations performed by Wiebenga and Kracht [1969]
that the bond order and hence the bond distance is not affected by
symmetric fields. Runsink et alil{ [1972] suggest that the only
remaining mechanism which can be invoked to explain the bond-length
variation in this case.is covalent anion-anion interaction between neigh-

bouring I3 ions. Although the distances involved are large (> 4.0 A°),

it can be seen from Fiqure 7 - 1, in which the S5p-sigma overlap integral
calculated for Slater-type iodine 5p orbitals (see Appendix D) is

plotted as a function of internuclear separation, that even at 5.0 A°

there is some overlap between the 5pz orbitals.

If this mechanism does in fact account for the variation of the bond

lengths of the syﬁmetric anions in (C2H5)4NI - I, then the bond lengths

3

should show some dependence on the value of the overlap integral at the

anion-anion separation in question. In Table 7 - 1 the value of SS

po
bond length, the overlap

at this separation is given together with the I3

integral values being taken from the same calculation used to prepare

Figure 7 - 1. The Table includes a zero value for S5 between I. ions

po 3



Table 7 - 1

‘Spo overlap integral for anion-anion separations

in tri-iodides with symmetrical I, ions

3
‘Compound ’ ) Bond Length Anion-Anion ’ Overlap integral
(-] N : o
(A®) Separgtlon (A%) ,SSpo
(C2H5)4N13-IB* 2.943 4.14% 0.0408
(C,H) NI ~IA 2.928 4.722 0.0136
_ b ‘
(CgH) AT, 2.920 >5.0 0.0

*  Two independent ions

Migchelson and Vos [1967T

Mooney-Slater [1958]

.§o0¢
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in tetraphenylarsonium tri-iodide, as the symmetric anions in this
compound are well separated and may be regarded as being completely
isolated from each other. The data presented in Table 7 - 1 are
plotted in Figure 7 - 2 and it can be seen that the relationship
‘between the bond length and anion-anion 5pc overlap integraltis
linear; The data is too sparse for this to be more than indicative
of the form of the relationship; confirmation must await either
structural analy;is of more tri-iodides containing symmetrical I; ions

in the en echelon arrangement, or information from some other independent

line of evidence.

Although the possibility of covalent cation-anion interactions in
the tetraethylammonium tri-iodides can be reasonably discounted, there
is the possibility that anion-anion interactions are responsible not
only for the bond-length variation among the symmetric anions for whichl
crystal field effects cannot be responsible, but also for the variation

observed among the asymmetric I3 ions.

7 - 2 -= 2 The asymmetric I: case
~

Modification II of (C2H5)4NI3, and the tri-iodides of caesium,
rubidium, potassium and the ammonium ion all possess the en echelon
arrangement of asymmetric I; ions which makes it possible for the bonding
p-orbital of the terminal atom of one anion to overlap the noﬁ-bonding
p-orbital of the central atom of the other. In each case one anion is
asymmetrically disposed between the two lying perpendicular to it, so that
one. terminal atoﬁ is closer to the central atom of the neighbouring anion

than is the terminal atom at the other end of the ion (see Figure 7 - 3).

In modification I of (C_H_) NI

oHg) 4,NI4 the symmetric anions are symmetrically

disposed between their neighbours.

" If anion-anion interaction is the sole agent responsible for modify-
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Figure 7 - 1. The 5po overlap integral as a function of

internuclear separation >3.5 A°.
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5pc overlap.
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ing the length of the I-I bond, and if the functional relationship
between bond léngth and p-orbital overlap is that suggested by the
nbym/SSpc plot presented in Figure 7 --2, then it mighf be expected
that the longest bond of the.asymmetric ion should be that linking the
terminal atom which makes the closest approach to the central atom of.
the neighbouring anion. The inter-iodine distances for the relevant

structures are given in Table 7 - 2, and these show that, in fact, in

all cases precisely the opposite situation prevails.

This does not prove that anion-anion interactions do not occur
betweén the I; ions in those compoﬁhds which possess asymmetric anions,
but it does show'that some further agency operates in determining the
observed bond-length variation, and further that this agency over-rides
the effect of the anion-anion interaction to produce a resultant modifi-

cation which is opposite in sense to that which would be generated by

anion~anion overlap.

If it can be shown that the crystal field effects will produce
bond-length changes of the right kind, and in particular if it can be
demonstrated that the forces involved are of the right order of magni-
tude, then on the basis of the test case fortunately presented by
modification II of (C2H5)4N13' in which the cation is a good approxima-
tion to a point charge, the principle cf Occam's Razor (Occam [1495]5

will allow the hypothesis that cation-anion interaction is the respons-

ible agénéy to be ruled out of consideration.

7 - 3 The Crystal Field Approach

The Migchelsen and Vos results for the CF-VESCF calculations
performed for modification II of (C2H5)4NI3 and CsI3 are presented in
Table 7 - 3; the bond lengths for the asymmetric I; ions of these

compounds are given together with the potentials developed at the terminal



Compound

*
(C.H_) NI_-IIA

254 3

(C2H5)4NI3-IIB

*

.1.

Two independent ions.

Table 7 --2

Inter-iodine distances for structures containing

asymmetric I; ions

(The atomic numbering is that of Figure 7-5)

rlz(A°) 11--~12*(A°) r32(A°) IyeeeI,
2.892 4.100 2.981 5.237
2.912 4.240 2.961 4.483
2.842 4.029 3.040 4.575
2.792 3.910 3.016 4.835
2.802 3.880 o 3.112 4.842
2.790 4.062  2.895 4.442

I-++*I represents the shortest distance between a terminal iodine

and the central iodine (Iz) of the nearest neighbouring anion.

Reference

Migchelson and Vos [1967]
Migchelson and Vos [1967]
Runsink et alid [1972]
This work
This work

This work

01¢



Table 7 - 3

CF-VESCF results for asymmetric I3 ions

T. Migchelson-and A. Vos [1967]

(The atomic numbering is that of Figure 7 - 5)

éompound ' r12(§°) r32(A°)' Vl-Vz(volts)
(C2H5)4NI3—IIA* 2.892 2.981 0.022
(C,H) NI -IIB 2.912 h 2.961 0.072
CsI, 2.830 3.040 -0.236

*
Two independent ions

V3—V2(volts)
0.379

0.174

.1.030

112
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atoms with respect to the central atom by the self-consistent crystal
field. In Figure 7 - 4 the bond lengghs are plotted against these

. potential differences, and although the scatter of points about the
least-~squares line fitted to these data is considerable, there are
some grounds forApresuming that there is a systematic relationship
between these quantitigs. Surprisingly, the undérlying reiationsﬁip
appears to be linear; at first sight this is an unexpected result, as
some nonlinearity due to interaction between the two I; bonds might
"have been anticipated. However, this interaction has already been
accounted for in the VESCF calculatiqn performed to determine the
charge diétribution over the anion prior to carrying out the Ewald

summation for the crystal field.

Before this possible systematic relationship can be investigated
further, it is convenient to devise a parametgr which expresses the
asymmetry of the field over the anion in a manner which éllows a more
direct comparison of field asymmetries to be made than is possible by
a_consiaeration of the potential differencés given in Table 7 - 3.
Also, the examination of the symmetric anions carried out iﬁ the
previous Section showed that anion-anion interactions were responsible
for significant changes in the bond length of these ions. There is no
a priorndl reason why such interactions may not also oéerate betweén‘
asymmetric ions, and this effect shquld be taken into consideration
when treating the effect of an asymmetric crystal field upon the tri-

iodide bond lengths.

For this purpose the caystal §ield asymmetry parameter, o, is

defined as follows in terms of the potential differences between the

central and terminal iodine atoms. In the case of symmetric I3 ions

the potentials developed by the crystal field between each terminal

atom and the central atom are identical. Using the atomic numbering
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Figure 7 - 4. Potential difference between the terminal and

central iodines as function of bond length.
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given in Figure 7 - 5, this can be written

v, =V, = v, = oV, = Uy -

. )
For asymmetric anions an average potential difference, AV , is defined
as the difference between the mean potential at the terminal iodines

and the central iodine,

AV = % (V1 + V3) - V2

it follows that

In the symmetric case, as Vl = V3,

AV = AVlz = AV32.

The asymmetry parameters for the potential differences between the

terminal atoms and the central atom could be expressed in terms of the

ratios

L} L]

@, = AV12/AV

L} V L}

and @ 4, = AV32/A ,
1 L] .
in which case, for asymmetric fields o 12 = @ 3 = 1,0 and for
[} 1]

asymmetric fields a # o . # 1.0. As however it is more

12 32

convenient if a symmetric crystal field is regarded as having asymmetry

parameters of zero, a more workable set of parameters is defined by the

relations
] V VI
@, T @ g, 1 = (A 12/A ) - 1
t V Vl
Gay = O 45 T 1 = (A 32/A ) -1
in which case, for a symmetric field a12 = a32 = 0, and for an
asymmetric field alz = —a32 # 0.0. " Table 7 - 4 represents‘the data

of Table 7 - 3 expressed in this form.
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Figure 7 - 5. The bond and atom labels used in Section 7 - 3.



Compound

*
(C2H5)4N13-IIA

'(CZHS)ANI3—IIB

CsI3

Two independent ions

Table 7-4

Asymmetry parameters for three asymmetric 13- ions

(The atomic numbéring is that of Figure 7-5)

ry, (%) ry, (%) AV, &V3,
2.892 2.981 0.022 0.379
2.912 2,961 ~0.072 0.174
2.830 3.040 -0.236 1.030

AV

0.2005

0.123

0.379

12
-0.890
-0.415

-1.594

32
0.890
0.415

1.594

912
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Turning now to the anion-anion effect; the linear relationship

displayed in Figure 7 - 2 may be expressed by the equation

= + .
kaa heq 0.5619 S

where naa is the bond length after extension by anion-anion interaction,
neq is the bond length of the 'isolated' anion in (C6H5)4ASI3 and S is
the value of the 5pc iodine—iodine overlap integral at the anion separa-
tion in question. In conjunctioﬁ with the data for asymmetric anion-
anion separation's given in Table 7 - 2, the theoretical geometries for
these three anions due to anion-anion interactions alone may be calcul-
ated; the results of these calculations are given in Table 7 - S.
Assuming that the crystal field effect accounts for the difference, AX,
between the observed bond lengths and the theoretical bond lengths
'resulting from anion-anion interaction, and further that the relation-
ship between bond length change and field asymmetry is approximately
linear, as is suggested by Figure 7'- 4, then a plot of M against o
should be a straight line. The available values of At and o are
collected in Table 7 - 6 and the plot is presented in Figure 7 - 6.

From this Figure it can be seen that the bond length change exhibits a
liﬁear dependence upon the field asymmetry parameter. The linearity
of the dependence is remarkable in'view of the approximations involved
in the CF-VESCF calculations from which the interatomic potentials have
been derived. Not only is the form éf the relationship as anticipated,
but alSo‘the bond length changes are cf the right kind in that large

changes are associated with large |a|.

It is . thus possible to form a general equation for the tri-iodide
bond length in the en echelon environment which incorporates both the

anion-anion effect and the field asymmetry effect, namely

= = + 0. £ 0. ;
n Rog + D1 Roq * 0-5619 S £ 0.0666 la|;
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Table 7-5

Theoretical asymmetric I3- geometries due to

anion-anion interaction

(The atomic numbering is that of Figure 7-5)

-]

Compound rlZ(A )
*

(C2H5)4N13-IIA 2.945

(C2H5)4NI3-IIB 2.939

CSI3 , 2.948

N .
Two independent ions-

32(A )
2.923

2.932

2.930
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Table 7-6

Bond Length differences and asymmetry parameters

Compound rlz(A°)~l~ a5, Ar32(A°) g,

(C2H5)4NI3-IIA* » -0.053 = -0.890 0.058 0.890
(c2H5)4N13-;13 -0.027 -0.415 0.029 0.415
CsI, -0.106 -1.594 . 0.110 1.594

t _ -
Ar12 = r12 (observed) r12 (theoretical

* i
Two distinct anions
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this equation has two solutions for the asymmetric field case, and
only one for the symmetric field ease when o vanishes. It should be
noted that nothing can be predicted about: the validity of this
relationship for I; environments other than the en echefon arrange-
ment found in the tri-iodides discusse& heré,

This analysis would suggest that in this situation the tri-iodide
bonds behave as if they followed Hooke's Law, the ggometry of the
'isolated' ion being deformed by an amount which is linearly dependent
upon the deforming forces. The Hooke's Law behaviour of interatomic
bonds is an assumption more usually encountered in the context of the
analysis of molecular vibrations. In this case it should be emphasised
that the analysis of the bond length changes has not been carried éut in
terms of deforming forces, but rather in terms of quantities (S, o)
which themselves seem to be linearly related to these forces. The
presence of two force constants in the general equation derived above
is explained if the forces have quantitatively different dependence on

S and a.
A model of the I; ion in which the bonds obey Hooke's Law suggests

that Anlz, An32, the differences between the observed tri-iodide bond

lengths ghd that found in the 'isolated' anion, may be used as coordin-.
ates which would determine the position of the anion in a two-dimensional
strain domain. Such a map would provide a fresh perspective on the
question of the relationships among the tri-iodides under discussion.

Al for (C_H ) AsI_, (C_H_ ), NI_,

In Figure 7 - 7 the values of Anlz, 32 65 4 3 oHg) ,NI5

CsI RbI3, NH,I_ and KI_.H_O have been used to prepare such a map.

3’ 473 372

Detailed consideration of this diagram will be made below, but some

points may be mentioned here; the anion in RbI3 is strained to an

" extent intermediate between that of the KI3.H2O anion and that of

NH4I3, similarly, CsI3 falls between the most strained (C2H5)4NI3 anion
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and NH4I3. Also, if distance from the point representing (C6H5)4ASI3

can be roughly correlated with stability, the point for KI3.H20 would
be expectéd to be more remote from this point than that for the more

stable ammonium tri-iodide.

The analysis presented here is suggestive, but it rests upon a
very small number of cases. Before it can be seriously used as an aid
to intérpretation and understanding it should be supported by more data.
In this connection, it is unlikely that fufther crystallographic work
will do more than extend the number of knowﬁ symmetrical I; ions, as
the lighter alkali polyiodides probably contain anioniq groups which
are more complex than the simple tri-iodides (see Section 1 - 1), and
the substituted ammonium tri-iodides are unlikely to contain asymmetric
ions unless they crystallize in more than one modification (like
(C2H5)4NI3). Further, the'foregoing analysis gives no indication of
the magnitude of the forces arising from the anion-anion and field

asymmetry effects, and this question is not likely to be answered solely

by the accumulation of structural data.

Fortunately, an independent body of evidence can be found in the
infrared/Raman spectral data for this family of compounds. This
provides some confirmation for the analysis presented here and also

allows the order of magnitude question to be investigated.

7-- 4 The infrared/Raman data

The Hooke's Law behaviour §f the tri-iodide ion can be investigated
by makiné use of the infrared/Raman spectral data for these compounds.
The atomic vibrations which give rise to resonant absorptions in the
infrared region of the spectrum or to Raman shifts of the wavelength of
incident radiation are normally treated by considering the atomic

system to be a linked set of harmonic oscillators in which the restoring
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forces are assumed to obey Hooke's Law. In the simplest treatment
an analysis of the normal vibration modes derived from the spectra
allows a determination to be made of the values of the force constants
defining the Hooke's Law behaviour of the bonds linking the vibrating

atoms.

In the I; case, if the appropriate force constants were available
it would be possible to determine the magnitude of the forces required
to distort the 'isolated' anion into the geometries found from the

structural analyses of (C2H5)4NI3; CsI RbI, NH,I_ and KI_.H_O. 1f

3’ 473 32

these forces turn out to be of the same order of magnitude as those
operating as a result of, say, the field asymmetry effect, then the
analysis presented in the previous section would be well substantiated.
A further check would be provided by the linear relationship between
deforming force, 6, and the bond length change AX. By using the
deforming,fdrces, 612 and 632, calculated from the infrared/Raman force
constants to pfepare a map similar to Figure 7 - 7, the same relative

arrangement of points should be reproduced with the only difference

being one of scale.

The infrared and Raman spectra of a large number of trihalide
compounds have recently been redetermined by Gabes and Gerding [1972].
In their work they'indicate that force constant calculations based upon
-their observations are to be published, but these had not appeared in
the literature at the time of writing. As a result, it was necessary
to_perform a force constant calculation for the I; ion. Unfortunately,
Gabes and Gerding did not include (C6H5)4AsI3 in their study, so that
the force constants could not be calculated for the 'isolated' symmet-
rical anion. However, the spectra of (C2H5)4NI3 and (C4H9)4NI3 were

recorded, so the calculation could be made for compounds which contain

symmetric or near-symmetric anions.
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The symmetric 13

anion exhibits th symmetry and consequently has
one Raman active vibration mode (vl, symmetric stretching mode) and two

infrared active modes (v2, doubly degenerate bending mode and v the

3!
asymmetric stretching mode). The force constants defining the bond

stretch are given in this case by the equations (Maki and Forneris

[1967])
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where'c is the velocity of light, p is the recip;ocal atomic mass of the
iodine atom, k is the stretching force constant and k12 is the constant
defining the interaction of the bond length changes. This last constant
is positive if the lengthening of one bond is accompanied by the short-
ening of the other and negative if the extension of one bond causes the
extension of the other.  From these formulae and the absorption

frequencies observed for the two substituted ammonium tri-iodides the

two force constants were calculated to be

k

k12

0.575 millidyne/A°

0.325 millidyne/A°

1]

These values compare well with those reported in the literature for
other trihalide species (IClz-, IBrz—, 12Br—, etc. - see Appendix D,
Table D - 3). Using these values and an interactive procedure, the
forces required to deform a symmetric anion with bond lengths of 2.920
A° into the observed configurations were calculéted. (Details of both

calculations are given in Appendix D). The calculated deforming

forces are given in Table 7 - 7 for each anion configuration so treated.

Taking the I3 ion (C2H5)4HI3 - IIA as the anion least affected by

anion-anion interaction, the force acting on a terminal iodine due to the
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Table 7 - 7

Forces required to distort the 'isolated'I; ion

into the observed geometrical configurations

Compound rlz(A°) r32(A°) flz(millidyne)f f32(miliidyne)v
(C2H5?4NI3-IA* 2.928 2.928 0.00476 0.00476
(C,H) NI ~IB 2,043 2.943 0.01343 0.01343
(C,H) NI ~IIA 2.892 2.981 -0.01660 0.03504
(C,Hg) NI -IIB 2.912 2.961 | -0.00781 0.02356
CsI, 2.840 3.042 -0.04614 0.07019
-RbI3 2.791 3.016  -0.07422 0.05505
NH;I3 | 2.805 3.112 -0.06641 0.11023
KI,.H,0 2.790 2.895 -0.07813 -0.01074

Note that positive forces correspond to bond extensions,
negative forces to bond contractions.

* Two independent ions.
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asymmetric crystal field can be calculated approximately from the

eéuation
§ = (Qx AV x1.602 x 102y /% aynes

where Q is the charge in units of electronic charge on the atom in
question. For this ion Q3 is calculated by Migchelsen and Vos to be

-0.54, so that

-2
= (Q3 X AV32 x 1.602 x 10 “)/n

632 32

- -0.54 x 0.379 x 1.602 x 10 12/2.981 x 1078
-4
= -0.109 x 10 dynes

= -0.0109 millidynes.

Neglecting the difference in sign, which is a consequence of the diff-
erence in definition of contracting and extending forces, this is of

the same order of magnitude as the distorting fo?ce calculated from

the force constanté (623 = 0.03504 millidyﬁe) for this bond length
change. Thus the hypothesis that the tri-~iodide bond length changes
are due in part to the effect of the asymmetric crystal field perturbing
the anionic electron configuration is supported by the infrared/Raman
evidence. Finally, in Figure 7 - 8~£he diagram produced by plotting
612 against 632 for each anion is presented; the similarity of the.
arrangement of points to that of Figure 7 - 7 is immediately obvious.

It now remains to discuss- the significance of these conclusions for the

I.. e.
‘K 3 H20 case

7 - 5 The Potassium Tri-iodide case

The foregoing analysis allows the astmetry of the electrostatic

field at the anion site to be identifiea with some confidence as a

major influence governing the stability of the I3 ion in the tri-iodide
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lattice. Increasing field asymmetry is accompanied by a movement

of the ceﬁtral iodine towards one end of the I; unit so that
geometrically the anion more closely approximates an iodine molecule
with an iodide ion in close association. This trend is accompanied
by a decrease in the stability of the compéund'(cﬂ. Chapter 1,
Section 1 - 2.). As well as this destabilizing influence, attention
has been drawn to the stabilizing effect of interactions between
neighbouring I; anions. The overlap of p-orbitals on the terminal
atoms of an anion with those on the central atoms of neighbouring

anions - made possible by the en echelon arrangement - is evidently

accompanied by an extension of both I3

'bonds and makes possible
electron delocalization over the entire anionic layer. One mani-
festation of this electron delocalization is thg two-dimensional
semiconduction of layered polyiodides reported by Kawai, Kiriyama
and Uhida [1965]. For a given tri-iodide, with a structure based
upon the layered ¢n echelon motif; the stability of the compound and

the geometry of its anions will depend upon the balance struck between

these stabilizing and destabilizing interactions.

In the case of KI3.H20 it is to be expected that the gradient of

the crystal field over the anion site will not have the same character
as that calculatzd for the simplé unsolvated tri-iodides. In this
compound the cation is displaced out of the anionic plane, and the
planes themselves are further apart. Also, the water molecule.ih éhe
interlayér space will itself be polarized by its environment and as a
result Will make its own contribution to the electrostatic field
experienced by the anion. This expectation is supported by the

position of the point corresponding to potassium tri-iodide in Figure

3 bond lengths is nbt very different

7 - 7 in‘KIB.HZO one of the I

from the value -of 2.92 A° assumed for the 'isolated' anion, and the
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other is markedly shorter. In this respect the KI .Héo geometry

3
differs from that of the other simple tri-iodides for which data is
available, in that all other anions show at least one bond wigh a
length greater than 2.92 A°. It should also be noted that anion-
anion interacﬁion in the anionic layers of potassium tri-iodide will
be of considerable significance as the average anion separation is

smaller for this structure than for all the other known simple tri-

iodides. .

Taking the distance of a point from the origin of Figure 7 - 7
(or Figure 7 - 8) as a measure of the total strain exhibited by the
anion represented by that point, and making the assumption that this
distance may be used as a foﬁgh measure of stability, it appears that
KIB'HZO should be more stable than both NH4I3 and RbI3. That this
conclusion is at variance with the chemical evidence may point to a
failure in the correlation of anion geometry and stability. On the
other hand, it is more likely that it indicates.that the instability
of -solid KI3.H20 is due not so much to the electrostatic stresses
acting on the anion but rather to the locafion.of the coordinated
water molecule in the relatively open interlayer space. Potassium

tri-iodide should perhaps be best regarded as a stable tri-iodide but

.an unstable hydraﬁe.

‘The large interlayer spacing of KI3.H20 would allow water moleculés
to move within, and eventually be lost from the interlayer volume, as
a consequence of increasing ﬁhermal motion accompanying a rise in
“temperaturé.  The low incongruent melting point of this compound can
then be seen as a reflection of the low tolerance of the structure to
any dgross Aisturbance of the cation-solvate substructure. The marked

tendency of crystals of KI3

'HZO to deliquesce in the open can be

explained on the same grounds. ‘Atmospheric water molecules would have
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little difficulty in penetrating the structure through the interléyer
space to reach the cation site. As the potassium cation is thought
to retain four water molecules in its coordination sheath when in
solution (Kavanau'[1964]), and because these could not all be
accommodated at the cation site without disrupting the anionic layer,
increasing cation solvation is accompanied by dissolution of the

crystal.

The structure adopted by solid KI3.H20 is éne,in which the
destabilizing influence of the crystal field is minimized by an
increase in the spacing of the anionic layers made necessary by the
need to accommodate the cation solvate molecule in the structure.
Coordination between the solvate moleculé and the cation displaces the
latter out of the plane of the anionic layer; this has the effect of
allowing the anions to draw closer together with the result that the
destabiiizingvinfluence of anion-anion interaction is enhanced. The
overall stability of the solid is primarily controlled by the vulner-

ability of the cation-solvate substructure to the gain or loss of

solvate molecules.

7 - 6 Extension to other Polyiodides

The interpretation of the relationship between the structure and
stabiliéy'of crystalline potassium tri-iodide presented abové can be
.extended to other polyiodides, whether solvated or not, and in principle
should also be applicable to all polyhalides.. Indeed,.it should be
of general validity for all tﬁose compounds which inc¢lude molecular
groups'within‘which the bonding is sufficiently weak for it to be
disrupted by electrostatic forces of the same order of magnitude as
average crystal fields; thé polyhalide family being convenient

exemplars of this class. In the most general terms, the crystalline
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structure of such ¢compounds will be those in which the charged species
are arranged in space so that the disruptive effects of the crystal
field are minimized, and any cooperativé interactions among the
éomponents of the compound which stabilize the weakly bonded entity
are maximized. Among the polyiodides the following possible stabili-
zing interactions may be identified: the anion-anion intéractions
already mentioned, anion-solvate interactions of the charge transfer
'typé, cation-solvate and solvate-solvate interactions leading.to the
development of substructures contributing to the overall stability,

and combinations of these major types.

7 - 6 - 1 The anion-anion interaction

The ubiquity of the en echelon arrangement of the I; anions in
the simplé tri-iodides and related trihalides suggests that the
contribu;ion made to the overall stability by anion-anion interactions
is very significant. This structural motif is obviously related to
the molecular arrangement found in the crystalline solid halogens.
Unlike fluorine, which exhibits polymorphism in the solid state
(Jordaﬁ, Streib and Lipscomb [1964], Meyer, Barrett and Greer [1968]),
iodine (Townes and Dailey [1952]), bromine (Kitaigorodskii, Khotsyanova
and Struchkov [1953]) and chlorine (Collin [1952, 1956]) all crystallize
in isomorphous latﬁices with the symmetry of space group Cmca.. The
halogen molecqles lie in planes normal to the a-axis and the arfangement
of-the holécules is that shown in Figure 7 - 9. Townes and Dailey
first remarked ﬁhét in iodine the relative orientation of the molecules
and the fact that nearest neighbours in the plane are closer than the
sum of their van der Waals radii could be taken as evidence of inter-
molecular bonding within the plane. Bersohn [1962] used a simplified
quéh orbital approach to investigate the intermolecular bonding in

crystalline iodine and showed that 5p-electron interactions between
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2
structure of solid iodine. The unit cell

Figure 7 - 9; ' The arrangement of I, molecules within the layered

translations are indicated.
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neighbouriqg iodine molecules in the plane could account for the
lattice energy, conductivity, nuclear quadrupole coupling and the
electronic spectrum of the solid. Rosenberg [1964] used Bersohn's
model but reyised the treatment; his estimates of the same physical
properties also supported the hypothesis that intermolecular bonding
involving 5p-electron aelocalization is present in crystalline iodine.
Although similar theoretical investigations do not appear to have been
carried out for bromine, Yamasaki [1962],Hillier and Rice [1967],
Nyberg [1968] and Suzuki, Yokoyami and Ito [1969] have studied chlorine;
and the results of these investigations similarly confirm that inter-
molecular bonding is also significant in solid chlorine and accounts
for some 5 - 25% of the total lattice energy. As a result of their
study, Hillier and Rice'eonclude that charge delocalization is
important in determining the cohesive energy of molecular crystals for

which there is a non-vanishing overlap between molecules,

In Figure 7 - 10 the characteristic en echefon arrangement of the
tri-iodide layers has been drawn to the same scale as Figure 7 - 9.
The geometric similarities between these two arrangements,’taken
together with the arguments presented in Section 7 - 2 lead to the-
conclusion that anion-anion interaction involving the delocalization
of Sp—electrons over the anionic network not only contributes to the
stability of the tri-iodides in the solid state, but that in the absence
of over-riding effects due to the presence of solvate molecules in the
lattice, this interaction should be regarded.as the dominant influence
shaping the crystal chemistry of these compounds. Where the final
crystal structure is not controlled by solvate-solvate, cation-solvate
or anion-solvate interactions, the components of the compound arrange
" themselves to achieve the maximum anion-anion interaction consistent
witﬁ the minimization of the electrostatic field asymmetry at the anion

sites.
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Figure 7'- 10; The arrangement of I; ions within the layered

structure of an orthorhombic tri-iodide.
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It is highly probable that this principle holds true for the
higher polyiodides as well. The anionic arrangement within the

layers of (CH3)4NI is shown in Figure 7 - 11 to the same scale as

5
Figures 7 - 9, - 10. In this case interactions between anions would
involve overlap between p-orbitals on the jodine at the apex of the
V-shaped anion and those on terminal atoms of the neighbouring anions.
The structural data for even higher polyiodides is sparse, but when
the available data.is compared against this background, the impression
is that the anions are arranged in two- or three-dimensional networks

in which the number of p-orbital overlaps between neighbouring anions

is large.

Useful experimental evidence of the magnitude of the anion-anion
interaction might be obtained from measurements of the diamaénetic
anisotropy of polyiodide single crystals. Tri-iodides and penta-
iodides, in which the anions are arranged in layers, should show
differences between the magnetic susceptibilities measured with the
field normal to and parallel with the anionic plane if significant

electron delocalization occurs among the anions.

7 - 6 -~ 2 The solvate-anion interactions

As well as the contribution to lattice stability arising from
electron delocalization among overlapping anions, it is necessary to
consider the related mechanism in which delocalizing interactions are

presumed to occur between anions and neutral solvate molecules. Like

the anion-anion interactions, the question of solvate-anion interactions

"can be approached by making use of the halogen molecule case as a model.

A large family of addition compounds in which halogen or interhalogen

molecules and organic molecules crystallize together as definite species

is known. The structural chemistry of these halogen addition compounds

has been éxtensively investigated by Hassel and his co-workers, and a
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representative group of the compounds for which structural data is
%vailable have been collected together in Table 7 - 8. As a group,
these compounds are characterised by low stability; melting accomp-
anied-by decomposition commonly taking place below o°c. These
'compounds'are not clathrates, as there is no structural evidence for
the,devélopment of 'cages' within the lattice, and they possess
definite simple stoichiometries. The reported structural data shows
that the common feature of this family of compounds is .the close
association of a halogen and an organic molecule to form either a
paired group or a chain in which the two molecules alternate. An
.example éf the latter type is afforded by the isomorphous addition
compounds of benzene with chlorine or bromine. In both_benzene.cl2
and benzene.Br2 alternating chains of beniené and halogen molecules

run through the structure with the halogen molecule lying on the six-
fold axié of the»benzene ring. In these two compounds, as well as in
the other mentioned in Table 7 - 8, the halogen-halogen hond is slightly
longer than that found in the free molecule (Hassel and Rgmming [1967]).
The organic molecules which form these addition compounds are aromatic
hydrocarbons, ethers, ketones, amines and alcohols. It is significant
that with the exception of the alcohols, the organic molecuies known to

solvate polyiodides are drawn from the same classes (cg. Table 1 - 2).

It is also of significance that two compounds which were first
thoﬁght to be halogen addition compounds were subsequently shown byl
structural analysis to be polyhalides. The first of these, piperazinium
’di-dichlqroiodide, C4H14N2(IC12)2, (Rgmming [1958]) contains linear
asymmetric IC1; ions arranged in chains with pairs of anions alternating
with piperazine molecules. As already mentioned in Section 1 - 4 - 12,
it is pO;sible-that compounds of this type contain the cation H3o+; in

this case there is no structural evidence for associating the protons

with the'organiC‘éomponent of the structure. The compound is prepared
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TABLE 7 - 8

Halogen addition compounds

Comggund

2 (methyl alcohol).Br

acetone.Br2

1,4-dioxane.ICl

1,4-dioxane.Br2

l,4-dioxane.Cl2
1,4-dithiane.212

dibenzylsulphide.I2

1,4-dise1enane.212

tetrahydroselenophene. I

benzene.Br2

benzene.Cl2

pyridine.ICl
4-picoline.I2
trimethylamine.I2

trimethylamine.IC1l

hexamethylenetei:ramine.2Br2

2

Reference

Groth and Hassel [1964]

Hassel

Hassel

Hassel

Hassel

Chao and McCulloch

and Strgmme [1959c]

and Hvoslef [1956]

and Hvoslef [1954]

and Strgmme [1959a]

[1960]

Rgmming [1960]

Chao and McCulloch

Hope and McCulloch

Hassel
Hassel
Hassel

Hassel

{1961]
[1964]
and Strgmme [1958]
and Strgmme [1959b]
and Rgmming [1957]

[1957]

Strgmme [1959]

Hassel

and Hope [1960]

Eia and Hassel [1956]
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from aqueous solution and in the absence of any analytical data, the
possibility that the organic molecule is not the cation cannot be
ruled out; this possibility will be considered in further detail
Below. The situation is much clearer in the case of the compound

originally formulated as pyridine.2I_ (Hassel and Hope [1961]). The

2
structural analysis of this species showed that it should be more
properly be formulated as the hepta~iodide of the dipyridine iodinium
cation: [(CSHSN)ZI+]I;. The hepta-iodide anion is built up of a
loose association of I; and 12 groups, as in (C2H5)4NI7 (Havinga and
Wiebenga [1955]). This compound is of interest in that it is a high
polyiodide of a complex iodinium éation, and also because it gives
additional dimensional information about the hebta-iodide anion. The
fact that a structural analysis was required to place this compound
among the polyiodides points to the similarity iﬁ general physical and

chemical properties between the halogen addition.compounds and certain

of the solvated polyiodides.

The resemblance between these two groups is perhaps most striking
for the well characterised benzene solvated polyiodides. This group

includes 2CsI._.3benzene, Rb19.2benzene, RbI

° .2(benzene) and K19.3(benzene);

7
two other benzene solvated potassium polyiodides are listed in Table

1 - 2, but the evidence for their existence is less convincing (Grace
[1933])f The role of the benzene molecule may be nothing more than the
passive one of providing a means of increasing the spacing between
anionic layers with a consequent reduction in the electrostatic field
asymmetry at the anion sites. However, if these compounds can be
related to the benzéne addition compounds of bromine and chlorine, as
seems probéble, then the benzene molecules would play a more active part
in étabilizing the lattice through solvate-anion interactions; It does

not appear likely that the structure of C HSIClz(Archer and Schalkwyk

6

[1953]) - in which the benzene molecule is bonded to the central iodine
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of tﬁe linear ICl2 group - can be used as a model for the benzene
solvated polyiodides. Therefore, by analogy with the known structures
of the addition compounds, it is'expected that these compounds would
have structures based on a motif in which I; units and iodine molecules
alternate with bgnzene molecules, the latter lying with the plane of
-the ring normal to the long axes of the halogen groups so that inter-
actions between the aromatic m-system and the extended p-orbitals of
the iodine atoms would be maximized. Structures with a strong
resemblance to ferricinium tri-iodide (Bernstein and Herbstein [1968] -
cf. Section 1 - 4 - 5) could reasonably be anticipated. Plausible
structures based on this model which account for the relative increase
in benzene solvation encountered in passing from the ennea-iodide of
caesium to that of potassium can be developed; despite the expected

experimental difficulties, a structural investigation of this series

of compounds would be very useful.

Snook [1967] has presented some spectral data which may be indica-
. tive of solvate-anion interactions in polyiodides. As part of a study
of the polyiodides of calcium he prepared é number of doubly solvated
calcium hexa-iodides and measured the infrared transmission and the
UV/visible reflectance spectra of three of these, namely
.4H2d.6(benzamide), Cal

Ca16.6H20.6(succinimide), cal .4H20.4(diethyl-

6 6

oxalate). In the infrared spectra marked changes in the intensity of
the organic solvate absorptions were noted, together with damping of
the charécteristic carbonyl absorptions and splitting of others. 1t
is ah open question whether these changes should be attributed to the
presence of anion-solvate or solvate-solvate (hydrogen bonding?) inter-
actions. In the UV/visible reflectance spectra (méasured over the
range 200 - 1000 muy), the characteristic tri-iodide absorptions at

360 - 370 muy and 280 - 250 m: were observed, together with weaker

'absorptions at higher wavelengths; these weaker absorptions occurred at
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different wavelengths in each of the three compounds, and in each

case were relatively broad. The three organic solvates were also
examined over the same wavelength range and showed no absorption
maxima from 1000 mu to 270 mp. Below 270 mp the absorption increases

due to the carbonyl peak at 200 mu.

Similar high wavelength absorptions were observed by Robin [1956]
"in-the spectra of benzamide solvated alkali metal tri-iodides. Robin
regarded the solvate molecules as providing an inert host lattice for
the anions and cations, and attributed the absorptions in the 720 -
450 mu region to exiton coupling of transitions between the elementsof
the anionic chains pfesumed to exist in these compounds. In the case
of the doubly solvated calcium polyiodides, this explanation requires
that there be significant anionic interaction within the structure.
The absence of quasi-metallic lustre and the strong pleochroism
associated with any significant degree of interaction between polyiodide
anions would seem to indicate thét such interactions do not take place
in these compounds. Even so, if interanionic transitions are respons-
ible, the fact that the spectra afe different for different organic
solvates remains a problem. Only two explanations appear possible:
either the observed changes are due to different geoﬁetrical arrange-
ments of the anions with respect to one another occasioned by differences
in the inert ofganic framework in each case, or these spectral differences
reflect differing degrees of solvate-anion interaction. Once again,
structural investigation of this series of compounds would do much to

settle this question.

The possibility of solvate-anion interactions also emerges from a
consideration of the role of the solvate molecules in the solvated
hydrogen polyiodides, although here the interpretation is more complic-

ated by the questions that have already been raised regarding the true
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nature of the éation in this group of compounds. A number of hydrogen
polyiodides with different solvate molecules are known, and representa-
tive compounds are listed in Table 1 - 2. The conventional formulation
of these compounds implies that the cation is H+; which, given the rarity
of the isolated cationic proton in the solid state, is most unlikely. A
number-of authors (Rgmming [1958], Réddy, Knox and Robin [1964],
Baenziger, Buckles and Simpson [1967], and Herbstein and Kapon [1972])
when discussing the structures of solvated hydrogen polyhalides have
'suggested that the organic molecule is protonated and should be regarded
as the cation; if this is generally true of this class of compounds, the
possibility of solvate-anion interactions in the sense used here can be

dismissed as far as the hydrogen polyiodides are concerned.

However, as the hydrogen polyhalides have all been prepared by
crystallization from aqueous acid media, the hypothesis that the cation
"is the oxonium ion must be considered, particularly as the analytic
discrepancy introauced by an additional water molecule in these high
molecular weight compounds is sufficiently small for it to be masked by
nofmal experimental error. Further, most of the hydrogen polyiodides
were prepared and analysed at a time when it was not generally recognized
that the hydrogen ion is normally linked to a water molecule to form
'H3O+. Consequently, no special attempt was made to determine the
presence of wate; in these compounds; where H20 was analytically
determined, it was assumed to be present as water of crystallization.
Some support for the hypothesis that the cation in these compounds is the
oxonium ion is afforded by the existence of the well-characterised
hydrogen polyiodide, HIC14.4H20 (Caglioti [1929]). It is difficult to
entertain the view that ;his compound does not incorporate the H3O+
cation; in all probability the correct formulation is [H30+][IC1;].3H20.
For the case of the hydrogen polyiodides which can be crystallized from

. aqueous HI with organic molecules in the lattice, the question to be

answered is: at the point of crystallization, does the proton transfer
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’ . . . . +
from the oxonium ion to the organic species, or does H30 enter the

lattice? Taking HI3.4(C6H5CN) (Martin [1932]) as a case in point:

+ ) +
O or the benzonitrilium ion, C_ H_CNH ?

is the cation in this compound H eHs

3

Stabilizing interactions between the I3 anion and the benzonitrile
molecules in the lattice can only be a possibility if the cation is the

oxonium ion.

The outcome of any competition between water and benzonitrile
molecules for the proton may be predicted from the value of the

equilibrium constant for the reaction

+ +
el
C6HSCNH (agq) + Hzo = C6H5CN(aq) + H3O (aq) .

Perrin [1965] uses the analogous general form

+
BH+(aq) + nHzo == B(aq) + H30 (aq)

to define the dissociation constant, K for an organic base, B, in

a'
aqueous solution, Unfoitunately, benzonitrile is not included in
his coméilation of pKa values for over 3,800 organic bases, and a
survey of subsequent literature has not revealed any report of its
experimental determination. Estimating the pKa of C6HSCH to be

approximately -5.3 and>performing an order-of-magnitude calculation

+
H.CNH ] at

: . +
(Appendix D, Sections D-4 and D-5), the ratio [H3O ] : [C6 5

the crystallization point is determined to be aboutAlo6 s 1; it is

thereforg concluded that the benzonitrile molecules in this hydrogen

polyiodide are not cationic.

similat calculations for those molecules which are reported to
form solvated hydrogen polyiodides and for which the pKa data is
available indicate that the oxonium ion is most probably the cation
in HI3. (benzamide) and HI. (antipyrine), while the organic molecule is
probably the cation in those polyiodides containing nicotine, phenacetin,
triphenin and the related quasi-alkaloids. Similarly, the piperazine

and tetra;p-anisthylethylene molecules are probably correctly regarded

as the.cations of the dichloroiodates studied by Rgmming [1958] and
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Baenziger, Buckles and Simpson [1967] respectively. It is therefore
possible to classify the hydrogen polyiodides into two groups. The

first group encompasses those which possess an organic cation and may

be regarded as analogues of the well-known group of tetra-alkyl ammonium
polyiodides. The second group includes those hydrogen polyiodides which
crystallize with‘H30+ in the lattice. The members of the latter ggoup
may be considered as the end-members of.the appropriate series of

solvated alkali metal polyiodides. Just as [H3O+][IC1;].3H20 can be
regarded as the end-member of the series of‘hydra;ed teﬁrachloroiodates
iisted in Table 7 - 9, so in the same way [H30+][I;].3(C6H5CN) can be
regarded as the end-member of a similar series of benzonitrile solvated
polyiodides. In Table 7 - 9 the four series of solvated polyiodides of
alkali metal cations have been set out for comparison; ammonium species
are also shown. As well as the two attested oxonium forms, two postulated
proposed solvated oxonium tri-iodides are includéd. The hydrated oxoﬁium
tri-iodide has not been reported, but a comparison of the relative stabi-
lities of the IClZ and the I; ions gives some grounds for expecting its '
eventual synthesis (although, it must be admitted, its anticipated
stability would be low). Similarly, the diethyloxalate solvated oxonium
tri-iodide has not been reported, but like the benzamide and diethyloxalate
lithiumvpolyiodides, it appears that no serious attempt at synthesis has

been made. The completion of these solvated series presents an interesting

research problem in itself.

With the exception of the hydrated polyiodides, in which the evidence
points to cation hydration, the possibility of solvate-anion interactions
making a contribution to the overall stability of the members of the three

remaining series cannot be overlooked.

7 - 6 - 3 The cation-solvate interaction

The question of cation-solvate interactions and its implications

with regard to the stability of hydrated polyiodides has already been
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Table 7 - 9

Oxonium polyiodides as the end-numbers of

series of solvated alkali metal polyiodides

Compound Reference (s)

Hydrated tetrachloroiodates

[H3O+][Iél;].3H20 Caglioti [1929]

LiICl4.4H20 Wells, Wheeler and Penfield [1892b]
NaICl4.2H20 Rae [1918], de Celis and Moles [1932]
KIC14.H20 Filhol [1839a-d]

NH,IC1,.3H,0 Caglioti and Centola [1933]

Benzonitrile Solvated tri-iodides

+ -
[H3O ][13].4(benzonitrile) Martin [1937]

Li13.4(benzonitrile) "

NaI3.2(benzonitri1e)

KI3.2(benzonitrile) "

Benzamide Solvated tri-iodides
+ -
[HBO ][13].2(benzamide) Robin [1964]

Nan;3(benzamide)

KI3.3(benzamide)

Rbi3.3(benzamide)

CsI3.3(benzamide)
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Table 7 - 9 (contd)

Compound ‘ Reference (s)

Diethyloxalate solvated tri-iodides
[H30+][I;].n(diethyloxalate)? -
Na15.4(dietﬁyloxalate) Skrabal and Flach [1919]
KI3.2 (diethyloxalate)
RbI3.2(diethyloxalate)
CsI3.2(diethquxalate)

NH4I3.2(diethyloxa1ate)

Hydrated tri-iodides

[H3O+][I;].nH 0? -

2
,Li2I8'4H20 Cheesman and Nunn [1964]
NaIB.NaIS.4ﬁ20 ' Cheesman, Duncaﬁ and Harris [1940]
NaI.NaI3.6H20 ' "
KI3.H20 - Johnson [1877], Grace [1931]
a,B-KI3.2520' | Briggs et alil [1940]
ﬁﬂ I_.3H.0 Briggs, Ballard et alii [1940]

473 2
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discussed in Section 7 - 4. It remains to survey the known

hydrated polyiodides in the light Qf the interpretation given in that
Section, namely, that the stability of the compound may be conditioned
by the strength of the cation-solvate substructure as much as by the

intrinsic strength of the intra and interanionic bonding.

The hydrated polyiodide Lil .4H20 (Nunn [1964], Cheesman and Nunn

4

[1964]), found in a phase study of the ternary system LiI - 12 - HZO at

A 0°C, has already been mentioned (cf§. Chapter 1, Section 1 - 1). In
his thesis, Nunn made the point that in view of its diamagnetism, this

compound should be formulated as [Li.4H20]21 analogous to the dimeric

8'

caesium polyiodide Cs Although examples of lithium ions in a

218'

tetrahedral oxygen environment are known, LiOH.H_O being one example,

2

the usual configuration in hydrates is for the cation to be octahedrally
surrounded by six water molecules, the octahedra sharing faces to give

an overall stoichiometry of LiR.3H O (R = Cl, Br, I, C103, C104, Mno4,

2
NO,, etc. - Wells [1962]). A structural model for [Li4H,0],I_ can be
developed in which the Li+ ion preserves its sixfold coordination and
which gives the correct Li:HZO ratio by allowing the octahedra to share
two opposite edges rather than two opposite faces. ‘ The structure
wquld then consist of chains of linked octahedra enclosing the lithium
ions, interlocking with either Ig_ ions or I;.I; ion pairs. A sim#lar
structure in which tetrahedrally coordinated lithium ions substitute
for the caesium ions in the C5218 structure seems equally probable.
This latter structure would be vulnerable to attack by adventitious

water, by means of which the cation could achieve its more usual six-

fold coordination.

In view of the uncertainty surrounding the correct formulation of
the hydrated sodium polyiodides it is perhaps premature to advance any

predictions concerning their probable structures. However, if the
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empirical formulae given by Cheesman, Duncan and Harris [1940] can be
relied upon, and further, assuming that Na12.3H20 and NaI4.2H20 should

be written as the double salts NaI.NaI3 6H O and NaZIB 4H20, plausible
structural models can be derived. Radius ratio calculations predict
that sodium.should normally be coordinated by -six water molecules, énd
hydratgs exhibiting octahedral coordination of sodium are known (for
example: Na2 10H20 NazB40 10H 0O and the hydrates of NaOH) . The
correct Na:HZO ratio for NaI.NaI3.6H20 could be achieved by the face-
sharing of these hydration octahedra, leading to the formation of cation-
h?drate chains similar to those fouhd in the hydraged iithium halides.
The chains of linked octahedra and the two anions could bé arranged in a
éimilar fashion to thelpacking of the cation, the N-methylacetamide
molecules and the I and I3 anions in K I .6(CH,CONHCH,) (c§. Section

1 -4 - 10). In this arrangement, rows of alternating iodide and
tri-iodide ions lie parallel to a linear structure built up from the

‘K+ ions and the organic molecules. This hypothetical structure for
Na2I4 . 6H. o, like that of the potassium compound, would be dominated by
the 3-fold symmetry of the cation-solvate substructure and might
reasonably be[éxpected to exhibit hexagonal or trigonal s}mmetry.

" The Na: H20 ratio for NaZIS .4H 0 cannot be ea51ly satisfied by any

model which preserves an octahedral arrangement of six water molecules
about thé sodium ion, as the high degree of octahedron sharing dictated
by this ratio leads t§ somewhat implausible layered or framework
cation-solvate substructures which impose severe constraints onlthe-
space avéiiable for the anion(s). It is more probable that the cation
coqrdinétionlis réduced below six, and the structure of NQBr.ZHZO
(Culot, Piret and vanlMarsché {1962)]) may provide a model for this
'cﬁse, as sodium iodide alsq exists as a dihydrate. In.the sodium

bromide dihydrate structure each sodium atom is surrounded by a

distorted tetrahedral arrangement of water molecules, and'it is possible
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to envisage a structure for Na218.4H20 analogous to that of CSZIS'

with tetrahedfally hydrated Na+ substituting for Cs+. Of these two

hypothetical sodium polyiodide structures, it is expected that the

latter would be the more stable.

For the polyiodides of the alkaline earth metals the situation is
even less clear. Snook [1967] found evidence in a phase study of the

system Cal, - I, - H,O for the existence at 0°C of a highly hydrated

polyiodide, which he formulated as CaIe.lOHzo. He also found some

slender evidence for a lower polyiodide which he tentatively identified

as CaI4.6H20. Thomas [1973] indicates that work in progress on the

related system SrI2 - I2 - HZO at 0°C has yielded evidence for a high

polyiodide, SrIn.7H20 (n = 12-14), and also for a low polyiodide provi-

sionally formulated as SrlI .7H20 (see also Meyer [1902]). Some early work

4
on the system BaI2 - iz - HZO by Rivett and Packer [1927] gave no evidence
for the formation of barium polyiodides. The systems BeIz'— 12 - H20 and
MgI2 - 12 - HZO do not appear to have been studied.

Calcium chloride, bromide and iodide, strontium chloride, bromide
and iodide and barium jodide are all known to crystallize as isomorphous

hexahydrates. In SrC12.6H 0 each strontiuﬁ atom is coordinated by nine

2
water molecules, six shared with adjacent éolyhedra and three unshared.

' The six shared.molecules lie a; the vertices of a trigonal pfism, while
the remaining three occupy equatorial positions close.to the centers

of the prism faces. The sharing of the six coordinated water molecules
between polyhedra leads to the devglopment of an infinite one-dimensional
cation~water substructure (Jensen [1940]). .If this structural motif

is common to the isomorphous hexahydrates, it may provide a model for

the structureé»of the calcium and strontium polyiodides. A structural

model based on this motif and bearing a strong resemblance to that

suggested for Na

2I4.6H20 can be developed for CaI4.6H20. Once again a

hexagonai or trigonal éymmetry would be expected. - Possibly SrI4.7H20
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could have a similar structure; if so, the extra water moleéule wéuld
be incorporated within the structure as lattice water (it is interesting
to note that Thomas has found that the strontium iodide hydrate stable
at 0°C is S:IZ.7H20 rather than Sr12.6H20). The higher polyiodides

of calcium and strontium are not sufficiently well characterised at

this stage for any useful predictidns concerning their piobable

structures to be made, although the reported high hydration numbers

suggest that they include both coordinated and lattice water.
A re-examination of the Ba12 -‘12 - H20 system at low temperature

would seem to be warranted, as the polyiodide Bal,.nH O (n = 6 - 8)

4 2
appears to be a distinct possibility. A survey of the systems
BeI2 - 12 - Hzo and M912 - I2 - Hzo could also be profitable. Low

temperature X-ray structural analyses of the characterised alkaline
earth metal polyiodides would also do much to elucidate the role of

cation solvation in this family of compounds.

7 - 6 - 4 Solvate~-solvate and mixed interactions

+ -
The arrangement of benzamide molecules in [H3O ][13].2CGHSCONH2

(HI3.2(5enzamida - Reddy, Knox and Robin [1963]) is very similar to
that in crystalline benzamide itself. In crystalline benzamide the
molecules are dimerized through hydrogen bonding - of the amide groups
and hydrogen bonds are also formed between dimer pairs in the stacking
diréction.(Penfield and White [1959]). This similarity suggests that
hydrogen bonds also exist in the polyiodide, and taken together with
the unusual arrangement of I; units in two parallel chains located in
channels formed by dimerized benzamide molecules, gives rise to the
strong impression that the anion-anion interaction (which leads to the
common en echefon, or at least rectilinear arrangements of I; ions)

has been overridden by stronger interactions between the solvate

molecules, and these are responsible for the final architecture of the
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structure. It is expected that the diethyloxalate solvated poly-
iodides would show the same feature, and perhaps also those solvated

by succinimide and benzonitrile.

The discussion of stabilizing interactions has been carried
forward by congéntrating attention on each such possible interaction
in.turn; however, it should be pointed out that the proposed inter-
actions are not necessarily mutually exclusive. For example, the

doubly solvated calcium polyiodides with general formula CaIl .XHZO.y

6
(organic solvate) mentioned in Section 7 - 4 - 2, almost certainly
involve cation hydration, probably involve solvate-solvate and solvate-
anion interactions and could also include a measure of anion-anion
interaction, all acting in concert to stabilize the structﬁre.

Similarly the polar N-methylacetamide molecules in K < 3(N-methyl-

I
274
acetamide) appear to be so oriented that both cation-solvate and
solvate~anion interactions are possible; the arrangement is very
reminiscent of the cation-solvate-anion disposition in the NaBr and

KI di-acetamide structures studied by Roux and Boeyens [196%9a, 1969b,

respectively].

7 - 7 Summary

The structural basis for the belief that the tri-iodide ion
displays its sens;tivity to its crystalline environment by chaﬁges
in its géometry has been augmented by the refinement of the structure
of NH4I3 and the solution of the structures of RbI3 gnd.KI3.H20.
The»iﬁteractions at work between the molecular and ionic components
of the simple tri-iodides in the crystalliné state have béen examined

and their relationship to both structure and stability have been

investigated.

It has been shown that the major destabilizing influence is the

crystal field asymmetry at the anion site, so that to a first-order



253

3 anion responds to any such asymmetry by changes

approximation the I
in the lengths of the iodine-iodine bonds, and that in the unsolvated
tri-iodide these changes can be cor;elated with stability. The bond
length changes can be adequately described in terms of a simple
Hookefé Law model, which leads to a view of the tri-iodide anion as

a 'étrain gauge' of molecular dimensions by means of which thé nature
of certain crystalline environments may be evaluated. Such an
interpretation has also led to an appreciation of the significance of
cooperative electronic interaction among tri-iodide anions, both as a
stabilizing influence and also as a major determinant of tri-iodide
structure. This has given a rationale to the similarities often
noted between the packing of 12 molecules in crystalline iodine and

" the arrangement of anions in unsolvated tri-iodides and higher poly-

iodides.

The figding that the role of the water molecule in the KI3.H20
structure is brimarily one of cation solvation, and that the anionic
arrangement preserves the common structural ﬁotif'of the unsolvated
alkadli metal tri-iodides has suggested a fresh iﬁterpretation of the
considerable range in stability of solvated polyiodides. | It has been
argued here that the stability of solvated polyiodides may be a
reflection not only of crystal field asymmetry, but also of the.
strength of stabilizing interactions between solvate molecules and the

ionic species in the structure, or interactions between the solvate

molecules themselves.

Unfortunately, the body of structural data available for solvated
polyiodides is small, and a critical evaluation of this interpretation
is hampered by the absence of data for a series of compounds involving,
say, the same soivate and a variety of cations, or the séme cation and
a variety of solvate molecules. A number of areas have already been

indicated where structural analyses might be undertaken with profit;
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the doubly solvated calcium hexa-iodides would probably present the
least practical difficulties and at the same time provide the first
structufal data for a polyiodide of a divalent ‘cation. A structural
analysis of the series of benzene solvated alkali metal ennea-iodides
would be more demanding, but would also be useful in establishing the
status of the soivate—anion interactions postulated for this family

of cémpounds. 'Finally, a neutron diffraction study for the location
of hydrogen positions in a solvated hydrogen polyiodide could settle
the interesting question of the naturé of the cation in these compounds.
The benzamide compound, which has already been the subject of an X-ray
structural examination, presents itself as a possible candidate.

Ty Two areas requiring further work can be indicated as far as the
[T '_{»

'Xéunsolvated polyiodides are concerned. First, the -structure of a

l S ey

{:"’<§number of the high polyiodide anions is known from only one structural

T

'3Qana1ysis, and more X-ray analyses will be required before comparative

...studies of their response to their crystalline environment can be

;E’fﬂjundertaken. Second, more theoretical studies of the solid polyiodides

TL e s L RO

Lt aate e P

would be desirable; in particular, Bloch orbital treatments similar
to those ‘already applied to the crystalline halégens or less complex
MO treatments which take into account molecular clusters or polymeric
systems could"provide further insight into the role and magnitude of

the anion-anion interactions.

Finally, the polybromides and the polychlorides (Wise [1971}), as
well as the heteropoiyhalogen anions, still await a thorough systematic

structural and theoretical investigation.
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The inter-iodine distances found in the structural
analyses reported in this thesis are reliable to 0.0l A°
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support the analysis of bond-length variation presented

in Chapter 7.

FoRTEn j‘,}
( 4
e €
?(n ta 7; }
oD o
e
LT g
3 6Pl
e .




255

Bibiiography



256

Bibliography

ABEGG & HAMBURGER, [1906], Z. anorg. Chem., 50, p.403.
AHMED & CRUICKSHANK, [1953], Acta Cryst., 6, p.765.
ALBERT, MILLS & ROYER, [1947], J. Chem. Soc., p.1452.

ALGOL, 503 [1969], "503 ALGOL Manual", reprinted (with permission)
by the University of Tasmania Photographic and‘Printing

Service, University of Tasmania, Hobart, Tas.

'ALGOL F, [1972], "Algol F Reference Manual", Hydro-University Computing

Centre publication, University of Tasmania, Hobart, Tas.

APPELMAN, [1960], U.S. Atomic Energy Commission UCRL-9025 (Chem.
. Abstracts, 54, 16998).

ARCHER & SCHALKWYK, [1953], Acta Cryst., 6, p.88.
van ARKEL & de BOER, [1928], Recueil Trav. chim., 47, p.593.

g . .
AUMERAS & RICCI, [1939], Sociéte chim. Bulletin Memoires, 5th series,

Volume 6.
BAENZIGER, BUCKLES & SIMPSON, [1967], J.A.C.S., 89, p.3405.

_BALLHAUSEN, [1962], "Introduction to Ligand Field Theory", p.174
McGraw-Hill, New York.

BANCROFT, SCHERER & GOULD, [1931], J. Phys. Chem., 35, p.764.
BANERJEE, [1933], Proc. Roy. Soc. (Lond), Al4l, p.188.
BAUDﬁIMdNT, [1860], Comptes rendus, 51, p.827.

BEEVERS & LIPSON, [1934], Phil. Mag. (7) 17, p.855.
BENGTSSON & NORDBECK, [1967], B.I.T., 4, p.87.

BERNAL, [1926], Proc. Roy. Soc. (Lond), All3, p.1l17.
BERNSTEIN & HERBSTEIN, [1968], Acta Cryst. B24, p.1640.
BERSOHN, {1962],.J3. Chem. Phys., 36, p.3445.

BERTHELOT, [1880],

BEZJAK, [1953], Acta Cryst., 6, p.748.

BOZORTH & PAULING, [1925], J.A.C.S., 47, p.1561.

BRAGG, [1912], Proc. Camb. Phil. Soc. November 1912.



257

BRENEMAN & WILLETT, [1967], Acta Cryst., 23, p.334.

BRIGGS & GEIGLE, (1930], J. Phys. Chem., 34, p.2250.

BRIGGS & PATTERSON, [1932], J. Phys. Chem., 36, p.2621.

BRIGGS & BALLARD, [1940], J. Phys. Chem., 44, p.322.

BRIGGS, BALLARD, ALRICH & WIKSO, [1940], J. Phys. Chem., 44, p.325.
BRIGGS, CLACK, BALLARD & SASSAMAN, [1940], J. Phys. Chem., 44, p.350.
BRIGGS, GEIGLE & EATON, [1941], J. Phys. Chem., 45, p.595.

BRIGGS, CONRAD, GREGG & REED, [1941], J. Phys. Chem., 45, p.614.
BROEKEMA, HAVINGS & WIEBENGA, [1957], Acta Cryst., 10, p.596.

BROWN & NUNN,A[1966], Aust. J. Chem., 19, p.1567.

BROWN &‘WEISS, [1969], "Bond Index to the Determinations of Inorganic

Crystal Structures”", McMaster University, Hamilton, Ontario.

BROWN & WEISS, [1970], "Bond Index to the Determinations of Inorganic

Crystal Structures", McMaster University, Hamilton, Ontario.
BUERGER, [1950a],Acta Cryst., 3, p.87.
BUERGER, [1950b], Acta Cryst., 3, p.243.
BUERGER, [1959], "Vector Space", John Wiley & Sons Inc., New York.

BUERGER, [1962], "X-Ray Crystallography", John Wiley & Sons Inc.,

New York.

BUSING & LEVY, [1961], "Computing Methods and the Phase Problem",

Pergamon, Oxford, U.K.

CAGLIOTI, [1929], Atti Acad. naz. Lincei, Rend. Classe Sci. fis. mat.
nat., 9, p.563 (Chem. Abstracts, 23, 4633).

CAGLIOTI & CENTOLA, [1933], Gazzetta, 63, p.907.
CARPENTER, [1966], Acta Cryst., 20, p.330.

de CELIS & MOLES, [1932], Anales real Soc. espan. Fi§. Quim., 30,
(Chem. Abstracts, 26, 5508).

CHAO & McCULLOCH, [1960], Acta Cryst., 13, p.727.
CHAO & McCULLOCH, [196l1], Acta Cryst., 14, p.940.
CHEESMAN, DUNCAN & HARRIS, [1940], J. Chem. Soc., p.837.

CHEESMAN & NUNN, [1964], J. Chem. Soc., p.2265.



258

CHEESMAN, FINNEY & SNOOK, [1970],vTheoret. chim. Acta, 16, p.33.
CHEESMAN & FINNEY, [1970], J. App. Cryst., 3, p.399.

CHEESMAN & FINNEY, [1970], Acta Cryst., 1326, p.904.

CHIDAMBARAM, SEQUIRA & SIKKA, [1964], J. Chem. Phys., 41, p.3616.
CHRIST, CLARK & EVANS, [1953], J. Chem. Phys., 21, p.1114.

CLARK & DUANE, [1923a], J. Opt. Soc. Amer., 7, p.472.

CLARK & DUANE, [1923b], Proc. Nat. Acad. Sci; Washington,.g,‘p.126.
cLark, [1924], J.a.c.s., 46, p.1924.

COCHRAN, [1952], Acta cryst., 5, p.65.

COCHRAN & WOOLFSON, [1955], Acta Cryst., 8, p.1.

COLLIN, [1952], Acta Cryst., 5, p.43l.

corLLiN, [1956], Acta Cryst., 9, p.537.

COTTON & WILKINSON, [1972], "Advanced Inorganic Chemistry", p.555

3rd edition, Intersqience, New York.
CREMER & DUNCAN, [1931a], J. Chem. Soc., p.1857.
CREMER & DUNCAN, [1931b], J. Chem. Soc., p.2243.
CREMER & DUNCAN, [1932], J. Chem. Soc., p.2031.
CREMER & DUNCAN, [1933], J. Chem. Soc., p.18l.

CRUICKSHANK, PILLING, BUJOSA, LOVELL & TRUTER, [1961], Intern. Tracts.
Computer Sci. Technol. Appl. (edited by PEPINSKY, ROBERTSON &
SPEAKMAN), 4, p.32.

CULOT, PIRET & van MARSCHE, [1962], Bull. Soc. France Min. Crist.,
85, p.282.

DARLOW, [1960], Acta Cryst., 13, p.683.

DAVEY, [1923], Phys. Rév., 21, p.143.

DAVIES & GWYNNE, [1952], J.A.C.s., 74, p.2748.
DAVIES & NUNN, [1969], Chem. Comm., p.1734.

DAWSON & GOODSON, [1904], J. Chem. Soc., 85, p.796.
DAWSON, [1961], Acta Cryst., 14, p.999.

DOSSIOS & WEITH, [1869], z. fur. Chem., §, p.380.

DUANE & HUNT, [1915], Phys. Rev., 6



259

_DUANE & CLARK, [1922], Phys. Rev., 20, p.85.

DUANE & CLARK, (1923], Phys. Rev., 21, p.380.

DUNITZ & SEILER, [1973], Acta Cryst., B29, p.589.

EIA & HASSEL, [1956], Acta Chem. Scand., 10, p.139.

ELEMA, de BOER & VOS, [1963], Acta Cryst., 16, p.243.
ELLIOTT BROTHERS, [1963] - see ALGOL, 503.

EMERY & PALKIN, [1916] - J.A.C.s., 38, p.2166.

EMERY, [1926], J.A.C.s., 38, p.i40.

EPHRAIM, [1917], Berichte, 50, p.l069.

EVANS & LO, [l1966a], J. Chem. Phys., 44, p.3368.

EVANS & LO, [1966b], J. Chem. Phys., 44, p.4356.

EWALD, [1921a], Ann. Phys., 64, p.253.

EWALD, [1921b], Zeit. fur Kryst., 56, p.129..

EWALD & HERMANN, [1926], Strukterbericht, p.287.

FERRARIS & FRANCHINI-ANGELA, [1972], Acta Cryst., B28, p.3572.
FIALKOV, [1935], Acta physicochem USSR, 3, p.711.
FILHOL,-[1839a], J. Pharmacol., 25, p.43l1.

FILHOL, [1839b], J. prakt. Chem., 18, p.457;
FILHOL,.[1839c],-J. Pharmacol., 25, p.506.

FILHOL, [1839d], J. prakt. Chem., 18, p.460.

FLEXSER, HAMMETT & DINGWALL, [1935], J.A.C.S., 57, p.2103.
FOOTE - & CHALKER, [1911], J.A.C.S., 33, p.1933. |

FOOTE & BRADLEY, [1933], J. Phys. Chem., 37, p.2l.

FOOTE & FLEISCHER, [1940], J. Phys. Chem., 44, p.633.
GABES & GERDING, [1972], J. Mol. Structure, 14, p.267.
GARRIDO, [1951], Bull. Soc. Franc mineral et crist., 84, p.3975
GAY-LUSSAC, [1814], Ann. Chimie, 91, p.72.

GILBERT, [1885], "The Mikado", Chappel & Co., London.
GILLESPIE & MORTON, [1971]}, Quart. Rev., 25, p.553.

GMELIN, [1933], "Handbuch der anorganische Chemie", 8th edition, Vol. 8,

Verlag Chemie, Berlin.



260

GOLDFARB, MELE & GUTSTEIN, ([1955], J.A.C.S., 77, p.6194.
GRACE, [1931], Ph.D. Thesis, University of London. |
GRACE, [1933], J. Phys. Chem., 37, p.347.

GRINELL-JONES, [1930], J. Phys. Chem., 34, p.673.

GROTH & HASSEL, [1964], Acta Chem. Scand., 18, p.402.
HACH & RUNDLE, [1951], J.A.C.S., 73, p.4321.

HAMILTON, [1965], Acta Cryst., 18, p.502.

HAMILTON & FINNEY, [1967], "MG1S5, procedure contour"”, H.U.C.C.

Procedure Library Manual.
HARKER & KASPAR, [1948], Acta Cryst., 1, p.70.
HARRIS, [1932], J. Chem. Soc., p.1694.
HARTREE, [1927], Proc. Camb. Phil. Soc., 24, p.89.

HARTREE, [1957], "The Calculation of Atomic Structures", J. Wiley &

Sons, New York.
HASSEL & HVOSLEF, [1954], Acta Chem. Scand., 8, p.873.
HASSEL & HVOSLEF, [1956], Acta Chem. Scan&., 10, 9.138.
HASSEL & RPMMING, [1957], Acta Chem. Scand., 11, p.696.
HASSEL, [1957], Proc. Chem. Soc., p.250.
HASSEL & STR@PMME, [1958], Acta Chem. Scand., 12, p.1l46.
HASSEL & STRPMME, [1959a], Acta Chem. Scand., 13, p.275.
HASSEL & STROMME, [1959b], Acta Chem. Scand., 13, p.1775.
HASSEL & STRZMME, [1959c], Acta Chem. Scand., 13, p.1781.
HAssEL & HOPE, [1960]}, Acta Chem. Scand., 14, p.391.
HASSEL & HOPE, [1961], Acta Chem. Scand., 15, p.407.
HASSEL,‘RﬁMMING & TUFTE, [1961], Acta Chem. Scand., 15, p.967.
HASSEL & R¢MMIN¢, [1967], Acta Chem. Scand., 21, p.2659.

HAUPTMANN & KARLE, [1953], "The Solution of the Phase Problem - The
‘ Centrosymmetric Crystal", A.C.A. Monograph No. 5, Polycrystal

Book Service, New York.
HAVINGA, BOSWIJK & WIEBENGA, [1924], Acta Cryst., Z, p.487.

HAVINGA & WIEBENGA, [1955], Koninkl. Nederl. Akad. van Wettenschappen,
B58, p.412.



261

HAVINGA, [1957], Thesis, University of Gronigen, The Netherlands.
HAVINGA & WIEBENGA, [1959], Rec. Trav. Chim., Z§J p.724.

HENRY & LONSDALE, [1965], "International Tables for X-Ray Crystallo-
graphy", The Kynoch Press, Birmingham, U.K.

HERBSTEIN & KAPON, [1972], Nature (Phys. Sci.), 239, p.1l53.
HILLIER & RICE, [1967], J. Chem. Phys., 46, p.3681. |
HOARE, [1963], Computer Journal, 5, p.345.

ﬁOPE & McCULLOCH, [1964], Acta Cryst., 17, p.712.

HOSEMAN & BAGCHI, [1953], Acta Cryst., 6, p.318.

HUBARD, [1942], J. Phys. Chem., p.227.

HUGHES, [1949], Aéta Cryst., 2, p.37.

JAKOWKIN, [1894], Zeit. physik Chem., 13, p.539.

JAKOWKIN, [1895], Zeit. physik Chem., 18, p.585.

JAKOWKIN, [1896], Zeit. physik Chem., 20, p.19.

JAMES, [1948], "The Crystalline State", Volume I1I, Bell & Sons, London.
JAMES, HACH, FRENCH & RUNDLE, [1955], Acta Cryst., 8, p.8ld.

JENSEN, [1940], K. danske vidensk. Selsk. Skr., Nat.-fys Medd., 17,
No. 9. ,

JOHANSEN, [1965], "ALGOL programs for MO Calculations", Chemical
Laboratory IV Internal Publication, University of Copenhagen.

JOHNSON, [1877], J. Chem. Soc., 31, p.249.

JOHNSON, [1878], J. Chem. Soc., 32, p.397.

JORDAN, STREIB & LIPSCOMB, [1964], J. Phys. Chem., 41, p.760.
JORGENSON, [1856a], J. prakt. Chem., 2, p.347.

JORGENSON, [1856b], J. prakt. Chem., 3, p.145.

KARLE & KARLE, [1966}, Acta Cryst., 21, p.849.

KAVANAU, [1964], "Water and Solute-water Interactions", Holden-Day,

San Francisco.
KAWAI, KIRIYAMA & UHIDA, [1965], Bull. Chem. Soc. (Japan), 38, p.799.
KIMBALL, [1940], J. Chem. Phys., 8, p.188.

KITAIGORODSKI, [1953}, Zhur. eksp. teor. Fiz., 24, p.747.



262

KITAIGORODSKI, [1954], Travaux de 1l'Institut de Crystallographie
(Communication au 111° Congres International de Crystallo-

graphie), Moscow, USSR Academy of Sciences.

KITAIGORODSKI, KHOTSYANOVA & STRUCHKOV, [1953], Zhur. Fiz. Kim., 27,
p.780.

KLUG, [1958], Acta Cryst., 11, p.575.
KREMANN & SCHOULZ, [1912], Monatsch., 33, p.1087.
LANGMAIR & WRINCH, [1938], Nature, 142, p.58.

von LAUE, FRIEDRICH & KNIPPING, [1912], Sitz. ber. Bayer Akadamie d.

Wiss, June 1912.
LEMAIR & LUCAs, [1951], J.A.C.S., 73, p.5198.
LEVY & PETERSON, [1952], Phys. Rev., 86, p.766.
LEVY & PETERSON, [1953], J. Chem. Phys., 21, p.366.
LINDQVIST, [1952], Acta Cryst., 5, p.667.

LINNETT, [1971], "Essays in Structural Chemistry", edited by DOWNES,
LONG & STAVELY, MacMillan & Co., London.

MAKI & FURNERIS, [1967], Spectrochim. Acta, 23A, p.867.
MARTIN, [1932], J. Chem. Soc., p.2640.

MEYER; f1902], Z..anorg. Chem., 30, p.113.

MEYER, BARRETT & GEER, [1968], J. Chém. Phyé., 49, p.1902.
MEYERSTEIN & TREININ, [1963], Trans. Farad. Soc., 59, p.lll4.
MIGCHELSEN & VOS, [1966], Acta Cryst., 22, p.8l2.

MIGCHELSEN & VOS, [1967], Acta Cryst., 23, p.796.

MILLER, [1839], "A Treatise on Crystallography", J. & J.J. Deighton,
Cambridge, U.K., (republished in expanded form in 1863 by
Deighton, Bell & Co., Cambridge, U:K.).

MINZER, [1949), Naturforsch., 49, p.1l.
MOONEY, [1935], Zeit. Krist., 90, p.143.
MOONEY, [1937], Zeit. Krist., 98, p.377.
MOONEY, [19401, J.A.C.S., 62, p.2995.
MOONEY-SLATER, [1959], Acta Cryst., 12, p.187.

MOORE .& THOMAS, [1914], J.A.C.S., 36, p.192.



263

NAUR, [1960], "Report on the Algorithmic Language ALGOL 60"

Regnecentralen, Copenhagen.

NAUR, I1963], "Revised Report on the Algorithmic Language ALGOL 60",
Computer Journal, p.349.

NOYES & LE BLANC, [1890], Z. physik Chem., 6, p.401.
NUNN, [1964], éh.D. Thesis, University of Tasmania.
NYBERG, [l968j, J. Chem. Phys., 48, p.4890.

OCCAM, [1495], "Centiloquium theologicum", Lyons.

OH, [1969], "The Direct Phaéing Method", Internal Publication, School

of Chemistry, University of Sydney, NSW.
PARSONS & CORCISS, [1910], J.A.C.S., 32, p.1367.
PARSONS & WHITTIMORE, [1911], J.A.C.S., 33, p.1933.
PATTERSON, [1934], Phys. Rev., 46, p.372.
PATTERSON, [1935a],Zeit. Krist., 90, p.517.
PATTERSON, [1935b],Zeit. Krist., 90, p.543.
PAULING & SHA?PELL, [1930], Zeit. Krist., éli’ p.128.

PAULING, [1940], "The Nature of the Chemical Bond", Cornell University

Press, Ithica, New York.
PELLETIER & CAVENTOU, [1819], Ann. chim., lg! p.l64.
PENFIELD & WHITE, [1959], Acta Cryst., 12, p.130.

PERRIN, [1965], "Dissociation Constants of Organic Bases in Aqueous

Solution", I.U.P.A.C., Butterworths, London.

PERSON, . ANDERSON, FORDEMWALT, STAMMREICH & FORNERIS, [1961], J. Chem.
Phys., 35, p.908.

PIMENTEL, [1951], J. Chem. Phys., 19, p.446.
PLUMB & HORNIG, [1953], J. Chem. Phys., 21, p.366.
PLUMB & HORNIG, [1955], J. Chem. Phys., 23, p.947.

POPOV, [1967], "Halogen Chemistry", Volume 1, Academic Press, London &

New York.

POST, [1964], International Union of Crystallography, Commission on
Crystallographic Apparatus, Bibliography 4.



264

RAE, [1918], J. Chem. Soc., p.880.

REDDY, KNOX & ROBIN, {[1963], J. Chem. éhys., 40, p.1082.
RIVETT & BACKER, [1927], J. Chem. Soc., p.1342.

ROBIN, [1964], J. Chem. Phys., 40, p.3369. |

ROLLETT, [1965], "Computing Methods in Crystallography", Pergamon

Press, Oxford.
RPMMING, [1960], Acta Chem. Scand., 14, p.2145.
ROSENBERG, [1964], J. Chem. Phys., 40, p.1707.
' ROUX & BOEYENS, [1969a], Acta Cryst., B25, p.l700;
ROUX & BOEYENS, [1969b], Acta Cryst., B25, p.2395.
RUNDLE, [1961], Acta Cryst., 14, p.585.

RUNDLE, [1963], "Survey of Progress in Chemistry", Volume 1, Academic

Press, London & New York.
" RUNSINK, SWEN-WALSTRA & MIGCHELSEN, [1972], Acta Cryst., B28, p.l331.‘
SASANE, NAKAMURA & KUBO, [1967], J. Phys. Chem., 71, p.3249.
SAYRE, [1952], Acta Cryst., 5, p.60.
SCHWARTZENBACH & LUTZ, [1940], Helv. Chem. Acta, 23, p.l1l62.
SHELL, [1959], Comm. A.C.M., 2, p.30.

SHUGAM, AGRE & OBOZNENKO, [1967], Trudy Vsesoyuznogo Naucho-
Issledovatel skogo Instituta Khlmechesklkh Reaktivov
(Transactions of the All-Union Institute éoncerning Chemical
Reagents), 30, p.372.

SIGWICK, [1950], "Chemical Elementa and their Compounds", Volume 2,

Oxford University Press.
SKRABAL & FLACH, [1919], Monatschefte, 40, p 431
SLATER, [1959], Acta Cryst., 12, p. 197._vjﬂ

SOUTHWORTH, [1931], unpublished results cited by BANCROFT, SCHERER &
GOULD, 1931 .

SNOOK, [1967], Thesis, University of Tasmania.

STEPIN, PLYUSHCHEV & FAKEEV, [1965], Ru531an Chemical Rev1ews, 34,
P. 811 (Engllsh Translation).



265

STOUT & JENSEN, [1969}, "X-Ray Structure Determination - a practical

guide", Macmillan, Toronto.
STRZMME, [1959], Acta Chem. Scand., 13, p.268.
SUZUKI, YOKOYAMI & ITO,:[1969], J. Chem. Phys., 50, p.3392.
TASMAN & BOSWIJK, [1955], Acta Cryst., 8, p.59.
'THOMAS & UMEDA, [1957], J. Chem. Phys., 26, p.293.
THOMAS, [1973], unpublished results, University of Tasmania.
TILDEN, [1850], J. Chem. Soc., p.99. |
TOMAN, HONZL & 3ECNY, [1965], Acta Cryst., 18, p.673.
TOPOL, [1967], Inorg. Chem., 7, p.45l. |
TOWNES & DAILEY, [1952], J. Chem. Phys., 20, p.35.

VAND & PEPINSKY, [1953], "The Statistical Approach to X-Ray Structural
Analysis", State College, X-Ray & Crystal Analysis Laboratory

of the Pennsylvania State University.
VEDDER & HORNIG, [1961], J. Chem. Phys., 35, p.1560.
WAGNER & HORNIG, -[1950], J. Chem. Phys., 18, p.296.

WEAST, [1967], "Handbook of Chemistry & Physics", 48th edition,
Chemical Rubber Company, Cleveland, Ohio. '

WELLS & WHEELER, [1892], Am. J. Sci., 39, p.56l.

WELLS, WHEELER & PENFIELD, [1892a], Zeit. anorg. Chem., 1, p.442;
and also Am. J. Sci., 44, p.475.

WELLS, WHEELER & PENFIELD, [1892b], Zeit. anorg. Chem., 2, p.255;
~ and also Am. J. Sci., 44, p.42. '

WELLS, [1962]; "Structural Inorganic Chemistry", 3rd edition, Oxford

University Press.
WELLS, [1965], Acta Cryst., 19, p.173.
WHEATLEY, [1960}, Acta Cryst., 13, p.80.

WIEBENGA, HAVINGA & BOSWIJK, [1961], Adv. inorg. Chem. & Radiochem.,
3, p.133.

WIEBENGA & KRACHT, [1969], Inorg. Chem., 8, p.738.
WILKINSON, [1961], J. Assoc. Comp. Mach., 8, p.28l.

WILSON, [1942], Nature, 150, p.15l.



266

WISE, [1971], Thesis, University of Tasmania.

WOOLFSON, [1961], "Direct Methods in Crystallography", Clarendon

Press, Oxford.
WRINCH, [1938], Nature, 142, p.955.v
' WRINCH, [1939a], Phil. Mag., 27, p.98.
WRINCH, [1gééb], Phil. Mag., 27, p.490.
WRINCH, [1950], Acta Cryst., 3, p.475.

WYCKOFF, [1924], "The Structure of Crystals", The Chemical

Co., New York.
YAMASAKI, [1962], J. Phys. Soc. Japan., 17, p.1262.
ZACHARIESEN, [1952], Acta Cryst., 5, p.48.

ZASLOW & RUNDLE, [1957], J. Phys. Chem., 61, p.490.

Catalog



267

Appendix A - Programming Details
page
A-1 anvent%on for representing ALGOL text 268
A - 2 'Locally Introduced Standard Procedures in 268
ALGOL F
A-3 Least Squares Matrix Inversion in X24 269
A - 4 Index Permutation and Sorting in X16 273

A-5 Listing of X16 276



268

A - 1 Convention for representing ALGOL text

Certain symbols employed by the ALGOL language are defined as
being written in boldface text. As it is not normally possible to
represent these symbols in boldface in a typewritten document, the
convention of representiﬁg these symbols as underlined words has

beeh followed. -

A - 2 Locally Introduced Standard Procedures in ALGOL F

The standard procedures (that is, procedures which may be
called without prior declaration) introduced locally into the Elliott

ALGOL compiler fall into three classes:

a) those intended to expand the set of numerical functions

available to the programmer;
b) 'those intended to facilitate input/output operations; and

c) those designed to enable ALGOL programs resident in the
Elliott 503 core to make use of the magnetic media bulk

storage available on the PDPB/L machine.

Only those procedures which fall into the first class will be descfibed
here, the procedures in the other two classes did not materially affect
the implementation of-the numerical tasks required by the creation of
the crystallographic suite, although they hadbsome bearing on program
organizaﬁion. All the locally introduced standard procedures are
documénted in thée Appendix to the 503 ALGOL Manual (reprinted by the -
University of Tasmania Photographic énd Printing Service [19691), the
ALGOL F Reference Manual (Hydro-University Computing Centre [1972]),

and in supplementary Bulletins issued by the Computer Centre.

The additional standard procedures included in class (a) above are:
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integer procedure modulo(a,b); value a,b; integer a,b;

comment implements the following:

begin integer m;

iﬁ:b<0 then print punch(3),$MOD ERROR?,stop;
m:=a - (a div b) *b;
modulo:= if m<0 then m+b else m;

end;

boolean procedure even(i); wvalue i; integer i;

comment takes the value true if i is even;

procedure clear(a); array a;

comment sets all the elements of array a to zero. Can be used

to clear all types of arrays - the effect of clearing a boolean

array is to set all elements false;

The sine and cosine routine has been replaced by a new routine
which is faster (1 msec instead of 1.4 msec), more accurate (8 digits
instead of 7) and which computes both sine and cosine at the same time.
To take.advantage of the last feature two new real procedures have been

introduced:

real procedure sine;

comment yields the sine of the argument in the most recent

call of sin, cos or tan;

real procedure cosine;

comment yields the cosine of -the argument in the most recent

call of sin, cos or tan;

A -~ 3 Least Squares Matrix Inversion in X24

The normal equations formed by the STRUCTURE FACTORS/LEAST SQUARES
(X24) program'can_be written in matrix form (see Chapter 3, Section

3 - 10)'as‘
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Ax=0Db

In this forﬁ,»A is a symmetric positive definite qoefficient matrix of
order n, where n is the number of adjustable parameters in the least
squares refineﬁeht. The inverse of this matrix is required, both for
the calculation of the corrections to be applied to the adjustable

parameters and also for the calculation of the parameter variances.

This matrix is symmetric, and as the accumulation of the'matrix
elements carries a greater penalty than does the inversion process, it
ié advantageous to build up only the n(n+l)/2 elements of the upper or
lower triangle rather than the entire matrix. The time penalty is
further reduced if the triangle elements are stored as elements of a
one—dimeﬁsional vector inste#d of being held in a two-dimensional
array. This is particularly relevant where ALGOL is used as the
programming language, as array access ﬁime in this case is a sensiﬁive
function of the-pﬁmber of array subscripts. The Choleski process is
usually favoured for the inversion of the normal equation matrix, as
it has slightly g?eater precision in finite arithmetic than the process
of Gaussian elimination (Wilkinson [1961]). As the original matrix
is pot required after inversion, the inversion routine does not need
to build up the inverse in another array, but may make use of the
storage used for the original matrix A for this purpose. Consequently,
the matrix ihveréion routine employed by a crystallographic least
squarés refinement program is ideally one which will invert by the
Cho;eski process either the upper or lower triangle of a symmetric
positive definite matrix stored as a one-dimensional vector, preferably
in its own space. The routine used in the X24 program is an ALGOL
-translétion of a FORTRAN subroutine taken from the ancestral MONLS
program. :,This rouﬁine meets the requirements indiqated above, with

the refinement that the algorithm required to map the two dimensional
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matrix indices 4,§ into the one-dimensional vector index k is greatly
simplified by storing the upper triangle elements in the vector in

reverse order, i.e.

V1] contains Aln,n)
v[z_] o Aln-1,n}
Vi3] " Alr-1,n-1]
Vin(n+1) /2] " Al1,1]

This. elegant matrix inversion routine was evidently written by
Dr. J.B. White, formerly of Monash University. As this ;outine does
not appear to have been published, it is presented here for reference

in the form of an ALGOL procedure.

procedure symmetric matrix inversion(A.n.indic);
value n; integer n,indic; array A;
comment inverts the symmetric pos:.tlve definite matrix held as &an upper
triangle stored in reverse order in A[1:n]. The parameter indic=1 if
the matrix is found to be singular, otherwise 0, Written by J.,B.White
in CDC 3200 FCOETRAN, 503 ALGUL translation by A.J.T.Finndy;
beg in integer nmi,i,j,loc,nrow,ncol,npiv,lpiv,npivm,npi;

Yeal amax,sinv;

real array PROV,PCUL[1:n];

boolean arral LLIM[1 nl;

switch §S: :

nmit=n-1; indic:=U;
for it=1 step 1 until n do FLiM[i]:=false,;
for i:=1 step 1 until n do
begin amax:=0,0; loc:=1;
for nrow:=t step ‘l until n do
begin if abs(A[loc])xmx and
hot ELIM[nrow] then
begin npivi=nrow;
lpive:=logc;

amax:=abs(A[loc])
end; '
loci=loc+nrow+1;
end; _
if amx_go-‘lz then begin 1nd1¢_ goto EX end;

Emh[npw]::_t_ux_g sinvi=1 U/A[lpw]
if npivén then
begin loci=1piv+npiv;
for nrow:=npiv step 1 until nmi do
begin nrpii=nrow+l;
PROW[nrpil:=A[locl;
PCUL[ nrpt]i=-A[loc]*sinv;
if ELIM{nrp1] then
“PCOLL nxpl1:==PCOL{nrpi];
Alloc]:s=0,0; :
vloc:.-:l'oc-t}nrp1 H

end; -
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if npivél then
begin loci=lpiv-npiv+1i;
npivm:=npiv-1;
for nrow:=1 step 1 until npivm do
begin PR(¥[nrow]:=A[loc];
if FLiIM{nrow] then
PRU¥W[ nrow]:=~PR(W[ nrow];
PCUL[ nrow]:=-A{loc]*sinv;
Alloc]:=0,0; 1loc:=loc+1l

end; .
end;
Allpiv]}:=0,0; PROW[npiv]:=1,0; PCUL[npiv}:=sinv;
loc:=1;

for nrow:=1 step 1 until n do
for ncol:=1 step 1 until nrow do
begin A[loc):=A{locl+PRUW[ nrow]*PCUL[ncol];
loci=loc+1

end;
end for n;

end symnetric matrix inversion;

The matrix element index mapping'algorithm is presented below as
an ALGOL integer procedure; this algorithm is used in this form by
the-BOND LENGTHS. & ANGLES (X26) program to extract frém the least
squares matrix inve;se the elements which link positional parameters
required in the computation of the estimated standard deviations of

derived results.

. integer procedure element(i,j,n); value i,jyn; integer i, j,n;
comment calculates the vector index k for the matrix element i,J of

the n*n metrix held as an uppor triangle stored in reverse order in
8 vector with bounds [1:n*(n+1)div2]; .

‘begin integer ij,ijd,k, jless;
nm::n*Zn+1)div2;
ij::nnhi+1; ijds=n=1; jless:=j-1;
for k:=1 step 1 until jless do
begin if k<i then -
begin ijs=ij-ijd; ijds=ijd-1 end
else ij:=ij-1;

end;
elements=ij
end element;



273

A typical call of this procedure would be:
x:=V[element({,f,n)];

the effect would be to access the element Aij of the upper triangle
of the N x N matrix A stored in reverse order in the vector

V[1 : n(n+l)/2], and then assign its value to the variable X.

A - 4 Index Permutation and Sorting in X16

The GENERAL FOURIER (X16) program is designed to allow the user
to nominate the axis down which the synthesis sections will be
calculated at selected intervals. This option makeslnecessary two
operations which deserve further comment. The first operation
concerns the permutation of the elements of the reflection index
triple into . a new qrder corresponding to the choice of section axis.
This operation is a mandato;y consequence of the structure of tbe
algorithm -used for the computation of the Fourier synthesis. The
second operation, the sorting of a set of index triples into a
sequencé which reduces to a minimum the time taken for the calculation
of a given section, is advantageous. but not obligatory. During the
development of the crystallographic suite, a number of programs used
elsewhere were examined in some detail, and almost without exception
those programs which incorporated these operations implemented them in
an inefficient and sometime tortuous fashion. As the tasks incur a
time penalty which may be significant when large data sets are being
processed, the algorithms employed for their implemeptation in the Xl6

program are described.

The trivial task 6f permuting the index triple hke into a specified
order is accomplished in the X16 program using an indexing vector. The
choice of the section axis which makes such a permutation necessary is

made taking into account a number of considerations, including the cell
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contents, the celi symmeéry, the section area, the range of data,
etc. Once the section axis is decided upon, the indices mu#t be
transposed so that tﬁe index associated with the section axis becomes
the last element in the triple. The position of the remaining
indices in the triple is left to the user to decide under the-
constraint of maintaining a right-handed axial system. The form in

which the indexing vector is created is described below.

Let jl' jz, j3 be three variables of type integer which refer to
the three elements of the index triple, jl being associated with the
first index position, j2 with the second and j3 with the last. The
allowed values of jl' jz, j3 are 1, 2 and 3, with the restriction that
jl # j2 # j3. We employ the convention that the value 1 represents
the index h, 2 represents the index k and 3 the index {. Thus to
iqdicate the permutation of hkE to Lhk, jl' j2, j3 would have the
values 3, 1, 2 respectively. . Similarly the permutation of hkE to kth

would be specified by the sequence 2, 3, 1.

The three f-values form part of the data for X16, and are referred
to collectively as the 'permutation vector'. Internally they are held

in an integer array T [1 : 3], and are used to set upvthe inverse

permutation vector held in a second integer array PERM [1 : 3] by the

execution of the statement

for i := 1 step 1 until 3 do PERM [T[i]] := i;

In the case of the first example given above, the two arrays will have

the contents

T IEIENER

. PERM 112131131

An example of the use of the inverse permutation vector to direct each

element of n index triples into their correct positions in the integer
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array INDEX[1 : n, 1 : 3Jas they are read from the data tape is given

below:
for i := 1 step 1 until n do
for j := 1 step 1 until 3 do read INDEX [i,PERM[j]];

The tactic of creating the inverse permutation vector internally in ?he
program has been found to reduce the number of mis-specifications of

section axis made during data preparation (particularly by novice users)
in contrast to the situation where it was left to the user to set up the

inverse vector.

The second task, the sorting of index triples into a specified
sequence, is undertaken to ensure that the Fourier synthesis algorithm
is executéd in minimum time. The execution time of the synthesis
algorithm is minimized if the reflection data are sorted into blocks in
which.the lgading index is constant, and within each block the data is
arranged into sub-blocks in which the second index is constant. = This
arrangement of the data ensures that the last index changes most rapidly
as the list of reflection daéa is processed, the intermediate index
changes at an intermediate rate and the leading index changes most
slowly..l This arrangement of the data is accomplished by,ordering the
elements of a key vector into descending order of magnitude, ensuring
that all operations-performed on the key vector to achieve this end are
also performed 6n the list of reflection data. The.elements of the
key vector consist of integers constructed from the indexltriple in two
stages: first, the elements of the permuted index triple are made
positive by the addition of a large positive integer to each, and second,
the biased index.triple elements are packed together into one computer
word with the biased leading index occupying the most significant bit
positions and the last index the least significant bit positions of the

~ word. A key vector, made up of such elements, when sorted into ascending
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or descending order, will arrange the reflection data in the desired
sequence. The routine.chosen for the sorting operation is the highly

efficient algorithm developed by Shell (1959).

A - 5 X16 Listing

A photoreduction of a Flexowriter listing of the X16 program is

reproduced on the following pages.
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k16 FKk1Eh SYNTHES1E PRUGRAM;

began

Anteger tiline

81%,1i2,113, 1, ),k,0,1,nx,0y,02,XP,YP, 1P, LYPw.21Fejuct,31,12,13,100um,{reelno, preelno,

funit,punit, lsetaec,rcount;

real fgero, hulo.uc‘h.l.b.c.tlpm.bou.g-_,-an,-lhm’n.-uxnx.rnol,comr,s.ur.b-nx,cuun

alfstr ,betetar ,gometsr,calf, cbet,cgsn, thets,noss , noab,vol;

booleSp cent,reject,phper,plot,supress,tape full;
resl arrey TENP{1:3);
integer &rr8y PERM, IPBUWNMEVI3), FUAL, PLUT( 1:13), TETLE{ W]

cumment CHE:;

integer Srrey MLLT{1:8),APARITY,BPARITY[1:8,118),HULD,A,B, D &L 1:2000);

svitch 6653aJ1,38,J3,34,05,J6,J7,08,J9,WEKR;
avitch KTYPE:®h ) ,K2,h3,0 KX ;

rovedury sunddU(a,b); integer Brsey &; .lrr-! b;
begin integes array dua{1:1];
dusl Vlsasieelb);

a{1U)im); a|13):madressldunm);

outauis);
e{W)indum{1]); sf1d):amddroesib);
outaUis);

end;

prucedure getdU(s,b); 1nteger 8rr8y &; arrsy b;
began integer array dus{i:i),
a[1U):=; al13)smddressidum);
104U(a) ;

if dumi t}>s1zelb) then prant EEI2TRANSFEN TUD LARGE, ARRAY 51Z6m?,d1gits(x) ,s1z0lb),

£ BLULK 51Z5w?,dum 1),££16?77,8t0p;

a{W]lmdual1]}; e[13):mddressib);
inau(e) ;

end getal;

procedure invert(s,b,c,siphs,bets ,camm ,A,B,C,ALPHA ,BETA ,GAMA,VUL) ; value 8,b,c,8lphs ,bets,genms ;
o8l 8,b,c,81phs , bets ,gamms A B,  ,ALPHA ,BETA ,GAMMA , VUL ;
begin resl vol,coes,coab,cosg,srns,eind,s1nk;

cosaizcos(alphe); cosbimcos{bets); cosgiccos{ysmm);

simm:zmsin(alpha); sinbizsin(beta); sing:zsin(gamm);

vol:sl L becosg®cosged Uscosmecosb®cosg ;

vol:emebecesqri(vol);

ALPWMA : arcicoe({cosb®cosg~coss) /feinb/sing);

BETA;mbrccos{(cosg®cos~cosb) /sing/sim) ;

GAMMA :cmrccos({cosm®cosb~cong) /sim/sindb)
Atsb*cesins/vol; Bimc*aesinb/vol; C:mm*b*sing/vol;

VULiwvol

end i1nversion;

procedure unmck(hkl,h,k,1); value hkl; integer hkl,h,k,l;

begin integer hh,kk,li;
code IV <4355> 1 2V hh

@ Kk oz 16 ML
U4 hkl : 23 1]
SU B : 43 kk
SU 8 1 43 hh
U Ce¥4T> : 27 bh
47 xk ot 27 11

himhh; kizkk; ltell;

integer procedure pack(h,k,1); value h,k,}; integer h,k,);
begin code 3V h 1 M4 <HLT>

ond pack;

558 : Y6 h
4 ko U4 V2D
™ ht: 38
16 k : W1

(4 <127 ¢t 4k
16 pack 3

protedure display(s); integer arrsy s;
begin integer 1, ,k,h; ewatch £6:m)1,04,J3;
switch TENMIELY L2,L3,048,1.3,16,L7,18,6X;

for jiwd atep V untal 7 do

bogan print SCLI7PARITY GKWIP 7;
for kied step - wntil U do
begin gode 3V <G> 3 67 k
L1 LU S )
4 J! T eV g2,
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Jv: piint €82 goto J3;
Jaz priot fu?;
J3:

end;

print £5177;
fos 1:) slup Vo untal b do
bugin hical ge1,1), 1! h=U then golo &X;
‘gt_o'ru«ll{nl;

L Print £sL0L?; golo BX;
[h print ¥<L667, goto KX;
H piant Y-8 87; Loto EX;
B prant £-687?; goto X
: Praint Y« lp?; goto BX;
: print $eLSL7; goto iX;
LT: prant £eBLC?; golo RX;
8 print ¥-5657; goto §X;
[> %4
wnd,

end for ;j;

und displs

samoline; linewpriater;
commont read beeic data;

1323 anstrang(TITLE,1);

resd nx,ny,nz,xp,yp,{zero,fecslo,scale,s,b,c,81phs, bota, camm ,mult,1p,type;
contie pats ;

TuBd ireject; rojectisirejeclsy;

1! rejuct then

begin goto RTYPElireject);

K1 fusd sthmax; goto REX;
LY H resd sthmin; goto KEX;
: Iusd sthmax,ethmin; goto kEX;

-
-
-

$
I3

rnom;

ond;

for a:ml step V until 3 do resd PERM{i];

for 1:21 step V untal 8 do road MULT(L);

for W:=t step 1 untal 8 do for ):=) stup 1 until & do rusd APRRITY|1,,);

Af nut cont then for 13=1 stop } until & do for j:=1 step | until b do rudd BPAKITYL:,,);

comment smatislizations;

convisl UIT4SILE; . R

slphé:amlphatconv; bethinbols®cony; genms:agamsm®cony;

1aver tla,b, ¢, 8 lphs ,bots ,Kaaam e tar ,batar,colar,al{star,botstas ,gamatar,vol);
calfizcos{alistar); cbutimcos(betstar); cgamizcos{gametar);

TLMP{ | Jimm, TEMP(4]):=b; TEMP{D):
focaleizl U/fscslo;

frorosnizero®fecale; xpimxp=1; ypizyp~1;

11=PRKMIY); 2 2:=PERMIZ);  23:=PERMI3);

1onumic i 190100 412%10423;

for 1121 step 1 untal 3 do IPENMI: ):=PERMI1];

N 1:=IPERMIY ) aaZi=)PeXMIZ); 1i3:elPER 3 );

1IE1; gimadg

A% 1>, then bugin 122114, jrxil end;

11 »=S1 then bugin 31f yc2 thon theta:rgesss olgy thets:zbeta ond wlsw thutaizmiphs;
oo :=TEMP( 1) )*(xp/an) ;  nowb:=TEMP[12)%(yp/ny) ;

commont outlput synthesis type requested;

tlinows=r;
11 typesl then print LEL7PATTEREUN ? ules
bugin 1f cont then print £LE7CENTRU? ulsu prant £U7NUNCENTHU?;
prant CoYMMETRIC 7
A1 typez2 ur type=3 thun prant €1 ?;

£ lypest or types=5 then print YRUKIBR 7;

1 typeet or typo=T then print SUIFFERENCE 7;

f typose ur Lypez$ thun Prant SWRIGHTED LIVEERENCE 7;

e

viEh, g ant SAEYNTHRBIG bib 2,0utettingdTiT0h,1);

L el bt/ lput medis anforamta

fap,  pepericapd;

BOBL SVILZL LT 0N LATA JNPUT FRuM 2 Llinessztlinensd ;)
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11 paper lhen print CPAPER TAPE? olse

print LLISK?;
ruld 1p; plotie: pekh ;
prant £EILPHHTIUN WLTRUT UN 7, tlinvssctlines+l;
1f plot then .

prant CUIGR ANL LINEPRINTER?

else praint SLINEARINTHR UNLY?;
ruld 3p; supruseiciped;
A1 supreas then prant CEILYNHATIVE RILIUNS UF WTRUT SLPPRESBEL?
ulse praot LRIL7KU LUPPRESEIUN F (KTRUT?; thinesi=tlinussl;

comment Lulput uriuntation snfuraslion;
piant CCLILPHELTIUN UK ENTATIUN ANL JNUEX PERMUTATIUNS 1t47THE (VERTICAL) 2-AMIS LRNGTH 16 7,
frovpuirile) , nome, ¢ ANGETRUN?,
4 1t27THE (HUNIZUNTAL) Y~AMI6 LENGTH 36 'f.n'opb,t ANLOTRUME L t27THE INTERAXIAL ANGLE 16 2,
theta/conv,§ LEGhEES?,
€ELILL?THE BYNTHESISE WILL BE CALLULATED WITH BELTIURD LUWN THE UKIGINAL ?2;
11 11321 thun print €A-? else 1f 113al then print £B-? else prant €(-?; prant CAX167;
prant £E1LI7THE JNUEX PENMUTATIUN 15 FRUM HXL TU ?;
for 1:=1 step ) untad 3 do if IPERM{1}El then print €H? o

11 IPEHM[1])=2 then print k7 olme print fL?;

tlinve:

tlines+d ;

commont display trigonometric expression for A coefficients;

T prant €RIMMZA-CUEFFIC]ENT TRIGUNUMETRIC EXPRESSIUNSLLI??;

areplay(APRITY) ;
tiinoe:ctlinesel;

AL cent thon goto (NEK;
comnent di1splay trigonometric expression for B coefficients,
Print LELILTB-CULFFICLENT TRIGUNUMETHIC EXPRESSIUNSEL??;

dieplay(BihiTY) ;

tlino

tlinessld;

comment Jisplay multiplicitios;

prant CCLIL2INDEX CLABE MULTIPLICITIESC1?7;
for J:et slep ) until 7 do
begin prant £ELtZ?INUEX CLASE ?;
for kizz stop -1 yatil U do
began code 3V <41> : 67 k

S5 U U3 .
42 07 3 40 gB;
L8 prant £U7; goto J9; .
Jbt 1f kU then print £i? slse 1f k=) then print €X? else print €H?;

H
e
prant €7, digatela) ,MULTL jei ],
und;

11 nes

=tlineeels;

begin communt sogmunt| ) jseeessssecsssces yuhprogran to inputl, #tuer 8nd surt reflection data seesesecsse
integer phepk,pl,rir,rlose,kk,m,t1,t),83,a3,84,b1,0L2,b3;

Tual modf,voight,e,alphs ,endfo,modfc,dol, sthl, t, U ts;

cu-nr;l (BB:; 1ntoger Srray AEY|1:2UL0); roal array FUATA{1:7);
ihtoger aryey ABITh, BHITR[ V4 ), 1NE{133],

uwitch 466:3INEXT, 1LABT,AMIP;

swileh INPUTS=IN,12,13,04,585,06,57,18, v, 18X

sviteh RESJHLTIORY K2, KD, HE KEX;

EvItch BYNTH:=6Y 54,563,014, 065,060,076, 69,013 ;

switoh BRI TIZPY, P2, V0,4, P
rusl procuduse Arctanly)divided by:€x), valuw x,y; ro8l x,y;
bogin comment finds 8ngle in radians, 1n rane U < Arctan < 2par;
rwal w,pi,prbyd; Boovludn yne;
P13, 141582604 ; pabyZ:isl STUTPEILT;
11 yeU,uU then

beg 3= (11 ebs(x)<absly) then pibyz-erctanixz/y) vlse sictaniy/a));
ynogi= ySU U, a3iz xey;
30 agU U oF ynu thun wizwepn;

1L xU0 spd yno L

0 wizweps
ond
olug wiz (if x<0 U thon pr slec U ,0);

Arvctanizw

b Are Amn
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comaent sel up Fuld fale fur jefluclion GRS 3 foquiled,

i1 pot peper then
a1 mot RLLL
bugin cloees (rear),
sotde 3V CYRALD Vb s,
PALL Y Ja=s; MALZ )i FALLG iel
POALLT )R pCALEBIt;  owponticAL);
ond

comment set up write file for sections 31f required;

11 plout thon
bogan clearlpum ;

code 3U <OPLUT> 1 16 1

PWTiV):=1; PLOT(2):=D; PLUTLE):=0;

PLUT(7):=1; PWUTIB):=U; openl(PLUT); ersse(PLUT);
codw 3U <PUATA> : 16 1;

PWTL1)ie1; open(PLUT); orsselPuT);
PLWT(7T):cl; open{PLUT);

end initisligAtions;
comment permute code—word components;

ABSTE[ 1) BBITB{4 ):014E;

11 100ums1Z) then bugin aZizid; adio; e4is#; bi:el6; biisdd; bI1mGe

v

1onuns132 then begin adiod; bIIEdZ; b2:z16; bIim6e
sia; DIEN6; bii=64; bI:1edI
1onumszdl then begin aZicH; ad:zd; edisd; bi:edd; biiath; W:=16
1onumeB 1L then bexin 84334; ed:icl; edied; bl:wed; b2:zl6; bI:edZ

1onuessll) then bﬁ‘ln

[~y

-

1ol then bogin adicl; adi=¢; wd3=2; bliebd; b2:1xDZ; WO:imlé
ABITSI2)i=a2; ABITS{3):omd; ABITSl6):ced;
BHITS{ 1]:=b); BBITS{Z):ebd; BBITS(3):ubS;

rerisrlesetmrcount:l; 1 f paper thep waart;

BlERIERE

compunt input date;

ENBXT: goto INPUT[ type);
o A 11 peper then

bugin resd h; 1f hel1) then goto IMAST; remd k,1,m0df; goto I&X end
olse .
begin getaUFCAL,FLATA) ;
hiFIATAL1); if hs11) then goto FLAST;
KIEFDATA(Z); L:cFDATALS); wodficFDATA(4};

goto 1Ex
ond;
14: 3L paper then

begin re@d h; if he)1) then goto IIABT; resd k,l,e; goto 1EX end
slse
bogin gotUCPCAL,FUATA) ;
hizFLATA[1); 3£ hsi11 then goto 11AST;
KIWFDATAL4); 1:=FLATA[3}, o:i=FUATA[S);
Koto 1EX
end;
13: 11 papor thun
bugan resd h; 11 hsll) Lthen goto JIAST; reed k,1,6,8lphs; goto 1IX end
slso
bugsn keteU(FCAL FUATA) ;
h:=FUATAL 1]; 3 h=111 then goto lus.'l’;
WiFUATAIZ], 1:edUATA(3); oicFLATAL4]; @lpha:chLATALIS];
Kote 1ix
ELURY
1431531624700z 100:
1l pmper thun
bugin read b, A_l_ =111 then goto 1LAST; rued k,l,o00d{o,m0dfc,8,b; del: emodfo-modfc goto IeX end
uvles
bugan o WUGFCAL,FUATA) ;
hISFUATAL ), 1L h=111 thon goto ILAST;
RIFVATAIZ);  1I=FUATAIZ), odfoisFATALA); oodfc:cFDATA(S]; ®i=FLATA[6}; DIsFLATA(7);

delieavdfo-modfc;
ond; .
(N> ¥4 1 type<d thun dul:os U

Lugin 51 1rujectid then sthlizheh*antarsentarshokobutar *Lstors L*1ocatarscatar
’ sl UL easlaroLatar®cBmeZ Uske |obatarvcalar®cals

tCeIshecniar santartibat,

Loto KEFHLThiroget);
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s1:
szt
832
54
552
861
57:
SE:
69:
BEX:

1LABT:
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s:mmbel{dyl)*waight;

. phi=INUEX(at )

Ki: 1L sthl>ethmex then begin ririsrire); gotu INAT und vlse goto hB;
[FH A sthi<ethmin thun begin rless:zrlussst; yoto INEXT wnd olse goto kE;
h3s 1f sthldethomx then bugin ruri=agrel; yoto INBT wnd;

I sthi<sthoin thun bugin rlessieslessed; gute mu‘t'g_ng vlsy goto ki ;
Ke: izl medfees 0 Lhen sualul) /modic nise o U,

1f Oinom then bugan rurizigeel;  goto INEXT omd ol

Ruto REx;

=nd 2ege tion;

somment compuln @, for synthesis Lype;

1§ Uypesd pr tybeaT w1 Lypes® then s ipha:sArctan(L,e);

4
31 typus¥ wr Lypees thon

bogin tilemulfoTmsalo; 1

tioel;
Lot e *morife. teretsoLls;

warghtioaf CLstheds b thun b0 ulse tz/{t2et)),
. wnd;
Kute BYNTHI typel;
bis U

aismdi*modf; goto 6ix;

siee; bisi U gpoto HEX;

s:zcuslalpha)®e; bizainlalphe)eo; goto BkX;
s:zmodfoseignis);

uvizpodfa; goto &3;
s:zdolosigni{n); b ,U;
Koo 83;
sdol*werghtrurgnia);

b:=U,U; poto SK;

Koto BRX;
o:mbeldel);

bicl U,
goto &3;

goto &EX;

rcountiarcountel;

11 rcountd2VUUL then begin finelize; print €£15t37TWL MANY KEFLECTIUNE - HUN AXEDK1577,0top;end;

comment apply multiplicily, 1ndex cless order 1e: (UU,UUL,UKU,UKL,HUU, HUL, HKU  HKL;

2i8Y;

Jieaf hat then ulse Jd;

[
-
.
e

Jimaf ksl then Jrd;

J
J

Ji=al lab then  elew gel;
b

aIROMULT] )}, ULisbOMULTL,);

cumment peroute & copy of the indicus 8nd sture 1o KBY for surting 1nto eynthesis order;

INUEXE YV J1=h; INDEX[Z)ish, INDKXL3)

phialNX[i2);
KXYl rcount ):epackiph, pk,pl) ;

PLIEINUEX(2D};

BULL{ rcount):apackih,k,1); Alrcount):=e; Blrcount]:ch;

Loto INKXT;
commient output rejection statistics;

1f not peper then close(FCAL);
prant £C13U7REFLACTIUN BELALTIUNGL2VA7HEFLECTIONS hETAINEDEL?7,d1g1 tald) , reount ;
11 ROt reject then print £C1t27NU KEFLACTIUNS WEJEUTEL? elee

begin w €E1CI7REJ ECTIUN CRITERION 15 ?7;

gOoto PREJELTLarejoct];

tlines:=tliness6;

Pi: Print $€1G7REIMUCAL VECTIR >7,{rewpoint{4),sthmax; goto PEx;

Pi: prant CEAESZRECIPAUCAL VELTUR <7?,freepointld4),sthain; goto PEX;

3 Print CSAIZKECIARUCAL VELTUH <7, frespoint{4),sthoin,s Uk >?,sthoex; goto PEX;
~ prant CELIZMEFLECTION K—FACTUR >7, frecpoint{4),riome 10U U;

PEX: tlinostetlinosed;

AL irojectal ur irejuct:d or irujectst thun

bugin print €CIQ7RIFLICTIURS ABUVE UPPEK THRESHULDEL??,digs teld) ,7gr;
31 srugeet=2d or 1rejectd then

Login prant SCIG7REFLEB.TIUNS AW LUWER THNEBRULLA 27, dagsted4 ), rlnss;

und;

summenl soi L amdicoes on WEY;

for 4321 atep 3 uplid reount do ee2%)-1;

for mizmiivi wh u agl du

Lugin khizycount-m;
for yiz) atep Vountil kh do
bugan for sie) step —= untsl 1 dy
bogan 2f KEY[1en2REYIS ) thon guto SKIP;
tizekeYla ) KEYES

EKEY L aem);  hEY[aem)izta;

GOl ) LY ieULL] vem);  HULDY s em)i=ta
LAl ), AlalizAliem); Aliemfimt;
ti=8(1): Bl1lisghlaem); B]iea)
und;
SNIP:
und;

vnd;

tlines:ztlinoesl end;

tlinvsictliness) vpd;
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cogeont pes@iliwl Indices e a0 A Othekie Grdor 10 AEY, unputsulod iedicos 86d synthusis costliciunts 81 ouw

weptoed on Lho «B&e LI0F a6 B0 AE Faepectively, Nuw computs the spAce group coude vord;

for 1:5Y atep V until reosunt du

Lepan wnpscn(HOLLL ), b, 5,00

L=

i
t=1f wven(n) thon ; ulse jed;

J
2:=3f even(k) then j else je2;
J

izt wvenll) then ; wlew get;
‘comment pArity Lroup order 1s: 600,660, 600,w00,00,000,008,000, NOY pick up code vord elenwnte;

talsl;
for =) step 1 wntil 8 do
bogin kIAPKITY] ),n);
11 ksU then begin 1:caf k4 then BB1TSlr~4) c¢lee ABITSIR]; tiistiel end;

11 not cent then
begin kizBPAKITY{ j,n);
1f ké then bugin lieaf k>4 thon BBITS(k=4] elss ABITE(K}; tiistiel end;
. ond; :
snd;
CUbEli)s=t1;

comment now replsce unpermuted indices with perouted indices, 50 that KEY can be coilapsed;

HOILL i )i=KEY1a )
end;

JIe6l-t1ine

for kiel stup ¥ until ) do prant €£177;

wnd * subprogram to input, steur and sort data o ses0sesssersscscentssessects

b___vm comment segment[1)esseessse gubprogram for computation of fourier synthesis *¢
’ anteger socno,mrker,cvord, th, tk,tl,count,total, lines ,apage,bpige,0f faphces,Mmrgin,18,1b,1a,1b,us,ub, {1,
rcount, jeount,p,q;
real Xi,y1,X30t,yint,zint,phi,adesh,81nterval,binterval,totaloff,poffset,t,8rg,sarg,carg,cs,
cbycc,cd,cl,c2,c3,cA,hallpi;
eal arrey FRRIU:

PrUtyp ), DEUNT ,DEUMR{ Ut yp ), 552E11:3);

comment CBE!; integer &rréy M.w,u‘,b‘ﬂ,ul‘ﬁ&l‘:IU],WFIU:xp).DII{l:'Al;

switch 556 $=NENE B ,S5K1P,BACK, LOOP, EX1T, I LUOP, JLUUP, JUNZ, 6UM3 , EX1T2,11,02,13,14,L5,1L6,17,18,
LLY,LL2, 1LY, Lid, LIS, L6,

boolodn rect,obtuse;

procedure section out{zp,yp, tape (ul;,tohl); yalue xp,yp; integer <p,yp,totsl; boolesn tape full;
begin switch &6:cex; integer sz;
as:esizel{FULUR);
totalictotalesnz;
1f totel>69297 then begin tape fullizstrue; goto ux end;
PLUT(VW):cex;
#6ndaU(PLUT, PUUK) ;

ox:

end soction uut;
cumsent 1nitialize and set up output formmt;

A ts1.U/nx;  yaizt.U/ny;  towslia U;  helfpiiel STUTY6;
1 timbelthota-halfpi)$p=5;

1! not roect then obluswizthotadhelfps;

pin:d'.‘l;

sdsenipnomeconiphy);

eintervelimmdash/ap; bintorvaliznomb/yp;
llnun.ﬂ}unlorvll/ﬂxnlurvll)'J; 14 lLinesst thon linvet=);

totsloffterl rect then ! ylse nomesiniphi);
comnent vstablish numbor of pages to spen &=dirpction (down the page);

11, apajuie);
L T lAlepagelimi; gy

[RIIE4
i1 1>xp then ROto LI jizjelinue;
2L % then
begin 1
-pn..n:ai-nod; Ruty LL1

. tAlspage):e

LINES|apmgo)izy=linus;

whid



LL3:

Li6:

NEWSEC:

5X1P3
BACK:
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goto Liz;

LAfapage)sup, LINiSispege)iz); poffeeti=towlof{/apage; offspaces:=poffset/{binterval/5 u);

comment wstablish ruaber of pages to span b—direction (scross the page);

1:=V; bpgeis);

1Bibpsge):za; ji=offspeces;

1:mel;

12 1>yp then goto LIE;

Ji8345;

1P )2V then
begin 1::1-1; UBIbpagelisi;

bpage:zbpege+1; goto L4

end;

goto LL5;

UB{bpage):=yp;

comment establish individual line offsets for & standard page of output;

mrgins=7; usi=UAl1};
thicaf rect then U else (sintervaleus®sin(phi})/(bintervel/3.V);

mrginizmergine (JUU-(UB{1)*5+th))davi; usiaA[1);

for 1:s stup ¥ until ud do
begin if rect then WFFli):zmmrgin eles

Dbegin yi=1f obtuse then us=; else 3,
tiemintervalejesin(phi);
WF 1 )1cmrginet/(bintorvel/s V),
and; '
ond;

Nt output identification to disk;

A1 plot then

begin PLOT(10])321V; aenddU(PLUT,TITLE) ;
LIM{Y 3=p; LIMLZ)isyp;
PWUT(W]iad;  eenddU(PLUT,DIN);
51ZE{V)i=nome; 61ZE{4):thets; &1ZE(3):= H
LPWUT(W0):=9;  senddUL(PLUT,512E);
tape fullicfalse;
code 3V LPIT> § 16 i:
PLUT(1}:=1; PUMI7)is;  openiPLUT);

ond identification;

comment commence refding section numbers;

TeAd secno;

if secnoKU then goto EXIT;

if plot then

begin DIK[1)izsecno; PLOTIIV)1=1; send4U(PLUT,DIN) end;

clear(DsUNY); clear(D6UMZ); clear{PUUR); c\tocdimcd:=cimcatschbimcctacdidd,U;

si1ntizeecno/ns; countisl;

unpack(RULD( 1], th,tk,t1); @s=aA[V]; b3=B({1]; cwordi=Cw&(1];
omment commence firet sumsstion;

histh; ki=tk; 1li=tl;
sargi=sial6,.2631853%t1*s1aL); cergiacosine; .
CBIZMecArg; cbiM®sarg; ccizbecary; cdiaoblsarg;
1f 80U then goto I4;

code 30 Ce1> 3 03 cword

42 L :;
clizcieca; cumment sAcce ters;
w JU <> 3 LY cwurd

42 L4 @ ;
cdimcd=ch; commont -Aces torms;
code 3U <e4> 1 U3 cvord

43 13 ¢ ;
c31mcI=ch; communt -ASCS tere;

code 3U <s8> 3 U3 cword
42 14 3
cdiechd~8; comment -Assc term;
AL b0 thun goto 18;
£0de 3JU <+16> : U3 cword
42 5 : ;

ciisclecd; compont +Bces -luru,'



284

Ls: codu 3U <+34> : UI cword
25
cédiecZecc; comment +Bcac tern;
Le: ﬁ-_ 3U Ceba> : I cword
42 L7 :
cdi=cIsce; comnent +Becc term;
L7 cude U Co1ZB> i U3 cword
42 18 & ;
chizch~cd; coupent ~Bess turs; .
B: countiacounted; 3 f countdrcount then begin smrker:=i; goto SUMS end;

unpeck(HULD| count ], th, tk,t1); s:sAlcount]); bicBicount); cvord:=CWD&(countl;
11 hsth then guto SUMZ; 1f kstk then goto BACK;

comment Sucomnd summBtion;

BUMZ: cods 26 yint § 26
V6 U : us yp

16 yeount 3

Uuup: sarg:i=e1nl6,4831853%key1nt); cergizcosine;
’ cudo 3V earg 3 6) ci
16 arg : U4 carg
63 ¢V t 6L arg
16 arg : U4
4 DEUNY : 2V p
164 U4 U
6U arg 3 67 p
16 U : (4 sarg
6] ¢4 : 16 arg
U8 omrg ¢ 63 3
6U arg : 16 arg
4 USUMZ : U4 )
16 p:6Tp
U4 U 3 6U arg
67T p : 16V
U4 yi t 6V yant
16 yant : 22
34 )jcount : 43 LLP;

code 26 ¢}t 26 €2
26 ¢3 & 46 c4
3V marker : U3 <ot>
42 UMD : 43 4,
11 heth then goto 5KiP;

comment third summmtion;
sUM: code 26 j 3 W UL
US yp ¢ 16 jcount;

JLXIPE

o
3

I3
L3

i3 L6 0

US xp : 16 1count
26 xa3nt 3 U4 )
U4 DEUN ¢ 16 p
L67 p s MU

U4 DSUMZ : 16 p
67 p i 4 U
16 ¢b 1 63 9,;

P saygi=1n(6,2831833%0xant) ;  cArgi=cusine;
sodo JU ca L) cary
16 ary ; 4 b
B mary ¢ 6V arg
.16 ar 3 4 yp
92 4 3 57T U
4 Pk 3 4
V6 q 1 6T q
MU 26U ery
67 9 : ¥6 U
U4 x3 1 6U xint
16 xant : 242
32 acount @ 41 1LLLP
22 5 3 32 jewunt
61 JLWP : 4D 14,
cloar(LSUMI); cloar(DSUMZ); af smrherst thyn goto SKIP;
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communt scale synthesis esection prior to output;

for 1:a0 step 1 until xp do for yiet step } until yp do

begin t:eFWK(1,3); tie(tefzero)emult/vol; 1z=tegcale;
rwi&l:.ﬂ:n;

und;

" if plot and not tape full then

bugin section outlxp,yp,tape full,towl);

11 tape full then
begin LIM{V):==1; PLT{IV])

wleo lastseci=secno;

senddU(PLUT, 1) ond

ond;
communt output s@ection, and then return for tho next;

for 1831z} atep ) until apage do for ibizl etep V| until bpege du
begin 1:al; print £€12e7?7,cutstrang(TITLE,i);
WistA(i8); 1b:ziBlib); uweisUA(1s]); ubistB{ib];
print € SECTIUN AT 2,dig1ta(3) epecial(l), leadzero(£?),80cn0,£/7, 02, SL 1s17HRIZUNTAL FKUM 7,
1,£/2,0y,€ TU 7,ub,£/7,0y,£,S047VERTICAL FROM 7,18,£/7,nx,§ TU ?,u8,€/7,0x,E€1277;
for i:als step } until ue do
begin kiei=la; kiolFF{k];
for ji=1 step V untal k do priat € 7;
tor Jislb step 1 untal ubdb do
m 13 V& FWRL iy J);

Af supress then

Began if £1)C0 then
begin if 1=18 or i1zue or )zlb or Jeub then
print € 7 slseprint € 7
ond .
olse if £ij>999 then print € *eee? slse’

print € ?,digitald),1i;

end;

if isum then !o‘r kizt step ¥ until lines do print ££1772;
end;
k:eLINES[i8); jie6l=k;

for 1is1 step 1 until j do print €££1?77;

end;
KOto NEWGHC;
EXIT: if plot and not tape ful) then

begin LIMI1):==1; PLWOT(IV]1=1; eenddU(PWT,DIM) ond;

subprogrém to compute synthesis *00srresseeecssesesessesesocse;

if not paper or plot then fimslige;

11 plot then print ELIIVL?LAST BECTIUN WRITTEN TU DISK WA NIMBER ?,digite(3), lastaec,£€12577;
snd of progrem;

lse if abs(fij)>¥99 then print € ®s%s? else print € ?,digitel3),11);
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Appendix B - Density Determinations
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B - 1 Density Determinations

The determination of the density of crystalline solids by the
pycnometfic method depends upon measurement of the volume of liquid
(the 'working fluid') displaced by a known weight of the solid

‘material. The pycnometric vessels used in the determinations
reported in this work were an adaption of the familiar specific
gravity bottle. In place of the narrow stopper with its central
capillary there is a wider solid ground glass stopper for ease of
addition of solid. A separate vertical capillary side-arm comﬁunicates
with the interior of the vessel (Figure B - 1). This pycnometer was
designed by the writer with a view to facilitating the determination
of the density of érystalline material by students involved in
laboratory exercises which call for the characterization of inorganic
preparations. In this context the design has proved to be very
successful, as not only can good results be obtained with reasonable
attention ;o technique, but also the pycnometers can be readily
fabricated in quantity by a competent glassblower. There is also
some pedagogic value in the fact that each pycnometer must be indivi-

duaily calibrated by the user.

The two pycnometers used for these determinations were calibrated
with distilled water at 25.0°C; their calibrated volumes at this

temperature are given below:

Pycnometer A (weight 13.9421 gm) Capacity at 25°C 11.3491 cc

Pycnometer B (weight 14.5602 gm) Volume at 25°C 9.6974 cc

_ The density of distilled water at 25°C was taken as 0.997044 gm/cc
(Handbook of Chemistry and Physics, Weast [1967]). The slightly
larger weight of Pycnometer B, which has the smaller volume, is due to

‘its more massive stopper.
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The steps in the procedure for the determination of the density
of a sample of crystalline material are given below. The symbols
used here also serve to identify the quantities recorded in the Tables

which follow.

(a) The pyqnometer was cleaned, dried and weighed and its weight
recorded (wl).

(b) It was then filled with the working fluid and suspended in a water
thermostat énd allowed to reach thermal equilibrium. Excess working
fluid was removed from the top of the capillary side-arm by gentle
wiping with the edge of a disk of filter paper. When the pycnometer
had reached the bath temperature (25.0°C), it was removed and dried
carefully with an absorbent tissue and reweighed (w3). ' Thg difference
between wz and wl gave the weight of the working fluid wz contained in
the pycnometer, from which its density (pl) could be calculated from
the known volume of the vessel at the thermostat temperature.

(c) Some of the working fluid was then carefully removed with a
pipétte, and the pycnometer was weighed again (w4).

(a) The solid was then added and the pycnometer placed in an upright
position in’a vacuum desiccator which was then partially evacuated to
remove any air bubbles adhering to the crystals. When the crystals
were judged to be free of aﬁtached air bubbles, the pycnometer was
reweighed (ws). The difference between ws and w4 gave the weight of
.the crysta;s (w6) adéed to the pycnometer. |

(e) The pyénometer was then refilled with the working fluid and
returned to the thermostat. Upon equilibration it wés removed,
céfefully dried as before and reweighed (w7). The weight of dis-
placed-working fluid (wa)'contained in the pycnometer was then calculated
as tﬁe difference:

Wy = W, =Wy + @)
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The weight of displaced working fluid could then be calculated as the

difference between w3 and we:

The density of the crystals was then calculated from the relation:

p, = (ws-pl)/w9

B - 2 Density Determination of RbI. (working fluid iodine-saturated
=)

paraffin oil)

Quantity Determination Determination 'Determination Determination
1 2 3 | 4

w1 (gm) ;3.9419 13.9420 14.5600 14.5604
W, (gm) 24.0358 . 24.0563 23.1994 23.2047
W, (gm) 10.0939 10.1143 8.6394 8.6433
p, (gm/cc) 0.8894 0.8912 0.8909 0.8913
W, (gm) ‘ 20.1778 18.3411 16.4175  20.8392
W, (gm) 21.1990 19.2024 17.1606 21.8429
w6 (gm) . 1.0212 0.8613 0.7431 1.0037
W, (gm) ' 24.8580 24.7501 23.7978 24.0118
Wy (gm) 9.8949 9.9468 8.4947 8.4477
Wy (gm) ' 0;1990 0.1675 0.1447 0.1956
P, (gm/cc} 4.563 4.583 4.577 4.573

Average value RbI_ density = 4.574 gm/cc

3
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B - 3 Density Determination of KI3;§QQ

(Determinations 1 & 2 working fluid - iodine saturated

perfluorokerosene)

(Determinations 3, 4 & 5 working fluid - iodine saturated

paraffin oil)

Quantity Determin- Determin- Determin- Determin- Determin-
ation 1 ation 2 ation 3 ation 4 ation 5
W, (gm) © 13.9423 14.5602 13.9423 14.5602 13.9421
W, (gm) 36.1253 33.5090 24.0544 23.2034 24.0553
Wy (gm) 22.1832 18.9488 10.1121 8.6432 10.1132
, (gm/ce) 1.9546 1.9540 © 0.8910 0.8913 0.8911
W, (gm) 31.6651 31.2155 18.3716 © 19.4318  20.0376
We (gm) 32.1785 32.0223 19.1031  19.9622 20.8988
W, (gm) 0.5134 : o.aoseA 0.7315 0.5304 0.8612
W, (gm) 36.3271 33.9052 24.6051 23.5870 24.7035
w8 (gm) 21.8716 18.4844 9.9313 8.4963 9.9002
Pg (gm) v0.3116 0.4644 0.1808 0.1309 0.2130
, (gm/cc) 3.217 3.394 3.605 3.610 3.603

3.306*

[

Average value Determinations 1 & 2

Average value Determinations 3, 4 & 5 3.606 gm/cc

* " .
This value is low due to the incomplete removal of attached air bubbles.
The relative merits of the two pycnometric fluids have been discussed in

Chapter 6, Section 6 - 3,
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7

Figure B - 1. Diagram of the density bottle used for the
pycnometric determination of crystal
densities. Note the wide mouth for ease

of addition of the sample.
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Appendix C - .The Derivation of the Unit Cell Constants of

KI3.H20.
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C - 1 The derivation of the Unit Cell Constants of KI3;§29

It is necessary in this detailed description of the derivation
of ghe unit ceil constants of KI3.H20 to refer to geometrical
information cbntained,in specific X-ray photographs. At the
suggestion of the author, all X-ray exposures made in this 1§boratory
receive a unique alphanumeric code for purposes of identification.

.This code will be used here to nominate the exposures of interest;

these are listed beloW:

) Orient;tion I: MG37 - oscillation photograph
| MG38 - zero level weissenberg photograph
MG39 - first level weissenberg photograph
MG40 - second level wéissenberg photograph
Orientation II : MGl7 - oscillation photograph
MG19 - zero level weissenberg photograph
MG20 - first level weissenberg photograph.

(As can be seen, the code consists of two alphabetic characters followed
by a number; normally the first character of the code will remain
constant throughbut a study of a given compound but the remainder of the
code will change). All directions and dimensions are expressed in
terms of the reciprocal lattice and reciprocal lattice units unless
otherwise indicaﬁed. To simplify discussion, only the axes of the
fiﬁal unit cell are labelled a*, b*, c* - the axes of inte;mediate

cells which do not coincide with those of the final cell are labelled

* *

differently, e.g. P, q .

Figure C - 1 is a pexspective view of the reconstructed reciprocal
lattice for KI3.H20 in Orientation II (see Chapter 6, Section 5); this

diagram also shows the relationship of the oscillation axis to the axial

) ’ * % *®
system of the lattice: The geometry of the p a reciprocal net a =
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0.170, p* = 0.105, ¢* = 74°) was derived from polar plots of the zero
and first level weissenberg photographs MG19 and MG20 respectively.
The relative displacement of the nets was determined from a considera-
tion of the axial roﬁ offsets on these photographs of adjacent levels
(Buerger {1962]), ‘taken together with the value of the layer line

spacing § = 0.052 measured from the oscillation photograph MG17.

Figure C - 2 presents the reconstructed reciprocal lattice for
Orientation i viewed froﬁ the same direction as thé lattice shown in
Figure C - 1. .As before, the oscillation axis direction is shown.
The geometry of the b*c* reciprocal net (b* = 0.070, c* = 0.078,

a* = 90°) was determined from the weissenberg exposures MG38 and MG39.
In Figure C - 3 an enlarged view of the relationship between the
Orientation I and Orientation II célls is given. It can be seen that
the p*— axis of the Orientation II cell lies in the {011} direction 6f
the Orientation II celi, thus forming a diagonal of the b*c* net.

This is confirmed by a calculation of the reciprocal lengths involved;

from Figure C - 3:

* * ®
p = b 2 + ¢ 2)%
= (0.0702 + 0.0782)%
= 0.10984H

0.1048 % 0.105 determined from MG19

The rélati&e displaéement of the b*c* planes as initially determined
froﬁ'the axial row offsets on the first level (MG39)-and second level
‘”(MG40) weissenberg exposures gave a cell with a monociinic gngle of

~ 88°, the a" - axis of the Orientation II ceil lying in the {101}
direction of the reciprocal cell defined by q*b*c* thus forming a

* *
diagonal of the ¢ ¢ net.

Although these two cells could be satisfactorily related to one

another, so that the relationship of Orientation II with respect to
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Figure C - 1. Reconstructed Orientation II reciprocal lattice.

5*
#

Figure c - 2. Reconstructed Orientation I reciprocal lattice.
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* ® % )
Orientation I was effectively fixed; the monoclinic cell ¢ b ¢ gave

* *
¢ plane which did not correspond

a systematic absénce pattern in ;he q
to an allowed absence pattern for a primitive monoclinic cell in the
second setting. Also, a critical comparison of the intensities of
equivalent reflectiéns showed that spots which should havé had equal
intensity were in fact not equal. Although the reflections on the
MG38 - MG40 exposures were affected by absorption, which was apparent
as a decrease in intensity from the edge towards the centre of strong
reflections, the effect was not sufficiently severe to vitiate this
comparison. The peculiarity of the systematic absence pattern and the’
non-equivalence of what should have been equivalent refleetions pointed
to the mis-identification of the axial rdws on the upper level photo-
graphs MG39 and MG40. By changing to the cell defined by a"b*c"

(refer Figure C - 4) the absence pattern transformed to that requifed
by the monoclinic space groups Pc, P2/c, and the equivalent reflections
showed the cbrrect intensity relationships about the nowAcorrectly

identified axial rows.

The interaxial angle could now be calculated directly by making
use of the ¢ ==O.1525 calculated from the layer-line spacing of the
oscillation photograph MG37, together with the previously determined

»*
length of the reciprocal interval a :

*

sin B = 0.1525/0.170
= 0.8971
. o®
B = 63.8°

The final direct cell parameters were calculated to be a = 4.868,"
b = 10.152, ¢ = 9.852 A° and B = 116.2°. This unit cell does not

possess the axial ratio or interaxial angle reported for KI .H20 by

3
Wells, Wheeler and Penfield {1892], and it was not possible to derive

a direct non-primitive cell which simultaneously possessed both
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Figure C - 3. Inter-relation of the Orientation I o Orientation II

reciprocal cells.
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properties. As the macroscopic crystallographic interpretations of

these workers are reliable in other cases (e.q. CsI3, RbI3, etc.) it

is concluded that their goniometric data are not accurate due to the
experimental difficulties encountered when working with crystalline

KI3.H20 in the open laboratory.
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300

D - 1 Overlap Calculations

The 5pc overlap integrals for iodine used in Section 7 - 2 - 1
of Chapter 7'were calculated using an ALGOL F program which closely
follows a GIER ALGOL program written by Johansen [1965] for the
evaluation of o§erlaps between orbitals represented by linear
combinations of Slater-type orbitals. The program evaluates the
overlap integral where the orbital functions are centered respectively
on centre a4 and centre b, and where the coordinate systems are given
in the usual way with the X- and Y-axes parallei and the z-axes
pointing against each other (Ballhausen [1962]); the ¢-dependencies

are integrated out as @ is common (¢a = = ¢) and the H-dependencies

¢b
are normalized Legendre polynomials in cos Ga and cos eb. A check on
normalization is performed when the orbital functions are made up of
more than one Slater type orbital. The program calculates the
specified overlap for the given orbital functions over a range of

&ab' the upper and lower limits of this range-and the intervals into
which it is to be divided being set up by the user. For the <p0|po>
overlaps for iodine calculated here, the orbital functions were

approximate by single Slater-type orbitals with an orbital exponent

of £ = 1.9 and an effective principle quantum number of 4 (Nunn [1964]).

D - 2 Force Constant Calculation

The vibration frequencies recorded by Gabes and Gerding [1972]

for solid EI4NI and Bu4NI are given in Table D - 1. From the

3 3

simple nature of their spectra, Gabes and Gerding -assume that both
compounds contain linear symmetric anions. In the absence of any

structural data for Bu4NI this assumption must stand on its merits;

3

in the case of Et4NI it is only correct if the material studied

3

crystallized in modification I. In BU.4NI3 the symmetric stretching
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Table D - 1

Frequencies in cm‘l of symmetric I; in Bu4NI3, EI4NI3
W. Gabes and H. Gerding [1972]
Bu4N13 EI4NI3
Frequency IR Raman IR Raman
2 116 w 116 - 113.6 sh
109 sh 109 - 112.8
Vz 49 - 46 -
v3 134 - : 135 -
w = weak
sh = shoulder
Table D - 2

. . -1
Frequencies in cm

used for force constant calculation

Frequency

Bu,n1, | EZ, NI,
112.5 113.2
134 : 132.5
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frequency, vl, shows a departure ffom the strict selection rules for
Umh symmetry by being infra-red active, presumably due to a lower

site symmetry in the unit cell.. Both compounds also show splittings
(factor group splittinés) due to interactions between the'molecular-
groups.in the unit cell (anion-anion interactions?). For the force

constant calculation average frequencies were calculated; these are

given in Table D - 2.

Using the formulae given in éhapter 7, Section 7 - 3 for the
force constants,.the average frequencies given in Table D - 2, a
value of 4.745 x 1021 gm.~l for the reciprocal atomic mass of iodine
and a value of 2.998 x 1010 ém sec_l for the velocity of light, two

simultaneous equations were set up and solved for k, k12 for both

compounds.

For'Bu4N13 the result of this calculation gave

k

=  0.4520 millidyne/A°
h12 =  0.3890 millidyne/A°;
d ‘EX N
an for. 14 I3
kR = 0.6978 millidyne/A°
k12 =  0.2603 millidyne/A°.

Taking the avérage yielded

k

It

0.575 millidyne/A°

k

12 0.325 millidyne/A°.

The large positive value of k12' indicating that the extension of one
bond is accompanied by a considerable contraction of the other, is

typical of the trihalides. In Table D - 3 the calculated k, klz

" values- for 13

are compared with values calculated by other workers for

a number of trihalide anions.



Table D - 3

- Force Constants for several trihalide ions

Anion _  (mdyne A°-l) k12 (mdyne A°-l) _ Rgfefence

I; 0.575 ' ©0.325  this work

Br; _ 0.91 0.32 Person, Anderson, et alii
' . [1961]

C1; 0.96 0.55 . Evans and Lo [1966a]

.IBr; 0.91 0.30 Maki and Forneris [1967]

ICl; 1.07 . 0.43 Person, Anderson, et afil

~ [1961]
BrCl_ ' 1.09 ' 0.47 _ ' Evans and Lo [1966b]

€0€.
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D - 3 Distorting Forces Calculation

owing to the magnitude of the interaction force';onstant hlz it isA
necessary to use an iterative procedure to calculate the forces
directed in the bond directions required to distort a lineai anion with
two equal bond lengths of 2.920 A° into another specified configuration.
The effect of a non-negligible interaction constant can be expressed as

a change of the force constant, k, for one bond which is proportional

to the extension of the adjacent bond.

B is defined as the ratio of the stretching constant to the

interaction constant, i.e.
B = kiky,
then the changed force constant, R', is given by
k' = k + BM

‘where Af is the éxtension of the adjacent bond (Linnett [1971]).
When forces are applied simultaneously to each terminal atom, both bonds
change  in léngth, and consequently both force constants are modified.

These chanées are described by the equations

My = ik
n. = —'. k,
J 61/ J
R' = k. + BA.
L 4 J
R' = k. + BAn.
I I <
where 61’6j are the forces, and 4, label bonds. Trial calculations

showed that hi,h} converged to stable values under iteration with .

constant 64,61.

The forces required to reproduce a given geometrical configuration

were calculated with the aid of a small program written in 4K-FOCAL and
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run on a Digital Equipment Corporation PDP8/E computer. The bopd
lengths of the desired cbnfiguration were input as data to this
program and arbitrary forces applied to the terminal atoms of the
linear symmetric 'isolated' anion. The iterative calculation was
then performed to determine the changed force constants and the bond
extensions given by these forces. The differences between the bond
lengths of the desired configuration and those generated by the
arbitrary forceé were then used to correct the applied forces. The
calculation was then repeated as many times as was nécessary to yield

the desired configuration within 0.001 A°.

A listing of the program is given in Figure D - 1, and the program

output at each cycle for the CsI_ calculation is shown in Figure D - 2.

3
The trajectory taken by the course of the calculation is given in

Figure D - 3 where 612 is plotted against 623 for each cycle.

D - 4 Estimation of pK, for C_H_CN
. ' O J

The pKa for benzonitrile can be estimated by making use of the

known value of the pKa of CH_CN (pKa = -4.3, Lemaire and Lucas [1951])

3
and determining from the pKa data for analogous compounds the expected
change in the pKa caused by replacing the methyl with a benzyl group.
The iﬁformation used for the determination qf the expected pKa change
is given in Table D - 4; from these data the average pKa change is
found to be approximately -1.0 pKa units. The pKa for benzpnitrile

is therefore estimated to be approximétely -5.3, which does not appear

to be unreasonable.



*WRITE HRLL
C-FOCHAL, 1969

1.
a1.
1.
a1.
01.
61.
a1.
01.
a1,
81.
81.
61.
a1.
81,
g1.
a4.
81.
61,

az.
B8e.
62.
6.
g2,
@az.
.12

ae

g2.
*

01
0z
03
24
(<13
68
a9
16
12
14
16
18
20
22

2.

26
28
39

f1
@2
o4
a6
08
10

14

Figure
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T $'v1-1-1 FORCE FIELD CALCULATION",!
A “BOND 12%"S1," EOND 2X"Sz

S Mi=1; S M2=1; 5 PFPi=-1; S F2=-1:; S Ci1=M1:; & C2
0 2

S Bil=2. 92+R1; 5 EB2=2. 932+R2

T %5. 6%, '"EOND 12“81,“ EBOND 2X"EZ

T %&. 85, " - Fiz"mM1i, " F23x"M2

S Di=S1-B1; S Dz=5z-E2

1 {FRES(D1)-. goal1) 1 24,1 26.1. 14

1 {FSGN{D1)-FSGN{F1)) 1. 16,1, 12,1 1&
S P1=D1; S Ci1=C1l#8. 35

S M1=MA+FSGNC(D1)%*CA

1 {FRES(D2)-.2081) 1. Z4.1 38,1 22

1 CFSGNCLD2)-FSGRIPZ)») 1. 24, 1. 26. 1. 24
S FP2=D2; S Cz=Cz2*8.5

S M2=MZ+FSGN{DZI*C2

G 1. 64

T {"DONE", ' R

S Ki=0 5749; S Kz=8. 5743

S Gi1=1/K1; S Gz=1/K2

S R1=G1#M1;, S Rz=G2+M2

S Di=0. S647xRe; 5 D2=0. ZadV+k1l

1 FRES<D1)~-. @@a@l1) 2 18.2 10,2 1Z

I (FAEBSC(DZ)-. papRal) 2 14.2 14.2. 12

S Ki=0. 57494D1: S K2=8 5743402

kK

D -1, Photo reproduction of the FOCAL program used to

calculate the distorting forces.
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Figure D - 3. Trajectory of the distorting forces during iteration;
the forces are initialized at the values represented

by upper right corner.



Table D - 4

pK values for palrs of compounds analogous in structure to CH

CN/C_H

3 6 5

Compound pKa value Reference

CH,COOH -6.10 Goldfarb, Mele and Gutstein [1955]

C6H5COOH ' ' -7.26 Flexser, Harmmett and Dingwall [1935]
(0pK, = -1.16)

CH ,CNHNH, 12.4 Schwartzenbach and Lutz [1940]

C H CNHNH, ii.2 Albert, Mills and Royer [1947]
(bpK = -0.8)

Average ApKa = -(1.16 + 0.8)/2 = -0.98 ¥ -1.0.

pKa (benzonitrile) = pKa (acetonitrile) + ApKa (average)

-4.3 - 1.0

= =5.3

60€
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+
- he tallizatio int of HI_. H_CN
D-5 [CGESCNH ] at t crystalliza n.p01n o 3 4(C : )

. + .
The molar concentration of H3O in aqueous HI can be calculated

from the following data:
Composition of constant boiling HI{ag) = 57 w.w.%

Density 57 w.w.% HI(aq) = 1.70 gm cm—3

Assuming complete dissociation [H3O+] (57 x 1200)/(100 x 127.91)

7.57 mole litre

Solubility of CeHCN ~ 0.1 mole litre !

5
pKa (CGHSCN) %A-5.3, Ka « 2 x 10

"Then, to an order of magnitude

{C6H5CN][H3O+]/[C6H5CNH+] = 2x10°

[CGHSCNB+} = [CGHSCN][H30+] x 0.5 x 107>
-1x10 " x 7.6 x 10" x 0.5 x 107°
= 3.8x10°

% 10-5 mole 2_1

. Note that activities are assumed to be approximated by concentrations.
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E - 1 CHEESMAN, FINNEY & SNOOK, [1970], "Studies in Halogen-Halogen
Bonding", Theo. chim. acta, 16, p.33.

E - 2 CHEESMAN & FINNEY, {1970], "Unit-Cell Refinement by the
Solution of an Overdetermined System of Linear Equations",

J. Appl. Cryst., 3, p.399.

E - 3 CHEESMAN & FINNEY, [1970], "Refinement of the Structure of

Ammonium Tri-iodide, NH4I3“, Acta Cryst., 1326, p.904.
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Studies in Halogen-Halogen Bonding
I. The p-6 Model
G. H. CHEESMAN, A.J. T. Finngy, and I. K. SNooK

Chemistry Department, University of Tasmania

_ Received May 19. 1969

The VESCF-MO mcthod is used to investigate the p-o bonding model of halogen-halogen bonding.
Procedures for estimating values of the core resonance integral, ff. are discussed. 10is found that if &
ser-empirical procedure is used for estimating this integral, the model adequately predicts equi-
likrium bond-fengths for halogen-halogen molecules. but does not give an accurate description of
the moleenlar wascfunction The implicit assumplions of the semi-empirical approach are examined
in some detail. '

Mit Hilfe der VIEESCE-MO-Mcthode wird das p-a-Bindungsmodell der Halogen-Halogen-
Bindung untersucht. Verschicdene Verfahren fiir dic Abschiitzung des Kernresonanzintegrals f#
werden diskutiert. - Legt man . cin semi-empirisches Verfahren fiir die Abschiitzung dicses Integrals
rugrunde, so zeigt sich. duly das Modell die Gleichgewichisbindungsabstiinde in Halogen-Halogen-
Molekiilen in guter Ubercinstimmung mit dem experimentellen Befund wiedergibt. Lir die Wellen-
funktionen der Molekiile erhilt man dagegen keine besonders genaue Beschreibung. Die implizierten
Annahmen dieser scmi-empirischen Niherung werden im Detail gepriift.

L.a méthode VESCF MO est utilisée pour étudier le modele de liaison p — o pour la liaison halo-
géne-halogéne. Des procédés pour estimer lcs valeurs de I'intégrale de résonance de coeur ff sont
diseutés. On trouve quc si cette intégrale est évaluée par un procédé semi-empirigue, e modéle prédit
correctement les fongueurs de lizison pour ics molécules halogénes-halogene, mais ne fournit pas une
description précise de la fonction d’onde moléculaire. Les hypothéses implicites dans I approuhc semi-
empirigue sont examinées an détail.

A number of theoretical studies of halogen-halogen bonding in interhalogens
and polyhalides has been made; these include studies based on simple
clectrostatic models [1-57, calculations and discussions using the valence-bond
approach [6-9], inert pair theory [10], non-paired spatial orbitals [117, the
method of maximum overlap [12] and Murrel’s best-hybrid-orbital treatment
[13]. Various molcecular orbital treatments have been made ranging in
complexity from the free clectron approximation [ 4], through Hickel and ex-
tended Hiickel calculations [2, 3, 8. 15-18], semi-cmpirical selfconsistent ficld
(SCEFY treatments [19, 20] to all-valence-clectron SCF calculations [23, 24,

61-64]. Treatments employing Bloch orbitals have also becn applied Io both
I, and I, in the solid state [25-28].

Most of the molecular orbital studies appear to indicate that d-orbitals
arc not involved to any extent in the bonding of these compounds, and in fact
an adequatc model of the bonding in the interhalogens can be developed by
considcring only the pa-orbitals of the valence shell as originally suggested by
Pimenicl [29] and subsequently discussed by others [17, 30, 31]. This bonding

¥ Theoret chim. Acta (Berl) Vol. 16 )
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model assumes that the only significant contribution to the interhalogen bond is
made by the po-electrons, the other clectrons in the valence shell remaining non-
bonding. This hypothesis appears to be supported by cxperimental data,
notably the results of studies of nuclear quadrupole resonance [32-33]. Raman
and infra-red spectra [ 36 38]. However, for ionic species. in particular polviodides.
it has been shown theoretically {19 21] that this simple po-electron bonding
model must be modificd to take into account the clectrostatic perturbation dne
to the ionic environment. That this perturbation affects the properties ol poly-
halide ions is demonstrated by a variety of experimental data {39]: for cxample
the dependence of nuclear quadrupole resonance frequencies of similar ions upon
their crystalline environment. In fact, these ions, by virtue of their weak bonding
and sensitivity to external fields. provide convenient tools for the exploration of
environmental effects in the solid and perhaps the liquid state.

In view of this potential uscfulness, this preliminary study was initiated in
order to test the validity of the pa-bonding model. The ground state properties
of diatomic halogen and interhalogen molecules were calculated by the VESCE
method, and as we shall demonstrate, the po-bonding model predicts the correct
internuclear distances in the isolated molecules. Therefore, if the cffect of the
cnvironment can be accurately included in the caleulations, then the po-model
atlows quite accurate investigations of the cflect of environment on molecular
geometry to be made. However, it turns out that the model has only
limited power to predict those propertics which depend upon charge distribution.
This inadequicy in the model points to the fact that interactions between the
non-bonding valence clectrons of the bonded atoms cannot be neglected. .

Method

The pa-clectron bonding model can be formulated in @ manner analogous to
the typical senmii-empirical SCE n-clectron theory as currently applied to investiga-
tions of the clectronic properties of planar unsaturated aromatic compounds. It
is assumed that only one p-orbital per atom contributes to the a-bonding
molecular orbital set, the remaining occupied atomic orbitals forming an
clectronic core around cach nucleus. The basic assumption is that of zero
differential overlap (Z1DO) [40); this assumption in the case of diatomic inter-
halogen molccules reduces the problem to that of a two-electron system
involving rclatively simple integrals [40, 52]. In this study the calculations have
been carried out using the variable clectronegativity SCF procedure (VESCH
method) [45--49]. as this allows some optimization of orbital exponents to be
madc which improves the values calcutated for some molecular propertics [49].

In the calculations reported here, the one-centre electron repulsion integral,
T pp has been derived from a formula of the Paoloni type [19, 417 The two-centre
repulsion integral, ;. was calculated from the Mataga-Nishimoto formula [42]:
the approximation represented by the relation (1) has been suggested [20) as a
more relinble one for pa-clectrons on the grounds that in this case the Mataga-
Nishimoto formula underestimates the value of this integral when compared with
values caleulated using Slater orbitals:

Yoa = /1 (h
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(where the subscripts p, q label orbitals). However, electron correlation studies
[43. 44] indicate that this integral should be reduced from the valuc obtained
using a Slater basis set. The low values of the integral calculated from the
Mataga-Nishimoto formula makc some semi-empirical allowance for electron
corrclation as the Paoloni formula does in y,, and y,. For this rcason the
Mataga-Nishimoto approximation has been preferred to (1) which makes no
such allowance and in fact overestimates the integral.

There arc two main strategies which may be adopted for the sclection of the
core resonance integral f8,,, which in this treatment is assumed (as is usual) to be
a bond property:

(n fi,, may be calculated in some theorctical fashion, or

(1) a semi-empirical approach may be used to derive a valuc of 5, from some
readily observed molecular property. e.g. clectronic spectra.

These two strategies were.compared by calculating potential energy curves
for homonuclear halogen diatomic molecules, using the comparison between
calculated and observed internuclear scparition as a criterion of suceess. As the
integrals for the fluorine molecule vary most sharply with internuclear separation,
this molecule provides the most stringent test of the approximations used. The
total vilence clectron energy ata given r,,, was calculated from the relationship [19]

I 1 14.40
Ear = 7 Z Prg(Hpy + Fop) + Ty Z — =X, X, (2)
< p4 - ra g
where E,, is the total valence electron encrgy, the first summation represents
the electronic cnergy due to the bonding clectrons and the last summation the
corc-core repulsion energy. with the cores being treated as point charges'.
For a diatomic molecule, f,, may be expressed as

Bog=1(pl=}A1q) = X, (p|Ur,lq)— X (p)1/rs|q) . (3)

Several theoretical methods werc used to calculate f3,,; these were
(a) Slater orbital representation with the approximation [50]

(PI1/rlq) = (P11/rlg) = §Spyvp, -
(b) the Wolfsburg-Helmholtz-Mulliken approximation [54]
B =3 Sm(H ,+11,);
{c) the Cusach approximation [55]
Bog=58p(2 IS, DH,,+ H):

aq
(d) the Ohno approximation [56]

Bog =S plX,+ X) (3 — 20 C/r

(where C was taken as 0.85).
All approximations except (b) were also tried with orthogonality corrections

S0).1e.
[ ] ﬂpq(nrlhogonal) = ﬂpq - % Spq(Hllp + H-Iq) :

t The factor 14.40 appears in this cquation to give E,,, in clectron volts when r, is measured in
Angstrom units.

pa)

vl.
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Table 1. Halogen molecules

Molccule r.fcale) A R_(oby A
K 071 1.42
Cl, 134 1.98
Br, 1.72 2.28
1, 234 2.66

Table 2. Fluorine molecule

r, calc (without orthog.) r, cale (with orthog.)
W.MLH. 1.0 -.
Cusach 0.85 1.1
‘Ohno <10 > 17

* The orthogonality cnrrcclvion exactly cancels the approximation for 5,

The cquilibrittm internuclear separation, r,., for the halogen molecules
calculated using approximation (a) are presented in Table 1, and for the
fluorine molecule calculated using approximations (b) (d) in Table 2. These
results show that the calenlated separations are seriously in crror; we conclude
that the discrepancy must be due to inadequacices in the po-model itself, i.¢. an
inadequate representation of the core clectrons and their interactions.

This same difficulty was expericnced by Pohl. Rein. and Appel [52] in
calculations of the ground-state properties of the hydrogen-halide molecules using
a pa-modcl. To overcome this difficulty the core penctrations and interactions
with non-bonding clectrons in the halogen valence shell were represented by the
Hartree-Fock potentials tabulated by Hermann and Skillman [53], that is

E Eelcclrmlallc + Epcnclruliun (4'

core-core

is the total core interaction energy, E.. . osaic 18 the total

the total core

where .. core
Coulomb repulsion between the charged cores and .. ion
penctration energy [52].

Although this remedy allowed Pohl et al. to calculate reasonable ground state
properties for the hydrogen halides, it cannot be readily applied to calculations on
diatomic halogen molecules [60], for in this case E o .pion Cannot be simply
represented in terms of Hermann and Skillman’s potentials. Further, the use of
these potentials involves the implicit assumption that the charge distribution of
all non-bonding clectrons in the bonded atom is the same as that in the isoluted
atom. The measure of agreement between calculated and observed halogen
halide {52] and interhalogen [60] bond lengths and dipole moments shows that
this assumption is not entircly adequate.

The Core Resonance Integral —= The Semi-Empirical Approach

The most successful application of this pe-model of the interhalogen bond
using a value of f3,,, derived from cxperimental data is that of Brown and Nunn
[19]. In the following section we investigate the assumptions implicit in their
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derivation. The derivation underlying their procedure is based on the Born-
Oppenheimer approximation [40]

Elolal = Eclcc"onic + Enuclear . . (5)
This may be written

Elmal = Evalencc clectron + Ecme clectron + Ecleclrmlalic + bpcnelrulinn (6)

Where Eygpence eteciron 18 the cnergy of the valency clectrons, E .. cieciron 18 the €lec-
tronic energy of the core electrons, and E i onic aNd Eeneipaiion have the same
meaning as in Eq. (4). For a diatomic molecule with pure pa-bonding, the
terms on the right hand side of Eq. (6) can be written:

Evalence electron — Z + qu) s (7)

pg=1
Eclcclrmla!ic = X ‘YZ I4"4/"l2 LI . (8)
lnlnl Z qu(ll + r )+ Xl XZ 14. 4/"l 2 + Ecou- electron + Epcnclraliun' (9)

As ry, tends to infinity, from Egs. (6-9) we have
Eia = = Pioly + PEivis = Poaly + P2y s + Ecore iecivons
Ewua(N) = Eqa(0)= —{P;, = 1} [, = Py, = 1} ],
— Py Xy v = Py Xovia+ 2 (P — 1}y,
+ 3P =1y + 3P Py + 5 P Py
= 5P+ 2P fl 4 144/, + E cnetration

’

for which the following assumptions have been made:

(]) hcorc elcclmn(r) corc eleclrun(w)
(ity 1,. I,. 7,1, y22 have thc samec value in the atoms as in the molecule.
(i1i) Pyy(0) = Py (a0) =1.
(iv) X;=X,=1.
The further assumption made by Brown and Nunn was
(V) Pyy=Pyy =P, =Py =1

thus
1
ﬂ = (ﬂl : + ?7)_2" Epcnclm‘inn)
“i1

(1 Py =), (Pu=1)
—(ZP,Z)(EM E(x))+ - 2[’:2 Iy + 2P, L
. s (10
P2 P PR (P
2”12 Vizt 2,,]2 Yi2 4}, Yit 4P, )22
1 | 7.1995

s Piviz— re Paaviat 7 Piayia— Py
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It follows therefore. with assumption (v) that

/‘l 2= {E(') - E(’Z))} + %YI 2 7'2/r12 _%Epenuralinn (‘ 1 a)
or
l)’ = ‘/’l 2 + Epcnclruliun) = % {E(r) - E((IJ)} + %YIZ - 7'2/rl 2 (l 1 b)

That is. the ff used in their calculations includes contributions from the core-
core interactions. Although the inclusion of E, . .0, terms in f is not formally
justified, their good results for calculated internuclear separations in the triiodide
ion show that this is a workable method for including core-core interactions.
This method also allows for problems related to orthogonality, in that Eq. (10)
is derived from (9) using the ZDO approximation, that is, assuming an
orthogonal basis set.

We performed calculations using Eq. (11b) for the homonuclear diatomic
halogens in order 1o test assumptions (i) to (iii) since assumption (iv) holds for
homonuclear molecules. The term Y{E(r) — E(-x)} was calculated from Morse
functions. Brown and Nunn [19] estimated the term (E(x)— E(r) from the
1odine dissociation curve; but as the corresponding curves are not as well
defined for the other halogen and interhalogen diatomic molecules, Morse
functions were used to estimate this term in the present study. This procedure
would lead to falsc values of dissociation encrgies because the “cxperimental”
curves do not coincide with those calculated from the MO model; but since in
the present study {(as in Brown and Nunn’s study) it is only sought to determine
the cquilibrium interatomic scparation, it is only required to locate the position
of the minimum of the encrgy curve, and not its absolute value. it is therefore
legitimate to use this modification of Brown and Nunn's procedure for estimating 8
and thence the interatomic distance.

The results arc shown in Fig. 1, and the correct internuclear distances were
predicted in all cases. This shows that assumptions (i) and (iii) hold: to test the
validity of assumption (v), calculations were performed on the heteronuclear
halogen diatomic molecules using both Egs. (10)and (11). The results are preseénted
in Fig. 2: once again the correet internuclear distances were predicted in all
cases. 1t should be noted that although the caiculated magnitude of the total
cnergy depends upon whether 1q. (10) or (11) wus used to estimate f§, both
cquations give the same internuclear scparation, as is shown in Fig 3 for ICL
Further, the charge distributions, but not the bond order, depend upon which
equation s used for the estimation of the core resonance integral. From the
calculated charge distributions at the observed internuclear separations, the
molccular dipole moments were calculated. These results are presented in Table 3,
together with the calculated charge distribution. We draw attention to the result
for 1Br where in both cases the charge distribution is the reverse of that expected
on the basis of the chemical behaviour of this compound [59]. It may be seen
that the agreement with experimental is not outstandingly good, a point which
further supports the conclusion that more than the po-clectrons must be
included in calculations of (he clectronic structure of these molecules.

The fact that Brown and Numn's [19] calculations would lead to incorrect
values for the dissociation encrgy is not a scrious criticism since the object was
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Fig. 1. Total molecular cnergy curves for the homonuclear halogen diatomics

Fig. 2. Total molecular encrgy curves for the heteronuclear halogen diatomics
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Fig. 3. Tetal molecular cnergy curves for the 1C1 molecule for the two cases. ff dependent on £,
(filled circles) and f not dependent on Pj; (unfilled circles)
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Table 3. Properties of interhalogens

Molecule Calculated charge on most Caleulated dipole moment Observed
electroncgative atom {debye) dipole
[ not dcpcn—dum v I3 d'cpcndcn—l i not dL'FL'nanl B /f-dc'pcndcnl ~moment
o P, " on r, on P, on P, (debye)

[ X9 -0.066 - 0071 0.505 0535 0.88

Fiir -~ 4.157 = 0178 1.2%> 1.450 1.29

Bl —-0t3 0.123 1140 1.240 .

¢ — 106 =017 1170 1.290 0.63

iBr +0.103 (INRIY 1.235 1.320 §.20

(n solution)

The bond order was in all cases approximartely 0.99.

primarily 1o predict the geometry of polyhalide ions. We conclude from the
comparisons of our results with experimental values that their method can give
correct geometries (i.e. the results were not fortuitous) but that it does not lead
to very satisfactory estimates for the charge distribution in these cases.

A limited application of the same method was made by Migehelsen and Vos
who derived their value of f# from electronic spectra. that is, assuming a fixed
nuclear framework, a method commonly used in semi-empirical n-clectron theory.
As they imply, this doces not include contributions from clectrons other than those
dircetly involved in the bonding. In this context Migchelsen and Vos only
discuss explicity contributions from inner shells: our study would indicate that
non-bonding valency clectrons make a most significant contribution. it f8
estimated in this way is used in any study which involves variation of the inter-
nuclear distance, the problem of including or estimating E, . pation WOUld remain
unsolved. The validity of using an integral calculated from an excited state for the
investigation-of groundstate properties is also questionable.

Conclusion

In the absencee of an adequate theoretical method for estimating the contribu-
tion of the corc overlap cnergy 1o the total energy, the semi-empirical
approach was explored. We conclude that the VESCF pa-model using a value for
the core resonance integral estimated in the manner of Brown and Nunn is
satisfactory for predicting internuclear distances, and is therefore suitable lor
investigating the cffect of lattice environment on the geometry of polyhalide ions.
On the other hand the uscfulness of the method for caleulating charge
distributions and properties derived from charge distributions is strictly limited
and gives little insight into the clectronic structure of the halogen-halogen bond.
We are engaged in evaluating the usefulness of all clectron models for this family
of compounds and hope to present the results of these calculations in subsequent
papers. ’
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Unit-Cell Refinement by the Solution of an Overdetermined System of Linear Equations

By G.H.CHEESMAN AND A.J.T. FINNEY
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A computer brogram which refines unit-cell parameters by solving the overdetermined system of linear
equations obtained by indexing the powder pattern is described. The improved numerical stability of

this treatment is reported.

Introduction
The usual method employed for improving unit-cell
parameters derived from powder data is that of least-
squares refinement. This method of treatment was ini-
tially proposed by Cohen (1935) and has been reviewed
by Buerger (1966). The indices of the reflexions and the
observed values of Q (or a related quantity) are used to
establish a set of normal equations which are solved for
refined values of the reciprocal-cell constants. This pro-
‘cess may be applied in a cyclic fashion, the refined con-
stants being used to re-index the pattern and hence to
generate a new system of normal equations.
Experience has shown that when such a least-squares
refinement process is carried out by a computer for the
improvement of oblique cell parameters, the matrix-
inversion routine used to solve the system of normal
equations can in some cases fail on account of the devel-
opment of a matrix singularity. It has been found that
the formally equivalent procedure of treating the prob-
lem as the solution in the least-squares sense of a system
of overdetermined linear equations (Golub, 1965) is less
susceptible to numerical instability.
"In the triclinic case the linear equation for Qy, for the
ith line in a powder pattern of m lines, can be written

as:
Qv=1/d?nr1=ses; (j=1,2...6)
where
“su=Hhj, su=k}, siy=1},
S“=h(k¢, Sts =k, S‘6=hdh
and :
e =a*? ey=b*?, ey=c*?

e4=2a*b* cos y*, es=2b*c* cos a*, es=2a*c* cosf*

When m > 6, these equations form an overdetermined
system for which a least-squares solution can be found
as described by Golub (1965). A computer program
which implements this treatment for the cyclic refine-
ment of the parameters of orthorhombic, monoclinic
and triclinic cells has been written in Elliott ALGOL III
for the Elliott 503 computer. Cells of higher symmetry
can, of course, be treated as special cases within these
classes.

Program description

The input to the program consists of the number of
lines in the pattern; the X-ray wavelength at which the
data was collected ; a code specifying the crystal system;
a tolerance related to the quality of the data; the limits
between which the indices may range; the initial cell
parameters and the list of observed sin? § values.

The observed sin? @ values are converted to Q values
on input, and a table of calculated Q values is built up
from the initial reciprocal-cell parameters, with an en-
try for every index combination within the specified in-
dex ranges. Provision is made to reject from this table
Q values corresponding to any index triple forbidden
by the space group symmetry (when this is known).
This table is then searched for correspondences between
observed and calculated Q values which lie within the
specified tolerance. The index triple for a given line is
chosen from the set of such corresponding Q values by
selecting the Q value which deviates least from the ob-
served Q. When such an indexing can be made, the in-
dices are used to add to the list of equations; otherwise
a ‘no index’ message is recorded. If desired, some form
of weighting may be introduced in forming the normal
equations; in the present program weights proportional



Table 1. Details of the refinement of a pseudo-hexagonal monoclinic cell

Cycle Lines
number  indexed a b
Initial input 26 14-5050 A 9-6250 A
1 29 14-4509 9-6231
2 29 14-4371 9-6236
3 30 14-3987 9-6405
4 30 14-3819 9-6508
5 30 14-3769 9-6395
6 30 14-3716 9-6348
7 30 14-3583 9-6299
8 30 14-3456 9-6305
9 30 14-3396 9-6369
10 30 14-3395 9-6373
11 30 14-3395 9-6373

to tan2 @ have been used following the treatment of
Heavens & Cheesman (1950).

When the search routine has been completed, a test
is made to establish that the system of equations is in
fact overdetermined. If this proves to be the case, its
solution is attempted using the algorithm developed by
Businger & Golub (1965), incorporated in the program
as an ALGOL procedure. A new reciprocal cell is de-
rived from the solution vector, and from this a new
table of calculated Q values is formed and the process
repeated. The program will continue to cycle until the
standard deviation of the difference between observed
and calculated Q values remains unchanged from cycle
to cycle. This criterion is somewhat arbitrary, but has
been found to work well. The final output consists of
the refined direct-cell constants. For each line it also
shows the indices based on that cell, the observed and
calculated Q values and the discrepancy between them,
and also the reliability criterion of de Wolff (1961).

This program has now been in use in this laboratory
for some months; in its present form it is capable of
handling orthorhombic, monoclinic and triclinic cells,
and during this period it has successfully refined tri-

c B 61Qobs — Qeaicl
14-5050 A 120-0000° 0-000345
14-4832 119-6700 0000371
14-4768 119-5692 0000301
14-4775 119-5741 0-000348
14-4644 119-4797 0-000282
14-4614 119-4148 0-000250
14-4486 119-3471 0-000218
14-4418 1192973 0000184
14-4433 119-3005 0000175
14-4385 119-2770 0-000168
14-4385 119-2774 0000168
14-4385 119-2774 0-000168

clinic” cells which resisted refinement by a program
based on the inversion of the normal equation matrix;
in fact, it was the failure of that method which prompted
the development of the approach described here. Table
1 shows details of a typical refinement for a pseudo-
hexagonal monoclinic cell, using thirty lines of the pow-
der pattern. The number of cycles required to produce
a refined cell naturally depends on the quality of the
data, the size of the unit cell and the accuracy of the
initial cell parameters; in this case the entire process
took slightly more than six minutes to run through 11
cycles to completion. Copies of the program are avail-
able on request.
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Refinement of the Structure of Ammonium Triiodide, NH,I;
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(Received 5 May 1969)

A new study closely confirms the structure and dimensions ascrlbed by R.C.L. Mooney in 1935, but

indicates the triiodide ion to be linear.

The initial investigation by Mooney (1935) into the
structure of ammonium triiodide, NH,I;, confirmed
the assignment of this polyiodide to the orthorhombic
system made by Groth (1908) on the basis of mor-
phology. Mooney found that the unit cell contained
four molecules and that the systematic absences were
consistent with the space group Pmcn, limiting the
atomic positions of the triiodide group to planes with
x coordinates x=4 and x=4. The structural analysis
was carried out through trial-and-error methods based
on 144 qualitatively visually estimated intensities
collected photographically by the oscillation method.
She found the triiodide unit to be both non-linear
(177°) and asymmetric with interiodine distances of
2-82 and 310

In view of the recent theoretical interest in crystalline
polyiodides, in particular the work of Brown & Nunn
(1966) on the configuration of the triiodide ion, it was
considered worth while to attempt the refinement of
this structure. In this connexion it was hoped that an
examination of the thermal parameters of the triiodide
iodine atoms would support their hypothesis that the
asymmetric electrostatic environment of the anion
stabilizes the asymmetric anion geometry.

This refinement confirms to a remarkable degree
Mooney’s structure for this compound.

Experimental

Crystals of ammonium triiodide suitable for X-ray
analysis were prepared from a concentrated aqueous

solution of A.R. grade ammonium iodide and
resublimed iodine. The composition of this solution
was adjusted with reference to Briggs’s (Briggs, Ballard,
Alrich & Wikswo, 1940) phase diagram for the system
iodine~-ammonium iodide-water to ensure that the
only solid phase formed on evaporation was the an-
hydrous triiodide. The crystals so prepared were freed
from mother liquor by rapid suction filtration on a
sintered glass disk and then rapidly transferred to a dry
Lindemann glass tube which was then sealed. As
ammonium triiodide readily decomposes with loss of
iodine, a number of crystals were packed into the one
tube and some of these intentionally destroyed during
the sealing process in order to create a significant
iodine partial pressure within the tube from the outset.
It was found that specimens prepared in this way could
be preserved intact out of the X-ray beam for periods in
excess of one month. However, as Mooney observed,
as soon as a small crystal was brought into the X-
ray beam, decomposition began with free iodine
being deposited on the tube walls adjacent to the
crystal.

The cell dimensions as determined from single-
crystal photographs agreed with those found by Moo-
ney and the same systematic absences were observed.
In Table 1 the cell dimensions measured in this study
and those of Mooney are compared; for convenience
in the subsequent refinement calculations the axial
labelling has been changed to conform to International
Tables for X-ray Crystallography (1952) standard
orientation for space group Pnma.
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Table 1. Comparison of cell dimensions

This work Mooney
a 10-819 A - 10-82 A
b 6-640 6:64
c 9-662 9-66

Six levels of data about the b axis and the first level
about the a axis were collected photographically using
Zr-filtered Mo K radiation and a Nonius Weissenberg
goniometer. All photographs used for intensity meas-
urement were taken using multiple-film packs of four
liford Industrial Type G films interleaved with tin foil.
Intensities were measured by visual estimation against
a calibrated strip and were brought to a common scale
using the a axis data. The Lorentz—polarization cor-
rection was applied but no absorption correction was
made as the instability of the compound in the X-ray
beam necessitated the use of three separate crystals to
record the 516 independent reflexions used in this
refinement. The crystals used all had maximum di-
mensions less than 0-02 mm.

The refinement of the structure was carried out
using a structure factors/least squares program devel-
oped for the Elliott 503 computer. The program makes
use of the block-diagonal approximation to the full
least-squares matrix and employs the Cruickshank,
Pilling, Bujosa, Lovell & Truter (1961) weighting
scheme. The scattering factor curves for iodine were
taken from International Tables for X-ray Crystallo-
graphy (1962), modified for the charge distribution of
the triiodide unit and corrected for dispersion.

Refinement was commenced with the iodine atoms
in the positions found by Mooney; at this stage the
residual, R=3 (Fol—|Fcl)/3 |Fol, stood at 0-32. Five
least-square cycles were performed using isotropic
temperature factors and a partial shift factor of 0-8.
At this stage further refinement was attempted using
anisotropic temperature factors, but no progress could
be made until the contribution to the structure factors
of the ammonium group nitrogen atom was included.
A trial nitrogen position was assumed from the iso-
morphous compound Csl,, and after three further
cycles with isotropic temperature factors, the refine-

ment with anisotropic factors progressed smoothly
using a smaller partial shift factor at 0-5 to a final
residual of 0-183. No attempt was made to refine the
structure further by the inclusion of the ammonium
group hydrogen atoms. The positional and tempera-
ture factor parameters of the ammonium group nitro-
gen atom and the triiodide anion iodine atoms are
given in Table 2.

The positional parameters of the nitrogen atom are
not very accurate as indicated by the estimated stan-
dard deviations. This not unexpected result is also
reflected in the anisotropic temperature factors; the
nitrogen atom values have ane.s.d. of 0-0175 as com-
pared with 0-0024 for the iodine atoms. The significant
interatomic distances and angles are given in Table 3.

Table 3. Interatomic distances and angles

I(-1(2) 3-1134+0-0037s A

1(2)-1(3) 2-7912+ 0-0039

1(1)-1(2)-1(3) 180-0+ 0-0022°

I(1)-N 3-624 +0-0678, 3-679+0-0678 A
1(3)-N 3-776 + 0-0680, 3-875 + 0-0680

Discussion

As stated above, this refinement supports the analysis
made by Mooney in that it confirms her conclusions
regarding the asymmetry of the triiodide ion.

However, the refinement gives no evidence for a
nonlinear triiodide ion as reported by Mooney for
this compound, and which others (Tasman & Boswijk,
1954; Mooney-Slater, 1959) have reported in the
structures of other tritodides [CsI; and (CgHs)sAsl).
It was thought at first that this discrepancy between
this refinement and the previous work on ammonium
triiodide and its analogues indicating an interbond
angle of ~176° in the triiodide ion might be explained
by the hypothesis that ammonium triiodide undergoes
a phase transition in the temperature range 0-30°C.
However, a preliminary survey of several physical
properties of this compound, including nuclear quad-
rupole and nuclear magnetic resonances, has not
yielded any evidence for such a transition. The struc-

Table 2. Atomic parameters

(a) Positional parameters (A)

X zZ

N 9-0356 +0-0637 4-5453 + 0-0654

I(1) 1-6970 + 0-0030 3-3540 + 0-0025

1(2) 4-1242 +0-0027 5-3039 + 0-0025

1(3) 6:2580 + 0-0030 7-1033 + 0-0029

Thermal parameters (A2)
Un Un Uss U2 Uiz Uz

N 0-0646 0:0614 0-0652 0-0 00 0-0
I(1) 0:0376 0-0306 0-0193 0-0 0-0 —-0-0116
1(2) 0-0343 0-0317 0-0175 0-0 00 0-0
113) 0-0360 0-0392 0-0258 0-0 0-0 -~ 00175
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ture and]crystallography of the tetraphenylarsonium
triiodide (in which the bent triiodide ion is reported
to have bonds of equal length) is sufficiently different
from that of ammonium triiodide for environmental
or packing effects to be responsible for differences in
anion geometry. In the case of Csl; the structures are
closely similar; a similar explanation can scarcely be
envisaged. However, the most recent structural study
(Tasman & Boswijk, 1954) was a refinement carried
out by Fourier methods using 98 0k/ reflexions and we
may question the reliability of the I-I-I interbond
angle. In commencing our refinement with Mooney’s
positional parameters, the residual of 0-32 indicated
clearly that her structure does not completely fit our
observational data.

In the light of the studies made by Brown & Nunn
on the effect of the crystalline environment on the
configuration of the triiodide ion, the lattice field over
the anion in ammonium triiodide is expected to be
unsymmetrical, thus stabilizing the configuration with
unequal interiodine bonds. This hypothesis is suppor-
ted by the similarity of the thermal parameters of each
of the three iodine atoms which together make up the
anion. The short I-N distance of 3:624 A may be
evidence for a form of hydrogen bonding between the

OF AMMONIUM TRIIODIDE, NH-d;

ammonium group and the triiodide ion. This would
raise the possibility of rotation or torsion of the cation
about the N-H- - -1 axis as is the case in NH,I (Plumb
& Hornig, 1953). |

Copies of the observed and calculated structure
factors listing are available from the authors upon
request.
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