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INTRODUCTION

The purpose of this thesis is to introduce Delta
Modulation as an alternative to the more conventional carrier

and pulse modulatione,

Chapter I briefly discusses the carrier and pulse
modulations from the standpoint of signal - to - noise ratio,
Bandwidth occupancy and threshold effects. In this way, the
merits of each is brought to the fore and the superiority of

M and PCM can BHe seen.

Chapter II introduces Delta Modulation, a pulse code
modulation, giving an extensive review of much of the more
prominent literature on the subject. Aspects such as channel
capacity, power, spectral densities, overloading, signal ~ to-

noise ratio and bandwidth, are discussed,

In Chapter III an experimental Delta~Sigma Modulation
System is described in detail, from design to performance.
Observations are made which correspond to some made in theory.
The system transmits static signals and AC signals up to 20 HZ.

The accuracy is good and the circuits simple.

In Chapter'IV suggestiéné*are made to improve the
system's performance by simple means, Also mentioned are more
elaborate means (Continuous Delta iModulation) which enhance the

performance considerably but detract from the simplicity.

Much of the literature quoted in the bibliography shows
and giscusses how delta modulation is simple in circuitry yet
has all the advantages of PCM. It is upon this theme thaf the
prototype Delta~Sigma Modulator is designed and built, All the
circuits are kept as simple as possible. With integrated circuits,

deilta modulation is fast becoming an economical proposition,



Delta modulation, though simple to implement, requires
greater bandwidth than the conventional carrier modulations
and PCH (for the same performance). At times this would make
Delta liodulation uneconomical. However, there is a place for
Delta Modulation alongside FM and PCM for some particular

applicationse.
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CHAPTER ONE

INVESTIGATION OF THE CONTINUQOUS CARRIER AND PULSE MODULATIONS

INTRODUCTION

The earliest electronic communication systems were the
telegraph and telephone. The telegraph preceded the telephone
and made use of a 'pulse code'! known as morse code. At the
time of the telegraph, man was unable to send his own voice
over a transmission line. He could only switch simple on=off

gignals onto the line.

The next development was the telephone. A microphone
(voice to electrical signal transducer) was invented to put the
human voice on the transmission line. The telegraph and telephone
reduced the size of the world by making communications faster and
easiere. A demand was created for more telephones and greater

transmission distancess

With greater distances, the cost of a single channel por
transmission line becomes large. Moveover, increased interference
over greater transmission distances reduces the quality of the

transmitted signal.

The signal to be transmitted generally has a small finite
bandwidth compared to the channel itself. It is, therefore,
wasteful to transmit one signal at a time on the transmission
pathe In order to make full use of the transmission path,a
number of messages are transmitted simultaneously by one of
two accepted methods. They are, frequency division, by
modulating subcarriers, and time division, which allows time
sharing of the pathe In either case modulation of the signals

is required.
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Signals are modulated for a number of reasons, Some

are listed below:

(1) To multiplex channelss
(ii) To shift frequencies to their assigned locations

(1ii) To increase bandwidth occupancy and transmitted power,

(iv) To increasc frequency for ease of radiation.

(v) To balance .bandwidth occupancy and sensitivity to noise.

(vi) To translate frequencies for ease in meeting transmission
requirements.,

1.1 CONTINUOUS CARRIER SYSTEMS

The most widely used modulations are the sinusoidal

carrier modulations. The waveform
e(t) = A(t) cos ( Wt + P(t))

has three parameters which may be varied: A(t) the amplitude,
gives rise to amplitude modulation (4M). By varying the phase,

+ (t)} gives phase modulation (PM). If the derivative of <p(t)

with respect to time is allowed to vary, a variation in frequency

occurs and frequeﬁcy modulation (FM) is obtained,

Frequency modulation is superior to amplitude modulation,
the chief reason being>in the ability of FM to éxchange bandwidth

occupancy in the transmigsion medium for improved noise performance,

fc = carrier frequency,
fm = modulating frequency,
W = Dbandwidth,

The various continuous carrier and pulse systems are
investigated in terms of their signal - to - noise ratios at

ﬁhe outputs of the deteotorsé For aAgiven fm’ some systems



require a greater bandwidth than otherse The systems are
considered on the basis of same signal - to - noise ratio at
the input to the detector. The greater the bandwidth, the
greater the noise at the input. Therefore, to give the same
signal = t0 = noise ratio at the input, different signal powers

would have to be transmittecd.

If So/No denotes signal -~ to =~ noise ratio at the
output, and Sin/Nin denotes signal - to - noise ratio at the

input, then for AM double side band (fi1 - DSB)(1),

i

So/¥, 28, /N, | (1a1)

and bandwidth,

W = 2f (1.2)

For LM single sideband (i - SSB)

s/, = 8, /N (1.3)

o) in’ "in

and bandwidth
W = f ™ ( Te 4)

In both cases, the signal=to-noise ratio is independent
of the bandwidth W and, therefore, cannot be improved by using

a. greater bandwidthe

For frcquency modulation, if fd is the maximum

frequency deviation of the carrier, then
fd/fm = M

is defined as the modulation index for an FM system. A distinction
is made within the FM system depending upon the value of Mee For
me > 046 the system is known as wide band FM (WBFM), and Mg L 0.6
is narrow band FM(NBFM).



Evaluation of output signal-to-noisc ratio for low

values of signal-to-noise ratio is quite difficult, but a

(1)

simplificd analysis for large signal-to-noise ratios

gives some idea of the performance of F.M.

For WRF,
- .3

So/No - jmf Sin/Nin (1.5)
with bandwidth

W 2mg £ (mg > 5) (1.6)
For NBFM, 2

SO/NO 3y Sin/Nin (147)
with bandwidth

W = 2f (1.8)

Equation 1.6 is an approximation, but with equation
1¢5 a good indication of how bandwidth and signal-to-noise

ratio can be exchanged, is obtained.

A comparison between WBFM and LM~DSB can be made as

regards signal~to-noise ratio for two cases.

(1) Identical total transmitted power

(So/No)WBFM -

O/ LiM=DSB

(2) For identical carrier powers

(s /n)
o’ "o/ WBFM 2
AV = 3m (1.10)
so No AM-DSB £

In case (2) for m§'> %, the ratio is greater than
one, and an improvement of FM over AM is obtained. The case
me = 1/{§~530.6 is the crossover point from NBFM to WBFM.
Narrow band FM has no noige advantage over 4M for a given

carrier powers
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If f = 15 KC and maximum frequency deviation(fd) is
+ 75 KC (this is usual for commercial broadcasting), then for

identical carrier powers,

(So/No)WBFM 75 2

——7-—7———- =3 = 75
(So Ny LM~DSB 15

This is an improvement of 13.75 db,

These results for Fi indicate that, by increasing Moy

unlimited advantage over LM-~DSB is achieved for large signal-
to-noise ratios. 4Ls M increases, the bandwidth increases
and, therefore, there is a corresponding increase in the

(1)

noise- It has been shown that the output noise power

for ¥ is given by

3
3P, ? o ¢
where PC = carrier power

7

uniform over the bandwidth).

spectral density of the noise (considered

It can be seen from this expression (equation 1.11)
that, for a fixed carrier power Pc, the noise power increases
with the cube of fm. Ls fm increases, holding the qarrier
power constant, there is a point reached where the néisé
suddenly takes over, causing a large reduction in the
output signal—fo—noise ratios The region where fhis reduction

occurs is called the threshold.

Figure 141 illustrates the performance of FM-
and AM=-SSB. The low value S/N analysis is also shown and
c¢learly illustrates the threshold effect. The carrier-to-noise
power ratio should nét be beloy approximatel& 9db, fhis minimum
being increased to 15 ér 16 db if receiver noise is in¢luded.
Below this 9 to 16 db figure the output signal-to-noise ratio

deteriorates rapidlye.



142 PULSE MODULALTIONS
14241 PLM, PWM, PPM

PLM, PWM and PPM have a carrier of an evenly spaced
train of pulses, some parameter of which wvaries according to
the modulation gignales The height width or position of the
pulses can be varied., The first is known as pulse amplitude
modulation (PL), the second as pulse width modulation (PWM),
and the third as pulse position modulation PPM., A4 fourth is
pulse code modulation PCM. The signal is 'quantized' each
sampling time, and the quantized value represented by a code
of pulsess In all cases, the time function is uniquely determined
by sampling every A seconds (sampling theorem(2)).

2f

m
If a PAM system is considered where the pulses are

transmitted by M, then the system (PLi{/il) requires a bandwidth
of 2 mf , assuming LM-DSB, or mf for LM-SSB. (m = the number
of message channels). This is the same band width as ordinary
AM.

PWM and PPM are closely related, and their signal-to-noise
properties arc treated simultaneously. Figure (1+2) shows
details of a received pulse. For a recasonably sharp band

pass characteristic, it can be shown that
W=/t . (1e12)

t
r

to = maximum displacement of pulse for a sinusoidal input

rise time

signale In terms of the input signal-to-noise ratio, the output
signal~to-noise ratio is given by:

2 .3
2to W Sin (1.13)

£ N,
m in

So/No =
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Thus, the output signal-to-noise ratio varies as the
cubic of W, This is the same functional relationship as for
FM (equation 1+5). Lgain these results are only for large
signal to noise ratios at the input. L comparison between

PLM/IM and PPM/LM yields:

(8 o/ N ) ppag/ s
(So/No ) prat/nn

= 242 (W) (1.14)
where W= 1/1;r

Consider a time division multiplies system of 50
channels. Each source of information has a band-width of 5KC,
rise time ti' is 041 NS, and pulse width O.ZPS, then the
maximum vaeluc of to is about 0.95,43. For a PAM/LM system, a

band width of 2 x 50 x 5000 = 500 KC is required. Tor the

1
O.‘IPS

PPM/LM system, a bandwidth of approximately = 10 MC

is required.
The improvement of PPM/AM over PAM/LM is 2(0.95)% . (10)?

= 180 or 22.6 db.

hAs M was to i, so is PPM to Pii, in that this useful
exchange of bandwidth with signal-to-noise ratio can be made
for FM and PPM but not with LM and PLi{. PPM has no great
advantage over FIM and has not been used to the same extent

as Fil,

In both FM and PPM, the improved signal-to-noise ratio

is obtained at considerable expense in bandwidth,.

142.2 Pulse Code Modulation (PCM)

Pulse code modulation is a very different pulse
modulation. In the previous pulse modulations discussed here,
modulation was achieved by worying one parameter of a standard

pulses In PCM, the continuous time function is sampled in the
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usual manner, then 'quantized's The signal is transmitted by
a code of pulses representing the particular quantized value.
The digital code is more favourable because of its simplicity
in detection and instrumentation, Usually, the binary digital
code is employed, that is, O or 1 are the only values the
signal can have. This can be achieved by carrier on or off

respectively.

Despite the complexity of the mechanism of PCi, there
are many advantages in its use. PCM allows for considerable
increase in signal-to~noise ratio at the receiver. The only
decision that needs to be made by the receiver is whether the
pulse is present or not. The receiver need not know its
amplitude or width. This is one property which other pulse
systems do not possess. Of equal importance, is the fact that
the encoded signal can be repeated without introducing

significant distortion.

Lis with other pulse modulations, the signal is sampled
at the rate of 2 fm Per second. If there are m signals and

n digits per code group, the time interval between pulses is

1/2mm £
(2)

and the minimum bandwidth requirement is 5%

W= nmfm (1015)

‘The §hly source of noise is asswued to be the original
'quantizing noise ' inhercnt in the modulation. The noise
over the channel is assumed never to cause a pulse to be
misinterpreted. Therefore, any received sample may be in
error by as much as half a quantizing lewvel (VK/Q). The
noi8e power, for thc maximum error VK/2 in each sample is

given by

n, = ve/iz ()



and the signal power,

R } n
S, = VK/12 (2" - 1)

The output signal to noise ratio is given

n

SO/NO = 27 -1 (1.16)

(This is for large signal-to-noise ratios, 710 db).

For these large signal to noise ratios,

so/No:i o1 (1.17)

Equation 1.15 shows bahdwidth to be directly proportional to

n. Output S/N, however, increases exponentally with n, and
hence output S/N increases exponentially with band-width., This
rate of improvement, with increase in bandwidth, is greater than
the other pulse systems and TM. (For #ii the signal-to-noise

ratio increases with WB).

(3)

Shannon derived a rclationship between input and
output signal-to-noise ratios from information theory
considerations based on channel capacity and Hartley's law.
The rate at which the channel supplies information for a PCM

system is given by
R=2n W(1 +p log p + q log q) bits/second (1.18)

This rate must be equal to that supplied by the channel (for no
information lost), thus giving the output signal to noise

ratio as;

S /N = o0 (1+plogp+aqlogq)_, ,
oo
where
=+ = (?- exp (-~ 2/2)d h = {_2'-.7—__1\_12-2
P=3% 3T ol exPl-y ywerea—\! 7 .

Figure 1.3 shows output versus input signal-to-noise ratio
forn=1, 5, 10 Below 10 db for Sin/Nin the output signal-
to~noise ratio decreases rapidly. ALbove 10 db, So/No levels

off to a constant value.
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This threshold of 10 db for PCM is an improvement on

the 15 to 16 db threshold alrecady described for FM.

13 COMPLRISON OF MODULLTIONS

L comparison of the modulation systems discussed
here can be made on a comnon basis of input signal-to=noise
ratio, the noise being contained in the message band width

We
Figure 1.4 shows how various systems compare. Below

threshold, (i.e. smell signal-to-noise ratio) the LM-SSB is
superior, in both conservation of band-width and in greater

signal to noise ratio.

If the received signal-to-noise ratio is to be large,
then a binary PCM system should be used for maximum output
signal to noise ratioc. 4L better trade off of S/N with band-

width is achieved.

It becomes increasingly difficult to ensure interference
free transmission with increasing distances. In modern
continuous carrier systems, the signal transmitted by cable
over a distance of 100 kilometres is attenuated 240 db, that
is a power ratio of 10™%% times. The attenuation docs not,
in itself, constitute any difficulty, for it can be compemsated
for by a series of repeaters. DBesides the attenuation , however,

there is interference which is cumulative and is gmplified at
each repeater, thus decreasing the signal to noise ratio

from repeater to repeater. On the other hand, PCM docs not
accpmulate interference. The pulses are regenerated at each

repeater.

Llthough PCM should have been used in preference to WBIM,
it was not because of the complexity of instrumentation. The
Bell Systems Laboratories (and others) have carried out much

research into PCM in order to bring it to a stage of development
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such that it be economical to install. PCM is currently in
use in the United States of Lmerica (fairly extensively)

and in small installations in Britain and Holland.

144 INTRODUCING DELT. MODULLTION

So far there has been no mention of delta modulation
(DM). The discussion has gone into the relative merits of the
more common methods of continuous carrier modulations, and has
briefly compared them. Next the pulse modulations were
introduced and compared with the continuous carrier modulations.
PCM has cmerged the more favourable as regards performance, but

is handicapped by the complexity of instrumentation.

Rather than give details of DM herc, a few points
will be stated. These points form a basis on which further
investigation is carried out, and appears in the following

chapters.

Delta lodulation is a one-unit binary code. It has
the same properties as in PCM, in that pulses neced only be
recognised as present or absent, without concern for shape.
Hence, as in PCM, the only noisc which is present in DM is
quantizing noise. It could be expected to achieve a similar

performance (signal-to-noisc ratio) to that of PCM.

The main advantage of delta modulation over PCM is
the simplicity of instrumentation
Delta modulation uses a principle of quantized feedback, which
results in extremely simple coding and decoding operations.
It is in fact so much simpler that it would be used in
preference to PCM, were it not for a disadvantage in band width
requirenments. It is shown later that delta modulation requires

about 1% times the band width of PCM for similar performancese.
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CHAPTER TWO

INVESTIGATION OF DELTA MODULATION

INTRODUCTION

The principles of delta and delta sigma modulation
are introduced. Some of the more significant early works on
delta modulation are studied and results pertaining to such
factors as signal-to-noisc ratio, bandwidth, spectral densitics

and power arc discussed.

The discussions are extensive, and conclusions are
achieved which indicate delta modulation to be a suitable

nethod of modulation and a competitor with P.C.M.

241 THE PRINCIPLES OF DELTL 4ND DELTA-~SIGdA MODULLTION

2,141 Delta iodulation &)

The delta modulator is a feedback system (figure 2.1)
consisting of a pulse generator (PG), a pulse modulator (Pi),

e lincar network (F) and a diffcrence network.

The output pulses p(t) arec fed back through the network
F to produce a function g(t) which very closely approximates the
input signal f(t)s The difference meter producas the difference
£(t) - g(t) = d(t) and passes it into the pulse modulator. The
pulse modulator passes positive pulses from the pulse generator
if £(t) > g(t), and ncgative pulses if £(t) < g(t). These pulses
are the modulator output pulses p(t). Each pulse tries to
reverse the polarity of the difference signal d(t). By doing
this, the differcnce between g(t) and the input signal £(t) is
kept small. (Essentially,the network F is a low pass filter

or an integrator with a large time constant),

At the receiving end (figure 2.,1(b)), if the pulses p(t)

are applied to a similar network to F, an output signal eo(t),
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which is a close approximation to the input f£(t), is obtained.
The difference between the original input signal f(t) and the
reproduced signal eo(t) gives rise to the "quantizing noise".

N
This can be reduced by incrcasing the pulse frequency.

(5)

2+142 Delta-sigma lModulation

Delta-sigma modulation is similar to delta modulation,

the difference being that the input signal f(t) is first integrated.
The integrated difference signal € (t) is fed to the pulse
modulator. (sec figures 2.2(a) and (b)). The same feedback
of the output pulses p(t) applies. In the modulator, the
integrated @ifference signal & (t) is compared with a predetermined
reference voltage VR’ L positive pulse is allowed to pass
from the pulse generator if & (t) >Vg, and a negative pulse if

& (t) <:VR’ In this way, the integrated difference signal is
always in the vicinity of the reference voltage Vp, provided
the input signal does not have too great a slope, or is too
large. The larger the input signal,the more frequently do the

output pulses appear.

Demodulation is produced (as with delta modulation) by
passing the received pulses through a low pass filter thereby
obtaining a reconstruction of the input signal f(t),with of
course Y%guantizing noise". The manner in which the quantizing
errors occur determines the signal-to-noise performance that
the system will attain. Quantization noise for P.C.M. and

delta modulation is discussed in a further section.

4s chennel interference will distort the pulses p(t),
they must be regenerated in the receiving network before filtering.
This has been done in the experimental delta-sigma modulator

described in chapter III,
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2.1.3 Reclation Between Delta and Delta-Sigma Modulation.

Esscntially, a delta~sigma modulator is the samec as a
delta modulator, cxcept that the input signal £(t) is first
intcgrated in the dclta sigma casc. (scc figurc 2.3). In
this way,; the delta-sigma modulator carries information according
to the amplitude of the input signal, as opposcd to delta
modulation, where the modulated signal carrics information

according to the slope of the input signal,

2.2  ELRLY WORK BY DEJALGER (4) ON DELT4 MODULATION

de Jager,in his paper on delta modulation, as described

in section 2.1.1, considercd two cases:

(i) When the demodulator is single integration.

(ii) When thc demodulator is double integration.

2.2.1 Single Intcgration (figure 2.4)

The network has a large time constant, and the
response to an impulse is practically a unit step. Figure 2.5
illustratcs the input signal f(t), the step curve and the
pulse train. The difference between eo(t) and f£(t) is the

quantizing noise,

"This is audible as a type of noise which is more
or less correlated to the speech. 4t a pulse
frequency of 40 KC/S the intelligibility of
the speech is good, but the quantizing noise
has an effect on the speech which may be called

'sandiness! ",

Also, when the slope of the input signal reaches a
certain limit, an overloading occurs. For a sine wave of

frequency f at the input, the maximum amplitude which can



Figure 2.6 DOUBLE INTEGRATION (deJager)

eyl t)

ft)

I I D D D N
T T 1T T

Figure 2,7  SLOPE STEPPING DOUBLE INTEGRATION




be transmitted is

where fp is the pulse frequency and VK the height of one step

in the approximating function g(t).

de Jager>élso derived an expression for the signal-to-

noise ratio in the case of single integration. The rcesult was:
£3/2
- B,
S/ = G F %

where fo is the cut~off frequency of the low pass filter,
2.2.2 Double Integration (figurc 2.6)

By using a double integration linear network, the
approximating function now increases or decrcases by a unit
slope instead of a unit sfep per input pulse. By making both
time constants large, a unit pulse at the input provides a
unit pulse at the first condenser and an output signal of

constant slope (figuroA2.7),

It can be secen by observing figures 2.5 and 2.7, that
double intcgration gives the better approximation to the input
signalp,ugeJager goes a littlc further and introduces prediction'
methods inﬁo the  system to give an even better approximation to

the input signal (scc reference 26). .

The expression for the signal-to~noise ratio for double

integration is
£5/2

S/N= ¢ —p—7—
2 ffgz,

The improvement in signal-to-noise ratio varies with the 3/2

or 5/2 power of fé s the cléck_frequcncy, for single.and double

integration respectively. Using the digits of -a binary code,

it varies exponentiallyp Values of C{ and G, are approximately,
- C

1 = 0020 ’ 02 = 000260



R2e243 Experimental Work

de Jager's experimental measurements of signal-to-noise
ratio are shown in figure 19, reference 4. The theoretical
calculations agree fairly well with the mcasured values, and
the improvement obtained by using double integration is clearly

illustrated.

24244 General Remarks

deJager found that a good reproduction of speech is
possible at a pulse frequency of 100 KC/S. Compared with P.C.M.
the quality was the same as an eight unit code. In taking 800 C/S
as reference frequency, a signal-to-noise ratio of 50 db is

(6)

obscrved; while according to a formula by Bennett the signal-
to-noise ratio in db for a full load test tone, in using a code
of n digits is

D = 6n + 3

which gives n = 8 for d = 50 dbs In this case, the bandwidth
nceded for transmission with delta modulation is about 50%

greater than by using P.C.M.

Ln experimental system was set up for the high quality
reproduction of music. The bandwidth was cxtended to 12 KC/S,
and the signal-to-noise ratio raised to 67 db, by incrcasing
the pulse froquency to 500 KG/S. It was found that the reproduction
was very good, but sometimes difficulties arose when the frequency
spectrum of the music contained much cnergy at high frequencies.
In this case, the level had to be adjusted to draw a compromise
between the quantizing noise and overmodulation. This implied
that the method of single integration at the receiver is not

well suited to music of this kind.



deJdager's concluding corment was:

it is oven possible that in the future the whole
system can be constructed in a rather inexpensive

way by making usc of transistors",

This has been done with the use of not only transistors, but

integrated circuits. Chaptes III and IV discuss delta and

delta-signa modulations as an efficient and cconomical means

of transmission of signals.

L REVIEW OF ZETTERBERG'S PLPER "4 COMPARISON BETWEEN
DELTA 4ND PULSE CODE MODULATIONT7)

"The systems delta end pulse code modulation arce
comparcd from thc point of view of information theory
and from thc study of the quality of transmission with
specech =like signals.

It is shown that the systems have almost the same
potentiality to transmit information when the number

of amplitude levels arc the same and reasonably large,
more than ten levels. The amplitude diétribution of
the ideal signal for delta modulation implies a

signal power about 60 percent less than for the
corresponding signal of pulse code modulation. The
spectral distribution of these signals shows for delta
modulation only, a marked dependence of frequency which

makes the density decrease with increased frequencyes

In transmission and rcception of speech signals
essentially two errors occur, over-loading and
granulation. When parameters are chosen to give
an optimum of quality expressed as signal-to~noise
ratio, delta modulation nceds a much larger bandwidth

than P.C.M. if the desircd quality is moderate or high.



Delta modulation becomes relatively more favourable

when tho bandwidth of the speech signal is large'.(l)

It is assumed that the pulses on the transmission channel
arc of such power that faulty rcception of them duc to extensive
disturbances cannot occur. This assumption is justified by the
fact that pulse systems operate almost undisturbed when the
noise level on the channel is below a given threshold level,

(8)

but are completely unusable at a noise level above that valuce

Zetterberg's methods of analysis are as follows:

(i) The discrcte case: With certain restrictions on
the source, a rate of information can be defined
which constitutes a statistical mcasure of the
ensenble of messages transmitted. The greatest
value of the information ratc is named "channel
capacity", and the corrcsponding ensenblc is
called optimal. He determines the statistical
characteristics for the optimum message enscmble
from which the amplitude, power and spectral
characteristics have been calculated for P.C.i.

and delta modulation,

(ii) Continuous Signal: AL common measurc of the quality
of transmission is used. This is called signal-
to~noisc ratio. In the examination of transmission
quality, it has been assumed that the ensemble of
messages has becen gencrated by a stochastic
normal process, with the cnergy lying within a
determined frequency range f1 to f2 s and with
a comparatively arbitrary distribution in this

range.
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2¢3e1 Channel Capacity for P.C.M. and D.M.

The channel capacity which corrcesponds to the
maximum information rate, and, therefore,to the optimal

ensemble, is for P.C.M.,

C = log 2

-
T

where T = pulse interval in sconds. For Delta modulation,

whore n = the number of quantizing levelse.

Figure 2.8 shows channel capacity versus n for the
same pulsc frequency. For n greater than 10, the difference

is less than 5 percent.

2¢3+2 Power of the lModulation Signal
For the optimal ensemble (as before), the power of

the modulation signals are:

For PoCuMc,

- n -1
% = 55
Tor DM,
- o3)(n=1) o 2 T
QD"Vf{{ 12 T g ot n+1}
VK = quantizing step .

Figure 2.9 shows QD/QP VCTrsus n. QD/QP approaches a
number 1—6/77"2 which corresponds to about 60 percent smaller
power for delta modulation than PCM. (Note; +this is for the

optimal ensemble of functions at the input to each modulator).

2+3.3 Spectral Density Functions

The spectral analysis was done to throw light on the
question of overloading in delta modulation. This occurs when
the change in signal between two sample times is greater than

the system can reproduce. (sec also dedager on overloading).
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Inla composite signal with a continuous spectrum, the energy
should be less at greater frequencics in order to avoid trouble
with overloading. This last remark ties in with experimental
observations made by deJager on music transmission (see section
2.2.4) wherc , in a satisfactory music transmission systen,

overloading did occur at large amplitudes and high frequencies.

The analysis was done for the optimal enscmble of
functions and was based on the original information thcory
analysis done by Shannon (9). Figure 2.10 ghows the standardized
(wer.t. power) spectral density function for delta and pulse
code modulation. Tor P.C.l., the same curve is obtaincd for
diffcrent n because of standardization. It shows that a small
part of the cnergy exists above W (where £, to £, =0 to W),
because the reconstruction was not done by ideal low pass
filtering.

The curves for delta-modulation show a growing

concentration of energy to low frequencics with increase in n.

Chapter III describes an experimental delta~-sigma
modulation system. It would be desirable to bec able to apply
Zetterberg's theory on delta modulation to the delta-sigma
system. Scction 2.1;3 shows how a delta-sigma system can be
considered as a delta system preceded by an integrator. Zetterberg's
work would apply to this delta system. The problem is, therefore,
reduced to the relatively simple task of interpreting the

cffect of integration before delta modulation.

Thcioljii_j:ma_‘iansenlble of functions is defined as the
cnsenble for which the information rate is at a maximun.
Zetterberg does not find the actual optimal ensemble but
works from the condition of maximum information ratc. In
this way, he finds thc autocorrelation function and,thcrefore,

the spectral density function. The samc theory applics for the

delta section of the delta-sigma system. Thus, the figure of

-
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2.10 would apply to dclta sigma modulation for its optimal

ensenble.

The optimal cnsembles for delta and dclta~sigma
modulation are, of course,differcnt. They are related by
the transfor characteristics of the integrator; but, as the
analysis is carried out from the maximun information rate
(thus giving the optimal condition), the theory applies in

either casce

The theorics by Zetterberg and deJager consider
the pulses as impulses and the integrators as "pure integrators".
In a practical system, the intcgrators arc low pass filters
(cither with large time constants or with appropriately
adjusted time constants) and thc impulses squarc finite
pulses. The analyses given by Zetterberg and deJdager are,
thercfore , a first order description only. They do give an
indication of the spectral propertics of the delta and delta-

sigma systems, and cnable them to be comparcd on a spectral

basis with P.C.ie.

Inscetion: 2.6 an attempt is made to show how a
more general (and more accuratc) method of analysis could be
developed. Luto-corrclation techniques are suggested and

used, and a problem posede.

2¢3+4 Transmission of Continuous Signals

Zetterberg makes certain assumptions upon which

he bases his calculations. They arc:

(i) The transmitted signal is continuous and
is generated by a stochastic proccsse

(ii) The spectrun is absolutely continuous.

The difference between the transmitted and received

signals is the error signal. Zetterberg then shows how the
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error signal can be broken down into three statistically.
independent parts. The total noise power, N, is thc sum of

(7)

the paft powers Ng , Ng, No for extrapolation''’, granulation

and overloading, respectively. He shows Ne can bc made

I
1

erbitrary small,so the cxpression for noisc power becomes,

AL result for overloading is derived based on deJhgers

experiments on over loading. If

v
/55 2 27r_fg O (2.1)
K :

where £, is given by

3
f

£ |
-2 T R R
£2 (£)af = 2 d(r)ar.
3 fJ SP f‘lS %
§§’(f) is thc power spectral density function of the signal.
Zetterberg's investigations lead to o generalisation of this

resulte.
2.3.,5 Overloading in Delta Moduwlation

To find the total cffcet of overloading in delta

modulation, Zetterberg fixes the value of VK fp at K and

lets VK diminish to zcro. In this way, thc granulation error
is effectively rcduced to zero and the expression for Né
holds good., Figurc 2.11 shows how overloading occurs. . The
reconstructed signal follows the transmittced signal some of

the time, and thc secant corrcsponding to the slope A’ot-—X
for the rest of the timc. Thc point of transition from one case
to the other is known as a "contact point". Figure 2.12 shows

how a sccond contact point can fall within the effect of the

firste Zetterberg takes this into account in his analysise

He then calculates the number of contact points for
a given ensemble of functions, and the noisc cenergy per

contact point. The product is the total noise encrgy due
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the effective value of the input signal. Thercfore, the

signal=to~noise ratio (for overloading) is casily obtained.

T _ 35 713/2 ¢ exn(?)
NO B ETCH A(aS1) (2.3)

2.3.6 Granulation Noisc in Declta iodulation

The granulation noisc is isolated from the total cerror
by holding VK fixcd and increasing the valwe of the pulsc
frequency to a theoretically infinitely great valuc. 411
overloading disappears without any cssential change in the

granulation crrore.

The result derived for granulation noise is;

3
N = 2 IT fz"f K

E

(244)

oC
; \

K = .__.Ej 1/1’13
n=1

The signal-to-noisa ratio due to granulation is given by,

Yo

Ng .

2.3.7 Comparison with Measurcments for Delta Modulation

Zetterberg illustrates measurcnents made and how they
comparc with theory. A4t sufficiently low values of VE/VK ,
neasurcd curves for different pulsc frequencies coincide .
This implies thot signal-to-noise ratio is indcpendent of
pulse frequency when overloading is negligiblec. It also
verifics the assumption that the pulse frequency in technical
applications is so large that it can be considered infinite,

when the granulation crror is to be calculated.
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The curve of signal-~to-noise ratio versus VE/VK
consists of two branches: in one (small Vg/Vg) the
granﬁlation is dominant, and in thc other, overloading dominates.,
The granulation branch in reference 7 has different slopes in
theory than in measurement. (Sec figures 2.13, 2.14). The
differcence is suspected to be duc to different input signals
and dissimilarities in the spectral distribution of the noisce
L test is described in refercnce 7 to verify this assumption.

2.3.8 Noise Powcr for Overloading and Granulation in
P.C.M.

The noisc power through overloading in P.C.M. is

given by —
oc
N = Hb&:; (1+b=) b, oxp(~y2/2)dy - b cxp(-b /22‘
.V
where b= _K (N=1)
ZVE
N = number of roots of maximel nodulus of equation

>{\I.. 1=0. (reference 7 page 103).

Noise power through granulation in PCM

N2l R

g 12 K

Figurc 2.15 illustrates signal-to-noise ratio versus
VE/VK and its dependence on fp. There is a great similarity

between the curves of figures 2.13 and 2.15.

2¢3.9 Discussion

Zettorberg has sct up a mathematical model for the
analysis of quantizing noise in delta modulation. Using
this modcl he has obtained analytical values for the signal
to noise ratio versus VE/VK , which he then compares with
experimentel results to test out the model.s The difference
between the theoretical and measured values is shan to be

small, and in most cases is explainecd.
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This rcsult compares favourably with deJager's result
where, for a pulse frequency of 100 KC/S, delta modulation is
cquivalent to an cight digit PCil system. ALnother author
Libois(m),showod that, for a system with fp = 100KC/S,
it gave thc same quality as a P.C.M. system with six pulscs
per code group with compression, and 7 pulses per group without

compression,

el DELTL-SIGML MODULLTION

H. Inosc, Y. Yasuda and J.Murakami(S) described the
principle of dclta-sigma modulation (section 2.1) and discuss
advantages of delta-sigma over delta modulation. In their
introduction, it is implicd that delta modulation is only
sulted to signals which do not require the d.ce level
transmitted, and delta-sigma is an cxtension of delta to overcome
this disadvantage.

Thesc assumptions are bascd on the use of pure integrators
in the feedback and demodulator, where in fact,no author has
suggested the use of pure integrators in a practical systeoms
The suggested sources of error arec noise and hit, but in any
such system the pulses are regencrated (to remove sources of error

which would accumulate on integration) before demodulation.

J. C.Balder and C.Kramer(11) in their paper "inaloguc-
to-Digital Conversion by mcans of Delta Modulation", show that
a de.ce level can be transmitted. The cut-off frequency of the
integrator should be at lecast as large as the highest signal
frequency in order to avoid overloading of the delta modulator.
On the other hand, the cut-off frequency of the integrator

should be small with regard to the pulse frequencye.
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Dclta~sigma modulation is a high quality mecthod of
producing the transmission of d.c. signals with virtually
the same simplc circuitry, the same bandwidth and the same

signal-noisc characteristics as delta modulation.

Inose showed analytically that

3
s/N = M. — <_fg) /2
2

N\

M = ratio of signal amplitudc to the maximum amplitude that
docs not overload the modulator.
For Declta modulation,
£3/2
S/N ~. D

¥
f2 f

where £ = signal frequency.

The above valucs for S/N have the same functional
rclationship. Each was dcrived for the different systems by

difforent methods. Inose's method is only approximate.

2+4¢1 Stability

The stability of the deolta-sigma system is dependent
on the variation in rcfercncc level of the comparator. TFor a
/
variation & in the comparator refcrence, the corresponding

variation d' in the integrator input is

J
d!"'\-t E"

A

where L is the gain of the integrator amplifier. By increasing
the gain to a high cnough valuc , the variation in leovel after

integration barely cffects thc system performances
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2e5 THE PROBLEM OFf OBTLINING THE OUTPUT SPECTRUM OF 4
DELTL MODULLTOR IN TERMS OF THE INPUT SPECTRUM.

PG

)

‘P;?(t)o

(T |
el L,

4

Lpz 2 (t) / ‘L

<

Figure 2.16 Delta Modulator

2+¢5¢1 The Problen

Given %%(TZ) s the input auto~-correlation function,
( %é(cu) is the corrcsponding spectrum) what is output auto-

corrclation function (%23('t) (and what is the corresponding
?
$ 55 w)

The thrce operations of intercst are, the subtraction
of the feedback loop from the input, thce integration in the
feedback loop, and the pulsc modulation which contains both

quantizing and sampling.

YT = PulT) ¢ PpT) = @y (T) = (G (T)

(f;2('57 is casily obtaincd in terms of (PBB(I,)
(the required quantity) and 4%x'C) is given. The difficulty

which so far has prevented the full solution of this spectral
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problem is finding the cross correlation functions C’012('C)

and (P21(T) ((]012('C) = (PZ.](-t) ) for a non-lincar forward

loop. (The pulse modulator).

If the forward loop werc linear, a complcete description
of the system in terms of the auto-correlation function at the

input would be possiblc.

2¢542 (P22('C) in terms of (‘033(’C)

If P, (T)e=1p(t), then

y . T {
(Tt) = -lin 1_ £ ()EL (b +T )AL .
#22 1> o0 27 1) 2 2

"
Therefore, (Pzz(’t) = - LPBB(t) .

2.5.3 Pulsc liodulator

The pulse modulator can bec suitably described in terms
of the autocorrelation functions. Use is made of Price's

(

theorem 22) (for two variables only) in order to obtain the
output autocorrelation function of the "two level quantizer®.
The input must be assumed gaussian as well as ergodic and

stationary.

Summary of Price'!s Theorem

Let x, (t), xz(t) be random variables with zero mcan

value taken from a gaussian process having the joint frequency

function
1 - /2 2 R N
plx;sxp) = 2T\'0‘2\J1—<R12>2 e"Pj"iﬁ -2 X1x2>
—= A 11
R
11 2
1\ 20° (1-@1_2) )
114
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Let x1(t), xQ(t) be passed through zero mcmory devices

and denote outputs by h1(x1) h2(x2).

The output cross co-variance can then be written as;

P= mG) by(x)
Define the normalized input correlation coefficient to be

ﬁz = Ryo/Ry,

Theorem:
Under the abovc hypothcsis, if the input process is

gaussian and if hj(x) satisfics certain integrability conditions,

then
aKQ}
~— = (K) K)
apE ™ (x) B )
where th) (x.) = E5K h.(x) l
J 3 o i
XK X:Xj

2+5¢4 Lpplication to a Two Level Quantizer

The quantizer of the delta~modulator is two levelled

with transfer characteristics as shown in figure 2.17.

h, (x;) = hy(x,) = h(x) =S%-1 , x {0
L+1 s, x 00

or h(x) = =1 + 2u(x) , u = step function

with K=1,% = 2 %) . h(x)

+1

Figure 2,17 Quantizer Charactcristic
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The output autocorrclation function is required, so
putting
>C1(t) = x(t) ’ X2(t) = x(t +T) ’

and using the joint frequency function as described above,

Cahd

(K) (K)
AT by ” (x(6))hy (x(t+ T))

@ po . x?+ 2 2f)x N
- (K) (x) 17 % 1%l
-—J(jh,l (X1) hy (xz) exi[- 202(1—92) ] d x, dx,

-0 -0 2Tf(7‘2 x!‘l—e

for k = 1,

EB‘V 2 o 2¥x
@Pz 27G WJIZO(X)ZS(}% ‘: > 02 (1 %1};2(‘ dxy dx,

-0 oo

Ne 2
—_— ) ¢ J
2“@211-?2 J8(X1 P L20~ (1 Q) ?
- oo

2 o

-X

CXp 1
20°(1-Q 230

1
=
q(\)
i
T
~0
N
‘ ] !

B ’)Togl_r:—é?—
= 0 when ez o .
P o= f P 1
J¥e? T o
Substituting cos £ =€
/2

_ 2
P (T) = ) J 1 4a®e
QrEos

. arcos§3>

Knowing the tnput correlgtion coefficient, the auto-

el () =

corrclation function of the output may thus lie determined.
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Its inverse fouricr transform gives the spectrum.

The above analysis has been based upon quantizing only.

No considecration has been given to sampling.

2¢5¢5 The Effect of Sampling

The delta modulator is controlled by a clock pulsc,
regular

The effcct of/sampling must thercfore be considercd.

L gaussian process is sampled and held, at periodic
intervals. Thec sampled and held waveform has a gaussian
distribution in amplitudec, provided the input signal has no
periodic component at a frequency comaensurate with the
sampling frequency. The input q(t) to the quantizer thus
still satisfies the conditions rcquired by Price's theorem

although its spectrum is not that of f( L).

£(t)
——)
5 g(t) q(t) =
s(t) ample Hold Quantize
Figure 2.18

Suppose the sampling procedurc consists of
multiplying the signal £(t) by a sampling waveform g(t) with

pulsc height 'a' and width? as shown in figure 2,18.

RE

=)

Ta
Is

0
Figure 2,19 Saupling Waveformn

The fouricer transforn of the sampling waveforn is,
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x
s(w) = j(f) exp (-jwt)dt
g—_ nT+¢

n =-o nt—gga exp(-jwt)at

tw
L BBt
-0 EW

exp(-jnwT)

My

L

2ef , pulse area.

The fourier transform of g(t) = £(t) s(t) is obtained as the
convolution of the two fourier transforms S(A), F(w-A) of

f and 8 respectively.

. Q0
G(w) = fs())F(w-X)dx

e o
oo
J(hsn-enj‘” _Zw exp(~jn A t)F(w -~ %ZI dA

It can be shown (Reference 23, problem 4.2) that

Lo 2
ZeXp (-jn AT) = ZS(H
- D0
a(w) “L f‘“n‘ Flw-2) S(A- 2"\?) a\

o . 2unt
=%Zsam,r f(w—z—l'l‘n—)
2 néE
T
ALY ) .

Put = = aly s bthe angular sampling frequency ,

o
6w) =% Y F(wnwo) W)

-0 nwo £

If€~> 0 whilst 4 remains finite, then we have, in fact, delta

function sampling and,
oo

(24)
Gw) = % n§=__-oo F(w - n(z)o) ’ a familiar result.

If £ 0, then the factor “ nW.E  irdicates how the

n
(¢]

repeated but shifted parts of the spectrum fall off in amplitude

with increase in ne
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If £(4) is band limited to W cycles/scc., and

sanpling is carried out at a rate of 2W times per second, then

F(W= KU%) does not overlap with

Flw- (K= 1) W) and the spoctrum is

F () = ZtF@-nw) st T
GG T2 | 20«12‘(;

2.5.6 Spectrun of Held Signal

The holding process is assumed ideal with no return
to zero between samples.

Tine response of the holding circuit,

Tor an input £(nT) &(t), the output is required to be

0 T i

O) = {8 : {(t < lincar network
t2T

The frequency transfer function H(w) is then given

by the fourier transform of the impulse responsee

The WicnesKhintchine theorem leads to spectrum of q(t)(23)

%q(w) =P (w) | H (W) 2
‘ H(m)l 2= 4 sin2ng2

2
fE (w) = “ sin 2> ;_%fo(w-nw)
q wT
=2

This gives the energy spectrum to the quantizer for suitably

sampled band-linited signals with delta function samplinge.

The fourier transform of éFh(CU) gives the auto
correlation function l{,/ (T) at the input to the quantizer.
Since q(t) is still gaussian, the previous results based on
Price's theorem still apply, and give the quantizer output
auto~correlation function, and, in taking the fourier transform,

gives its spectrum.



- 38 -

It has been shown how the output auto-correlation
function can be obtained for the pulse modulator, given the
input auto-correlation function. However, it does not appear
possible to obtain an explicit expression for Cf%B(tQ in

terms of known quantities.
Pty =€) + L) -F0) -, @

The reason being that, to date, it is not possible to calculate
the input-output cross-correlation ( 722(17) for a non-linear
systen.

The solution to the problem is very simple if the
forward loop is linecar. ALpplication of the theorecm in section
1348 of reference 25 gives the input-output cross—correclation

function,

To the author's knowledge, no ready solution is
available to the input-output cross~correlation function for
a non-linear system such as that of the delta-modulator.
L solution to this problem would cnable a complete description
of the output power spectral density function in terms of that

at the input, and of the sampling frequency.

2.6 THERMAL NOISE

In the analyses contained in this thesis, the systenm
has been considered to be operating at a signal~to-noise
ratio above the threshold value. That ig, the effect of the
channel noise in causing incorrect reccption of a pulse does

not occur.

In the same way thermal noise is considered to be
below threshold and is, therefore, neglected throughout
the analyses. This would not bc possible if the system

were operating near threshold where the effect of the



thermal noise would be significant.

Overloading and granulation are the only noise types

considered.

Re'l CONCLUSIONS

The bulk of the work reviewed in this chapter is on
analytical discussions,with some experimental work to verify
the results. DcJager's work wns more a qualitative description
of the principle,and did not go too far into the practicability
of the delta system. Zetterberg's work was a highly analytical
investigation. Results werec achieved which could be closely
followed in experiment. Inose's work introduced the principle
éf delte~-signa modulation as a means of d.c. transmission which

is not so easily achieved by straight delta modulation.

Only Zetterberg went to the extent of subdividing the
quantizing noise into "granulation" and "over-loading". The
author feels this is an important consideration. Usually,
when a system is designed,it is done so to fulfil a given
specification, and overloading is virtually avoided in the
design. Granulation cannot be avoided. In the system considered
in chapter III, the effects of overloading are negligible
throughout the range of operation of the system, where as
granulation (for a given pulse frequéncy) noise for low
level signal is very significant. For the transmission
of decs, it is granuletion noise that must be considered

thoroughly.

hnother important aspect of Zetterberg's work,
upon which a majority of his paper was based, was the
comparison with P.C.M. He showed under what conditions

delta modulation is the more favourablec,
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Econonic considerations are also a very important
factor and nust be given due consideration. This has been

done in chapter IV,

TFrom information gathered from the bibliography, and
especially the work reviewed here, it appears that delta and
delta~signa modulations are a cheap and simple means of

transnitting continuous signals to a high degree of accuracy.

Many factors come into consideration as to which
modulation to choose for a particular application. ALn attenpt
is made in chapter IV to place delta and delta-sigma modulations
in perspective with other forms of pulsc modulation, (especially

P.C.H,)
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CHAPTER THREE

AN EXPERIMENTAL DELTA~SIGML HODULLTION SYSTEM

INTRODUCTION

In order to investigate delta modulation in a practical
case, an cxperimental delta-sigma modulator was designed,built

and tested.

i :.1"2'- Cy
4 member of the Electrical Engineering Department, at 7

the University of Tasmania was interested in a date transmission
system for dc signals. ‘It was decided to use his specification

in the Pfototypé nodulator. B R L

.Thé éyéteﬁ Qas'rééﬁired to transnit dec signals from an
angle/voltaze transducer. The transducer neasured between b 90° and
convertdd to voltages between — 74 V.d.ée The rate at which the
dc varies is lows The limitations on.thc frequency that can be
transuitted (to a suitable accuracy) will be discussed_in a

further section. The channel bandwidth specified is 2 kiloecycles.

Delta-sigme is chosen instcad of straight delta nodulation

(5.

because of the dc advantages Pigure 3.1 is the basic block

diagram for the experimental modulator.

31 THE DELTL~SIGMA MODULLTION SYSTEM

3¢1e1 Logic Simplification

A sinplification to the delta sigma modulator (as
described in section 2.1.2) can be'made by deleting the
generation of both positive and negative clock pulses.

Positive pulses only are generated, and wheme a negative
pulse would occur, "no pulse" occurs instead. On demodulation,
a negative current is produced when "no pulsg" occurs and a

positive current when "pulse®" is present.
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When there is an equal number of 'pulses'! and 'no pulses!
the negative current will flow for a longer period of time than
the positive current. For a period of time T, for which the
number of pulses equals the number of no pulses (T >>eclock
period), the integrator amplifier will saturate unless the

csurrents are weighted in sucha' way that

IT = 0 (I= total current)
over the period of time T. (see appendix A).

The weighted current values are,

I+ = -

With this modification, the block diagrams of figures 2.1

and 2.2 still applye.

3.1.2 Sequential Circuit

The gating circuit must be such that whole pulses are
passede. That is, if the output of the schmitt trigger changes
from low to high during a pulse from the pulse generator, that
pulse and any part therecof must be inhibited. On the other
hand, if the schmitt trigger output changes from high to low
whilst a pulse is present, all of that pulse must be passed.
This procedure is necessary in order to maintain the average
I T= 0 for equal number of 'pulses' and 'no pulses'.

This can be accomplished by using sequential logic

networks (12).

3e1e¢3 Clock Pulse Generation

Now that only positive pulses are required, the clock
becomes a simple device. A free running astable‘multivibrator
triggering a bistable multivibrator is most suitable. The
bistable is used to assure an even mark-space ratio. Small

variations of clock frequency with temperature or component
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aging will not matter, as it is not the frequency that is
critical, (as regards accuracy) but the necessity for an

even markspace ratio,.

3e¢1e4 Modified Modulator Block Diagram

Figure 3.2 shows the modified block diagram depicting
the modulation system. The sequential network has two outputs,
one the negation of the other. These outputs can be added
on opposite inputs to an adding amplifier, thereby producing
a second output with positive and negative pulses. By having
the output wave in this form, regeneration of the clock pulse
at the receiving end is simplified. Figure 3.3 shows typical
sequential network output waveforms and their sum on the

adding amplifier.

3¢1e5 The Demodulator

As mentioned previously, demodulation consists of a
very simple process, that of passing the pulse train (consisting
of positive and negative pulses) through a low pass filter,
With the modification of generating positive pulses only,
the currents have to be weighted in the receiver in the same

way as in the transmitter.

Noise, distortion, and other forms of interference
will necessitate the regeneration of the pulses in order to
meintain the even mark-space ratio and switch the weighted
éurrents. Figure 3.4 illustrates basically how the demodulator
is to operate. Figure 3.5 shows in more detail the demodulation

block diagram,

The astable and bistable multivibrators have
nominally the same characteristics as those in the transmitter.
The incoming pulse train is amplified and passed into block D

where it is rectified. This rectified signal is gated with the



Transmitter Output

/[A\\ //’\\» <J/,\\\—___J//\\\ Received Waveform

Rectified Waveform

____J/ﬁ\\____j/ﬁ\\> J//\\L____/fﬁ\\ /ff\\ %Wafe Rectified
” [l [ [ Recovered Information

— | Regenerated Clock
—_— | I Sequential Network
Output

Figure 3.6 WAVEFORMS DURING REGENERATION




€C6

AL* ¥+

HOLVINGOW 40 WVEOVIQ IINDHID L°g axnftg

8¢9¢NC
ABY A6°¢

(4

c0cvo

]

A2+ UO0CC

1<

Ak°S

ch
O LN

IdLv0°0



- 4 -

output from the bistable multivibrator. The output from the
NOR gate, (A + B)!, is filtered through the first low pass
filter. This gives the d.c. value of (A + B)'. This dc output
from the filter controls the output frequency of the astable
multivibrator to within = 10 percent of the nominal frequency

determined by RC.

The information signal is half wave rectified, that
is, the negative pulses are removed. The positive pulses are
passed through a "noise removal®” circuit which identifies the
presence or absence of a pulse and gives a narrow square pulse
output,.

This train of narrow pulses containing the required
information is gated with the regenerated clock pulse to give
a waveform the same as that at the output of the transmission
sequential circuit. This even mark-space ratio waveform is
used to switch weighted current generators (weighted in the
same proportion as in the transmitter, see appendix A) into
the second low pass filter. The output of the second low
pass filter is theAdemodulated output signal. This signal is
the required reproduction of the input signal plus the noise

due to quantization.

Figurc 3.6 shows the transmitted and received
waveforms. Also shown are the various waveforms during
regeneration, the final output being the current switching

waveform,

3.2 MODULATION CIRCUITRY

Figure 3.7 shows a complete circuit diagram of the
delta-sigma modulator. Integrated circuils have been used
wherever possible. This has been done because of their low

cost, low power consumption, high operating speeds, small
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physical size and intercompatibility.

342¢1 The Integrator

The weighted currents (section 3.1) are added to the
input signal at the integrator, and the sum (i.e. the difference

signal d(t) ) is integrated.

The integrator is a Fairchild MA709 operational
amplifie£131"with capacitive feecdback and the necessary

frequency compensation (according to chapter 14, reference 13)e

Referring to figure 3.9, the output signal T (t) is
given by:
s = Laplace operator

I(t)= Input current from feedback loop.

s¢ Els) = —(%S-)' + I(S)>

-1 1 14
Ele)=-5. 55 f(s)‘s"lé'ﬁ')'
That is, £(t) = - L j‘f(t) dt - 15 jI(t) dte

I(t) is a square wave of the form in figure 3.10
(pulse width 0.5mS) and f(t) is a slowly varying de voltage.
It is clear then, that these two waveforms when added and
restricted to remain in the vicinity of the reference voltage

VR y will have a resulting waveform like that in figure 3.8.

3.2.2 Schmitt Trigger

The Schmitt trigger consists of half a Fairchild

RT ,U L9927 (14) quad inverter connected as in figure 3.7.

The integrator output is fed into the schmitt trigger
which gives on output "one" (3.5V) or "zero" (OV) depending
on whether the input is above or below the reference of the

schmitt trigger. The reference level at which the schmitt
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trigger fires is dependent on the ratio of the feedback
resistance to the input resistance. This ratio is adjusted

to give the best performance of the system. This occurs when
zero volts arce applied at the input and the modulator produces
alternately "pulse" and "no pulse" at the output (further
discussion in a later sectiongd.7 ). The 4.7V zener diode

limits the input to the schmitt trigger.

The output from the schmitt trigger is fed to the
sequential network where it regulates the pulses from the

clock to the output.

3e2¢3 Clock Generator

The clock is an astable multivibrator made from two
inverting emplifiers (Fairchild RT }4L9927)(14) coupled with
Rs and Cs, and a bistable multivibrator (RT’L'L9923)(14). The
astable produces a square wave of frequency nominally 2000 c/s

(See figure 3'7)-

Temperature tests were carried out on the clock, and
frequency was found to vary directly with temperature. It
varied inversely with supply voltage. Compensation for these
variations was achieved by using the circuit shown in figure
3e¢11e A zener diode of 5.1 volts, supplying the astable
multivibrator through two OAROR silicon diodes in series,
gave (approximately) the required 3.5V supply. As temperature
inereases, the drop across the two diodes from the 5.1V zener
decreases, and hence increases the supply voltage. This
causes a decrease in frequency, and offsets the incrcase
caused by the direct action of the temperature on the integrated

circuite
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This compensation technique kept the clock frequency
accurate to 2 per cent over AOOC temperature range from room
temperature. It should be mentioned again that the stability
of the clock frequency is not critical. All that is critical

is the necessity for an even mark-space ratio.

With the two percent variation over the 40°C range

of the transmitter clock, the receiver clock remained synchronised.

3.2.4 Sequential Network

As described in section 3.1, in order to simplify the
regeneration of the clock pulses, both positive and negative
pulses arc transmitted. This is done by adding two signals
(onc the negation of the other) from the sequential network
on the inverting and non-inverting inputs of an cperational
amplifier, |

The sequential network used has the information signal
and its negation as outputs. This network is derived in
appendix B, using sequential network logic calculations (12).

The circuit is shown in figure 3.7,

Figure 3.3 shows the two outputs 24 s 25 from the

sequential network. Also shown is the transmitted signal z,

plus 2, inverted (negative voltage).

t
1

(figure 3.7) and is converted to switching signals operating

One of the outputs z, is fed back to the transistor T

between ~ 4.7V (instead of O to 3.5V). These switching

voltages are used to operate the diode transmission gatc.

Figure 3.12 shows the schmitt brigger output, the clock

pulse and scquential network output.



Amplitude

Dependent Rectifier Iavert Astable
Input | Amp. Amp.
b;/////, Multivib,
Wave

Rectifz//,/’ﬂ Bistable
\\\\\\\\ Multivib,

Comparator HOR

T Sequential Weighted

Circuit Current >
Switching

Figure 3.14  RECEIVER DETAILED BLOCK DIAGRAM

Astable
Control

Loop

Demodulated
Output



34245 Weighted Current Generators

The transmission gate switches the weighted currents
into the integrator from the zener diode current generators.
To temperature compensate the zener diodes, a diode identical
to those in the transmission gate is inserted in series with
the zener diode. The accuracy of modulation depends on these
currents being weighted in a ratio exactly threc to one.
(section 3.1). Over the 40°C temperature rise, the two
currents varied 15 per cent in value but remained substantially

at the 3 to 1 ratio,.

The value of the current affects the distribution or
pattern of the output pulses. That is, for a given input
signal,the pulse pattern representing that signel can be varied
depending on the value of the weighted currents -I and +3I.

Any one of many differcnt patterns represent the signal and
cach will produce different quantizing noise. This hes been

observed and discussed in section 3.7.
Referring now to figure 3.13, with +4.7V on the

2
D1 and D4 biassed on. The current flows from the +4.7 volt

input to the transmission gate, D,and D3 arc biassed off,

supply, through the 4.7K resistor to the virtual earth at
the input to the integrator, With -4.7V on the input, D1
and D4 are reverse biassed and current (negative) flows
from the virtual earth through D2 to the =4.7V supply.

The currents are weighted 3 to 1 negdative to positive

(as the integrator inverts).

33 DErODULATOR CIRCUITRY

A complete block diagram of the receiver is shown

in figure 3+14.
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3.3.1 Amolitude~Dependent Amplifier

The incoming signal is amplified by an amplitude-
dependent amplifier., This is done in order to give
approximately a constant amplitude to the incoming pulses
before demodulation. The amplifier is a Fairchild }AA702
wide~band amplificr, with appropriate feedback and frequency

compensation(13) (see figure 3.15).

Part of the resistive feedback is a thermistor. If
the input amplitude is increased, the power dissipated in the
thermistor is increased,; and its resistance decreases,reducing
the gain, and keeping the output emplitude substantially
constant. In the system built, the output amplitude was 4 volts
(approximately) for a range of input amplitudes from 1.5 volts
to 7 volts. This 4 volt value is suitable for the rest of the

demodulator to process.

The amplifier inverts the signal but this inversion is
compensated for by reversing the inputs to the output amplifier

at the transmission end.

The output signal from this amplifier is processed
through two separate circuits, one, the clock regeneration
circuit, the other, the reshaping circuit for the information

signale.
3e¢3e2 Rectifior implifier (figure 3.16)

The amplifier has e gain of one. The input is clipped
at zero in both directiong, and fed in at the inverting and
non-inverting inpqts. The waveforms at L, B, C andbD are
shown. The output waveform is at_thc sanc frequency as the
original clock in the transmitter, but distorted, and possibly

some pulses are displaced.
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It is this waveform D that is used to regulate the

receiver clock (see figure 3.17).

3e3.3 Clock and Filter

The clock is the same as in the transmitter, that is,
an astable coupled to a bistable multivibrator., However, the
astable has feedback control (as described in 3.1.5 , also

see figure 3.18).

The rectificd signal is gated with the bistable output.
The gate output (A + B)! is filtercd by the low pass filter
(shown), and fed back to the astable multivibrator through
the two 47K resistors. The dc level at the output of the
low pass filter can be adjusted by fecding a d.c. value in at
the non=inverting input. It is made to have a value in the
vicinity of 3.5 V.D.C. so that the effect of the 47K resistor
inputs to the astable multivibrator have approximately % 10

percent effect on the output frequencye.

By altering this d.c. input to the filtcr, the phase

relationship between the two clocks can be altered,

Figurc 3.19 shows thec wave forms at the various points
Ly, B, G, around the circuit, as well as the transmitter and

receiver clock pulsocse
3¢3e4 Information Recovery

The output from the amplitude dependent amplifier
is passed through a diode in the forward direction in order
to remove the negative pulses. The resulting information signal
is then fed into an integrator (non-inverting input), along with
the new clock pulse (inverting input) which is adjusted to be
180° out of phese with the information signal. The output is
clamped such that it cannot exceed values OV in the negative

dircction and +3 volts in the positive direction.
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When an information pulse is present (as at {4 in

figurc 3.20), the output integrates up (perhaps to its
maximum obtainable value + 3 volts), thon a clock pulse
integrates downwards to O volts. The gain on the clock
pulse integration is madc sufficiently large so that the

output voltage is always roturned to zero.

When an information "no pulse" is present, the output
remains zcro during the period of the clock pulse, as it cannot

take valucs beclow zero.

Figure 3.21 shows thc integrator circuit connected to
the comparators The comparator gives an output of Yone®" for
the time that the integrator output is grcater than the
reference voltage. This output is a square,narrow,well=defined
signel, representing the original information signal. (sce

figure 3.20).

Ideally the output waveform of the integrator would be
triangular, but because of the pulse distortion it is not. In
figure 3.20 it has becn shown to be triangular.

The comparator used is a Fairchild [A710 high speed
(13).

comparator
3¢3.5 Reforming Comparator Output

Before the sequence of information pulses from the
comparator can be filtercd in order to give the original
signal they must be converted back into pulscs derived from
a squarc wave-form with even mark -gpace ratio. This is

necessary to satisfy the criterion
IT=0,

for a period of time T(T)9>1/fp , sce section 3e1.1).
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The phasc of the information signal is adjusted so
that they overlap the leading edge of the clock pulse at all
times. In this way, a simple sequential network can be designed
to pass a clock pulse whenevef an information pulse is present,
The inputs X and X5 and the output z arec shown in figure 3.22.
Lppendix ¢ contains the derivation of the circuit, and figure

3.23 shows the circuit.

The output z is the same as the pulse output at the
modulator., In this form it can be used to switch weighted

currents into an active low pass filter using simple RC nctworks,
343.6 Currcnt Switching

The incoming information pulses operating between O
and +3.5V are inverted by transistor T (figure 3.24) to
epproximately +11 V and —11V. These voltages (= 11V) are
required to operate the diode transmission gate, which switches

the weighted currents into and out of the low pass filter.

The fixed current values are generated by transistors
in the grounded base configuration (figure 3.24) from = 12V
supplies. Zener diodes are used to supply the bases with Iy

respectively.

The value of the voltage at L (the switching voltage)
must always exceed the voltage at B for the transmission gate
to operatec. The voltages at B are generated by the injected

currents, and have a maximum value of approximately 5 voltse

The emitter resistances are made variable, so that
the current values can be adjusted exactly in the ratio 1 to 3.

The currents are nominally 1mh and jmh.
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3¢3.7 Low Pass Filter

4 filter is required with a cutoff frequency, such
that it will pass signals at the required transmitted
frequencies, and cutoff the quantizing noise to a sufficiently
low level. The fundamental frequeoncy of the quantizing noise

is 1000 ¢/s.

The simplecst filter to use was a single RC network
made actiwe by including it as thoe feedback loop on an
operational amplifier (figure 3.25). With this filter, a
demodulated signal with a satisfactory signal-to-noise ratio

was obtained for a bandwidth of only 2.5 cycles (0 to 2.5 ¢/s).

This can be improved upon by using a double RC network*.
It produces twice the attenuation of the quantizing noise for
a given pole (1/RC) than does the single filter. This corresponds
in principle to deJager's double integration in his delta modula£ion
system (figure 3426).

I(s)
L) = o e+

I, (s)
o®) = Ty

R
- 1
%) = (R,C, S + 1)(R,C,5 +1) I(s)

R202 = R1C1 is the optimum condition for a given band-width and

maximum attenuation of the quantizing noise produced.

s} (s) R
o] _ 1
I(s) ~ (R1C1s +1)2

» The performance can be improved considerably by means
of a more elaborate networke. However, the design is aimed at

simplicity and the network used was confined to the double RC type.
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For a cutoff frequency of 20C/S

Ry = 10K G, = 0,79 MF

l

R2 = 1K 02 = 7.9 /v(F .

R1 must be small in order to keep the voltage at B on the
transmission gate (figure 3424) low enough for the gate to
operate, R1 controls the gain and is given a valuec such
that the overall system gain is about unity,

For the same quantizing noise level obtained in the
single network case, thc double network gives a decade extra

bandwidth. /fin investigation of the signal-noise characteristics

appears in a further scction,

364 CHLNNEL SIMULLTION

The transmission channel over which this modulation
system 1s to operate is assumed to be band-limited to approximately
2000 G/S. To simulate these operating conditions a low pass filter
with characteristlem as shown in figure 3.27 was introduced in
the line between the modulator and demodulator,

Figure 3.28 shows the pulse input and output of the
filter. Pulses received over a transmission line would be
distorted in this mannor hence the need for regeneration

before demodulations

Lll tests carried out on the prototype delta-sigma

modulator werec done with this filter in the circuit,

345 PERFORMANCE OF SYSTEi{

3¢541 Zeroing and Calibration of Demodulator

Zeroing of the demodulator is easily achieved. The
input to the modulator is earthed, that is, the signal to be
transmitted is made O volts dec., With the recceiver and

transmitter clocks synchronized (as it always remains,
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once adjusted), the weighted currents in the demodulator
are adjusted until the output reads zero. This was done,
reading the output on a digital voltmeter to an accuracy of

0.01 percent.

This adjustment was necessary often during the
experimental development of the circuitry. This was due to
variations in the regencrated power supplies which were
necessary at times, and to the use of different operational

amplifiers in the demodulator low pass filter.

The M 4709 operational amplifiers have an open loop
voltage gain which varies with ambient temperature (figure
3.29). Because of these temperature effects, a calibration
run had to be made each time the system was used to counteract
the variations obtained in the outputs AiLlthough this method
is functional, it is not practicable, and a chopper stabilized
operational amplifier would be prefered in a circuit put to

practical use.
34542 Static Lccuracy

Figure 3430 is the input~output characteristic for
the delta~sigmae modiilator system. The slope of the line can
be adjusted by varying R1 in the low pass filter network of
the demodulator. The line was plotted by an EALI model 1100~E
X-Y plotter. The static accuracy of the pen and arm is
0,075 percent. Ls the plotter acts as a sccond filter, the
quantizing noise, secn on the CRO trace of the output, is
further reduced. The output is also recad on a digital
voltmeter to 3 digits, in this case, 0,01 volts in g B

voltse



Figure 3.31 INPUT TO MODULATOR(top)
QUTPUT OF DEMODUIATOR(bottom)

Figure 3,32 OUTPUT 412% c/s,3VOLTS PEAK TO PEAK




3¢5¢3 £L1.C. Performance

The accuracyAat frequencies up to 20 G/S is less than
the dec. accuracies for the same cffective value (VE) of the
input signal,Figure 3.31 shows the input to the modulator and
the output from the demodulator at a frequency of 12% ¢/s
and a peak to pecak value of 12 volts at the output. It was
obscrved that the accuracy of transmission is affeected by the
level of the input signal. This is discussed in section 2.3.6

relating to signal~noise properticse

Beccause of the smaller signal=-to-noise ratio at low
level signals, the overall accuracy is considerably reduced,
compared to the accuracy at high levels. (Improvements of this

deficiency in the form of companding are discussed in chapter IV).

The LC accuracies were measured on a cathode ray oscilloscopes
For low level signals (less than 0.8V r.m.s.) at froquencies
between 10HZ and 20HZ, the accuracy was 0.5 percent. A4t
frequencies lcss -than 10HZ it is O.2 percent, and as mentioned

previously, 0.085 percent static accuracyes

This system was designed primarily for d.c. and V.L.¥.
as
signals. The accuracy of the system/it stands could be improved

upon considerably with a sacrifice in bandwidth.

The system operates over a band-limited channel
(2000 HZ) to the above mentioned accuracies. It employs
relatively simplc means to modulation and demodulation.
From the discussion so far, some advantages of delta-sigma

modulation arc beginning to cmerge.
3s544 Observations made on Character of Quantizing Noise

On obscrving a low level signal, the effect of the
quantizing appears as granulation noise (sce figure 3.32

and description insection 2.3.6), which, at these low levels,
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reduces the a.c. accuracy. TFigure 3.33 shows the same
frequency with a greater peak to pecak value (7V), and figure
3¢34 an even higher level still (12V). The reduction in the
effect of the granulation noise with the incrcase in signal
level can be scen. This variation of granulation noise with
signal level observed here,verifies that result derived by

(7)

Zetterberg and shown in section 243.5.

Overloading noisc, which for any given system would
occur more at high level iL.C. signals, was almost non-existont
in this system. .s thc r.me.s. value of the signal was increased,
the effect of the granulation was reduced, and a stage was
reached at which granulation was small and overloading became
apparent. With a further increase in the r.m.s. value of the
signal the modulator soon saturated. ALt this stage the input

signal is beyond the design value of the systems

To overload the system without recaching saturation was
not possiblc. In order to attempt this the frequency must bo
inercased at an r.ms.s. value below saturation. However, the
cut-off frequency of the output filter would not allow an

overloading frequency to be transmitted.

It can be said that, for thc specified ranges of
amplitude and frequency, the system cannot be overloaded.
L1l limitations of accuracy duc to quantizing noisc come

from granulation.

3.6 MELSUREMENT OF SIGNAL-TO-NOISE RLTIO

To investigate the signal-to-noise ratio only the

double RC network filter will be considered.
VE = effective value of the modulation signal,

Vg = quantizing stepe = . . NP



- 58 -

34641 deJager's Approximate Method
Use is made of deJager's(A) result which states:

The system can transmit a random signal with power
spectral density function.é%(f) with no overloading if the
amplitude of the signal does not exceed the maxirum amplitude

that can be transmitted at a frequency f3, where f3 is given by

£,

£5= ) Rar
N
'ojzcﬁ(f) af

b4

and.s is the maximum frequency to be transmitted.

Consider the system described in this chapter under
the above conditions for a random signal of a given power
spectral density function %(f). If this single frequency

f, is transmitted for varying values of VE until overloading

3
begins to occur, an evaluation of granulation noise in the

form of signal=to-~noise ratio for various VE/VK can be
obtained.

DeJager compared the signal to noise ratio in a delta
system with those in amplitude limited systems. His comparison
suggests that it is justifiable to consider the sisnal-to-

frequency
noise ratio for a sine wave oI;Vf3 cycles per second as a

representative of the signal-to-noise ratio of the given

power spectral density function% (£)e

To apply this result to delta-sigma modulation, use
is made of the relationship existing between the two as

shown in scction 2e.1.3.

If the power spectral density function is that of
band-limited white noise (figure 3.35), then the power
spectral density function at the input to the delta section

is given by
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Figure 3,36 ARRANGEMENT FOR MEASURING SIGNAL-TO-NOISE RATIO VERSUS VE/VK
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Figure.3.35 POWER SPECTRAL DENSITY FUNCTION

The equivalent f3 corresponding to ééiﬁ%l is

This result can be extracted directly from the result
(4)

derived in deJager's appendixe

By transmitting a single sine wave of frequency f2

over the delta-sigma system, an evaluation of the signal-noise

properties until overloading can be obtained.

A signal of frequency 15HZ was transmitted, and the

output signal to noise ratio measured for varying VE' For

the purposes of measurement,

=

as the noise power is small compared with the signal power,

Figure 3.36 shows the arrangement used for measuring
signal to noise ratios. To measure the noise power, most
of which occurs at the fundamental 1000 HZ and at 500 HZ,
the low frequency must be filtered out, leaving the noise

signal (granulation) which is measured on a true Tem.s.
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Figure 3.39 ARRANGEMENT FOR MEASURING SIGNAL-TO-NOISE RATIO(SECOND METHOD)
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meter., Figure 3.37 shows the high pass filter characteristics

and the r.me.s. meter response,

Measurements were taken over the range of operation of
the systems The curve of figure 3.38 shows signal-to-noise
ratio (db) versus VE/VK' The curve is logarithmic up to a
value of 3.5 for VE/VK, then overloading begins to have
effect and the curve turns downwards. At this stage the

system saturates.

The quantitive effects of the quantizing noise on
static signals must be considered in a different manner.

This is done in section 3.7.

3+642 Direct Measurement of Signal-to~Noise Ratio

Figure 3439 shows the second arrangement for measuring
signal-to~-noise ratio. A low frequency noise generator is
used as the signal source. The power spectral density
function of the noise generator is shown in figure 3.40.

This spectrum is further band-limited by a low pass filter
(figure 3.41) to give a power spectrum the same as that in

figure 3035-

In figure 3.39, the two filters on the analogue
computor have the same time constants as the RC networks
in the demodulator low pass filtere. This is done to give
the same phase shift to the signal from the generator, as
the demodulated signal experiences. By doing this, the two
signals can be subtracted to give the quantizing noise
remaining. The potentiometer is necessary in order to make

the two signals have the same level,

The quantizing noise is measured on the Hewlett
Packard 3400A true r.m.s. meter. The output signal must

be measured by two separate meters. The HP r.m.s. meter
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is used to give the contribution of the a.c. components of
the signal ( > 3 cycles per second in this case) and an
average reading meter is used to obtain the contribution by
the dec components of the signale. In this way the r.mes.

value of the signal can be measured.

Vo (total) = vflc + vzrmS

Figure 3.42 shows S/N (db) versus VE/VK. This curve compares

favourably with those obtained for the single test signal.

The measurements for the test signal (15 C/S) were carried
out a sccond time using this second method of measurement,

The two curves were found to coincide. (figurcs 3.38 and 3.42).

Figure 3442 shows signal-to-noise ratio for the
continuous spectrum and the curve for the second single
frequency teste. These two differ very little. This verifies the

fact that deJager's assumptions about thec use of £, as a

3

representation of the spectrum are valid for delta-sigma

modulatione

367 QUANTTIZING NOISE ON STATIC SIGNAL

In order to quantitatively describe the signal-noise
propertics for a static signal, the r.m.gs. value of the
quantizing noise was measured and plotted against the

d.c. level received.

On measuring static values at the output of this
system, a second filtering occurs, as an average reading
meter is essentially a filter. The meter eliminates virtually
all the quantizing noise and hence reads the true dc output,
The remes. value of the noise was measured on a
Hewlett Packard true r.me.s. voltmeter (model 3400A). The
d.c. signal was measured on a Hewlett Packard digital

voltmeter, to an accuracy of O.1 percent,.
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If the dc signal transmitted is to be read directly,
the reading device will act as a filter, and the accuracy
will depend on the meter accuracy. If the signal is to be
fed to some other system, where it will be processed or used
to regulate some mechanical devices, usually it will still
come to a point where it will be filtered, either mechanically
or electrically. The quantizing noise is not going to interfere
to any great extent with accuracy. It will contribute to the

"qualdty" of the signal only.

Figure 2443 shows the variation in quantizing noise
with dc level. The peaks A, B, C, D, E, F correspond to
particular pulse patterns. These patterns were for relatively
small periods. (less than six clock pulses). For larger
periods the troughs occurred (that is low frequency components

dominate).

The waveforms of the peaks A, B, C, D, E, ¥ are
jllustrated in figure 3.44 and the corresponding fourier series
given in appendix E. This analysis is done in order to explain
the nature of the quantigzing noise and show exactly what
filtering is required in order to improve the performance

(section 4e2)e

From the appendix the rms values of the unfiltered

waves are tabulated belows

Peak A B D B F

TeleSe 00706A O-7Z¢A 00564A 00497A 0.366A

.

For the unfiltered waves, the remes. valye increasecs
with the number of pulses present over a fixed interval of
timees In order, the peaks are F, E, D, A, B, C. These wave
forms are passed through a low pass filter having the characteristics

of figure 3.26.
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On examining the expression for B and D peaks, it will
be noted that a majority of the B components are at a higher

harmonic (of the clock pulse fundamental 27 ) than the majority

T
of the harmonics of D. Therefore, on filter;ng, the rms value
of B is reduced proportionally more than the rms of D, It is
for this reason that D stands out above the rest of the peaks
and that the graph (figure 3.43) has the irregular pattern,

rather than a steadily increasing pattern from left to right.

At G, all the clock pulses arc present and the maximum
remes. value occurs beforci.and after filtering. This is when

the system has saturated.

Where-ever this system is used; generally there will be
a second filtering stage which will reducc the quantizing
noise further. Figurce 3443 of r.me.s. noise volts versus d.c.
output is investigated further. The spectrum of D (worst
case) is plotted. Figure 3.45(i) and (ii) shows r.m.s. volts

and power spectrums before and after filtering.

1
f =t £, 14f, 2f, 0

“before atten (V) | 04318 04159 0,106 0,079 045

after atten (vif) | 0.57 0.071 0,0166 0,0088 500

S 560 2250 64,00 9000 1

power before(mW) | 101,0 2544 1142 62 250

power after ( pW) 0,325 0,005 0.,00028 0.000077 250 mW

The figure shows the relative power contained in each harmonice.
It is clear that the quality of the signal can be improved
by removing the component at half the clock fundamental

(fp/ = 500 HZ).



. '
. f
i

|

. -y
TR T
D
ST
PO PR g
) 1.

4 )
L. ”
§ }
:
!
'
H
'
v
{
¥

40 .

20

40

1.0

S/N VERSUS VE/VK FROM THEORY

Figure 3.46



- 6/ -

3.8 COMPARISON OF THEORETICAL AND MEASURED SIGNAL~NOISE
PROPERTIES

To compare the measured results of signal-to-noise ratio
with theoretically derived values,reference is made to results
obtained by Zetterberg(7). These have already been discussed

in section 2.3. Zetterberg obtained the two independent values

of quantizing noise power, overloading and granulation

respectively.
2
' 2 ilas,) 7
N QPO-———427~ 1 e
° 7 35 7P/R 5 2
y ¢ QO
_ 2%k ‘z_ () (\° . > 4
& (2T)3 Ly 3 (‘ n =1 n’

where qﬂ), VE s Vg » ¥5 Gy f1 ’ f2 y £3, as, are es

stated previously in chapter II.

If EPO/NO and Spo/Ng s the signal-to~noise ratios
for overloading and granulation respectively, are represented

by PSIO, PSIG and the totel signal~to=noise ratio in PSIT, then

1PSDI_ !PSIGH
BSIT = Tpsp| +1ps1cH

Appendix D contains the Elliott 503 program which was
used to find PSIT for various power gpectral density functions
c%ﬁ (f), for different clock frequencies fp’ and for maximum
frequency transmitted £re

Figure 3.46 shows the theoretical results for signal-to-
noise ratio versus VE/VK for different fp/f3. These curves
are for a random signal f(t), with power spectral density
function<%%(f) as shown in figure 3.35. In this case, £,= 0

and the expression for S/N is simplified.
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The measured curves of figures 3.38 and 3.42 have the
seme characteristics as the analytical curve of figure 3.46.
Observation of a cathode ray trace of the signal, whilst
plotting the experimental curve, revealed when granulation
dominated and when it was negligiblee These points corresponded

to those in theorye.

Granulation and overloading noisc values are equal very
near the peak of the curve in figure 3.46. This occurs when
both arc small, granulation having nearly disappeared and
overloading just beginning with increase in VE/VK. The
slope of figures 3.38 and 4 2 is slightly different to that of
figure 3446, but the difference is never greater than 3db.

The maxime occur within one quarter of a cycle of one anothers

3.9  CONCLUSIONS

The delta-sigma modulator described here is a practical
telemetoring system suitable for timee-division-multiplexing.

To multiplex such systems would require high speed
sampling of a number of the digital signals (all synchronous)
produced by the modulator. In addition synchronizing pulses

would bc necessarye

It has been shown in a practical casec that delta-sigma,
and consequently, delta modulation arc suitable modulations for

the transmission of static and low frequency signals.
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GHAPTER FOUR

OTHER CONSIDERATIONS OF DELTA MODULATION

4 INTRODUCTION

Chapter III describes a system which will transmit static
signals to an accuracy of 0.1 percent or signals up to 20HZ to an
accuracy of 1 percent (with a maximum signal-to-noise ratio of
35 db). If greater accuracies and improved signal-to-noise
ratio were required, some improvement to the existing system
would be necegsary. Some methods of doing this are suggested

in this chapter.

The improvements to the delta system suggested involve
only a small amount of additional circuitry. Any elaborste
improvements or drastic changes in principle, involving a
considerable amount of additional circuitry, would eliminate

the major asset of delta modulation, simplicity,

One of the more elaborate methods of improving the
signal-to-noise ratio is the use of "companding". This is
discussed for delta modulation in the form of "continuous

delta modulation",

Factors which govern the choice of modulation (considering
PCM and DM) are given broad consideration in order to convey the

relative merits of the two systeins.

Mentioned briefly is the use, either locally or remotely,

of delta modulation as a analogue-to=digital converter,

4?2 SIMPLE METHODS OF TMPROVING THE PERFORIANCE Qi EXTISTIN

In order to improve the performance of the delta-sigma
modulator without making any changes of the principles involved,

the following alterations could be made.
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(i) Increased sampling frequency and decreased
quantizing step.
(i1) Improved filtering at the demodulator.

(iii) Conversion to the “Hanchester Code".

By inoreasing the sampling frequency é@d reducing the
size of the quantizing step, the granulation egfor is reduced.,
(section 2¢3). This improves the signal-to-noise ratio, but
also increases the bandwidth required. Whether tﬁe bandwidth

can be afforded, depends on the application,

Improved filtering at the demodulator, in the form of
rejection filters for frequencies fp s fp/2, fp/3, woulg greatly
enhance the accuracy of A.C. signals. (It has already Been
shown that most of the granulation noise is due-to these
divisions of fp). The static accuracy would be virtually
uneffected, as the reading of the static signals is done with

a low pass f{ilter.

The application of the "Hanchester Code" to the system
simplifies the clock regeneration considerably. There is always
an edge of the signal pulses corresponding to the leading edge

of the clock pulsee.

Ninininininl

Figure 4.1 MANCHESTER CODE
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The Manchester Code is best described by figure A.1.
X1 is the clock pulse, X2 the information output from the
sequential circuit, and z the Manchester Code output. Appendix
G contains the derivation of a sequential circuit which converts
X2 and X1 to z. This can be done by using an "exclusive OR"
gate which is contained in one Fairchild RT ML 9908 integrated

circuit.

Figure 4.2 is a block diagram for a demodulator using

the Manchester Code. Figure 4.3 shows the waveforms for block
diagram A.é. The received Manchester Code is integrated to
recognize the presence of the pulses. The integrated output
operates a schmitt trigger, the output of which is differentiated
and inverted then differentiated. These two quantities are fed
to an 'OR' gate the output of which operates a monostable-
multivibrator. The monostable is fed back to the 'OR" gate to
control the differentiating spikes coming through. As figure
4e3 indicates, there is a monostable pulse occurring ewvery
leeding edge of the clock pulse. This is filtered to give a de
value which controls the clock regenerutor in the same manner

as described in chapter three.

The new clock is gated with the schmitt trigger output
to give information pulses with even mark-space ratio. The

remainder of the demodulation operation is as befores.

This method of regeneration has the advantage that it
is self-synchronizing. If one information pulse is misinterpreted

it corrects itself after one more clock pulsee

In the system of chapter III there are three voltage
levels which must be identified. By using the Manchester Code

there are only two.
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he3 COMPANDED DELTA MODULATION

4e3a1 Companding(15:16;17)

A compandor performs the function of compression of
the signal at, or before modulation, then expansion of the
signal after demodulation. Exposure to the noise occurs
between the two processes, and an overall noise reduction is

achieved.

As stated and shown earlier, weak signals are more
susceptible to noise (quantizing). Compression of a signal
occurs when the effective gain which is applied to a signal

varies as function of the magnitude of the signal, with the
effective gain being greater for small signak than for large
signals.

Since an instantaneous compandor produces effective
gain variations in response to ingtantaneous values of signal
wave, the instantaneous type is well adapted to pulse systemse

(As opposed to syllabic companding).

If the noige susceptibility is made less than a linear
system over one portion of the range, then it must be greater
than that of a linear system in some other portion of the

ranges. Whether an improvement results or not depends

entirely on the nature of the signal. Delta modulation,

like all other pulse modulations, lends itself to instantaneous
companding, This is best done in the form of "continuous delta

modulation®,

4e 342 Continuous Delta Modulation

A method of companding to improve the performance of

delta modulation has been devised by J.A. Greefkes(18’19),

and F.deJager (19) in their papers on 'continuous delta modulationt,
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In continuous delta modulation the value of the quantizing
step is not fixed,but varies as a function of the signal
amplitude, Figure 4.4 illustrates the principle of continuous

delta modulation.

Information about the height of the quantizing step is
transmitted to the receiver by changing the mean number of 11!

pulses in the binary pulse pattern.

The two features just mentioned are realized by combining
feedback and forward control at the sending end, the height

being controlled by the binary pulse pattern.

Figure Ae4, compared wvith figure 1.1, has a pulse
amplitude modulator inserted in the feedback loop. The
transmitted pulses p, applied to the integrating network I in
the feed-back loop, are controlled in amplitude in the P.A.M,
by a control voltage c. This control voltage ¢ is obtained
from p by applying it to a low pass filter F. 'c!' represents

the mean number of '1! pulses in the pulse pattern.

Detector (det) rectifies and smooths the input signal
f(t) to produce a d.c. component h which is added to the
6riginal input signal. It is assumed that f(t) does not
contain very low frequency components., Therefore f(t) and h

lie in different parts of the spectrum.

As pointed out in section 21,1, the system always
keeps the difference signal d(t) to a minimﬁm. This applies
also to signals in different parts of the spectrum. Thus, as
the input signal f(t) is compensated for by the fluctuations in
the approximating signal g(t), the dec. component of h is
automatically compensated by the dec. component of g(t).
Therefore, over a large range of signal amplitudes the d.ce.

component of the pulse series q is varied proportionally
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with this signal amplitude. It follows that the height of the
quantizing step is also varying nearly proportionally with the
input signal. In this way, the instantaneous signal-to-noise

(19)

ratio is kept nearly constant

The receiver is also shown in figure 4e4. It consists
of an identical P.A.M.and a low pass filter as in the transmitter,
The reconstructed signal g!'(t) is essentially the same as g(t)e.
(References 18 and 19 contain detailed description and properties

of a continuous delta modulation system).

With this improvement in signal-to-noise ratio, the
accuracy of transmission is increased and a very high variation
in the input is possible. In his discussion Greefkes compares
continuous delta modulation (C.D.M.) and log coded P.C.M. with
the same transmission bit rate of 56 KC/S. The quantizing noise
for P.C.i., with seven bits linear coding, is 46 db and for
C.D.ifs 47 db. With the same amount of compression of 26 db,
the "idle noise® of PCiH log coded is 70 db and for C.D.M. 73 db.
The modulation noise, with full modulation for P.C.H. is 32 db.,

and for CP..M. 47 db.

(18,19) is shown

The continuous delta modulation system
to be a means of transmitting specch at high quality with
large dynamic variations. The system has the function of
a coder with a digitalized compander per channel. Despite
the fact that many functions have to be performed, the number
of elements required is small. Greefkes and deJager cite the
case of five transistors per transmitter and three or four per
receiver,
With a coder per channel, multiplexing can be performed
by digital circuits without fear of cross talk. With the decrease

in the price of transistors, and the introduction of the integrated

circuit a coder per channel could become cconomicals
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A simple extention of continuous deita modulation will
produce continuous delta—sigmﬁ modulation. Continuous delta=~
sigma modulation is illustrated in figure 4.5, The difference
between thé two is the same in the continuous case as in the
ordinary case, in that the signal is first integrated in the
delta~sigma modulation. This is another means by which the

system of chapter III could be improved.

Lol ANATOGUE~TO=-DIGITLL CONVERTER

The system of chapter III or any delta modulation
systgm can be used either remotely or directly, as an analogue
-to-digital converter., This can be done by counting either the
positi%e or negative output pulses in a certain time interval.
When the time interval contains N pulses, the reading accuracy

is 100/N percent.

Figures 4.6 and 4.7 show direct and remote analogue-to-

digital converters, with an accuracy of z 0«1 percent.

The counting interval is started by setting the flip-flop
in the 'one' state. This opens a gate which directs clock
pulses to a preset counter (103) and then to a second gate
which passes pulses coming from the delta modulator (or the
pulse reshaper in figure 4.7) to the display readout. ifter
1000 pulses, the preset counter resets the flip~-flop which then
closes both gates. The display read—-out then contains the
mumber of pulses of the chosen polarity of the modulator,

This number is linearly related to the de level at the input

to the modulator,

45  CONSIDFRATIONS IN CHOOSING DELTA OR PULSE CODE MODULATION

There is littlce doubt as to the superiority of pulse
codc modulstions when it comes to large signal-to-noise
ratio communications. The increase in S/N is obtained at

the expense of bandwidth, something which cannot be done in
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carrier amplitude modulation. 4lthough these pulse code
methods consume bandwidth, other important benefits arise.
Besides the advontage, alrcady mentioned, of increased
signal-to-noise ratio, there are the technical and economic
advantages of time division multiplexing, thc merits of which
have already been discussed in chapter I,

Delta and delta-sigma modulation have been studied
hore and P.C.M. discussed in some detail. The two systems
are rivals and any decision between them will depend on their

quality and their price for a particular cpplication.

Because of the nature of the codes, the delta modulation
and demodulation system is far simpler in circuit construction.
The P.C.He. must have memory stores or counters at both
transmitter and receciver, be it a single channel or a multi=-
channel systems 4 delta modulation system needs no memory, as
the code consists of one digit only. L4 transmission line
where only one channel is to be propagated is unlikely to have
serious bandwidth restrictions. Therefore, a single channel

delta modulation system would be the obvious choicc,

s so rnany factors govern the choice of modulation,
the discussion here is divided under four main headings. They
ares

(i) bandwidth,

(ii) circuit simplicity,

(iii) number of channels,

(iv) quality of transmissions

There is much interdependence between these divisions, but,
broadly speaking, the following sections show how they are

considered.
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Les5.1 Bandwidth

Bandwidth is a communications commodity which more
often than not, is at a premium. If a certain number of
channels are required in a given bandwidth with no provision
for more, then, provided delta modulation would give the
quality and the number, it should be used. However PCM gives
1% times as many channels per unit bandwidth, so if provision

for more channels were reguired, it would be favoured.

4e5e2 Circuit Simplicity.

Where initial capital cost of installation is important,
naturally the cheapcst circuits are desired, This depends
largely on (ii) and (iii), but is listed scparately as,
overall, it can be the governing factor of a choice between
delta and PCil. Delta modulation also has the advantage in
that it consumes only 60 percent of the power of an equivalent

PCM system (see section 2.3.2).
4e5+3 Number of Channels

For a one¢ channel system, the cost of a delta coder
would be only a fraction of the cost of a PCHM system. This
arises from the simplicity of the delta system compared with
the PCM systeme Ln increase in the number of channels, for a
delta system, requires duplication of the delta coder (i.c. 2
coder per channel). To increase the number of channcls of a
PCM system requires only the addition of a commtatoy,a faster
clock and synchronigzing équipment. Therefore, it could reasonably
be expected that there will be a number of channels for which
delta and PCM systems are cqually priced. Above this number,

PCM becomes the more economical in all respects((i), (ii), (iv) ).

There arc ways of using one coder on a multichannel

delta modulation system, but the circuitry cecases to be

simple and this importaent benefit is lost (20).
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To carry out a first order cstimate of the number of
channels at which PCM and delta modulation cost the same,

the following assumptions arc made:

(1) Bandwidth is not a prime concerns
(2) The cost of a single delta modulator is only a
fraction 1/M of the cost of one PCM modulator.
(3) The cost of addition of one more channel to an
existing PCHM system is x times the cost of a one
channel system, where 0L x <<1.
(4) The cost of a one channcl PCM system is Cp'

(5) The cost of a onec channcl delta system is Cd.

If then, N is the number of channcls

il

N C
—_8

Cost of N delta channels ZC a -

Oost of N PG channols > G = G, + (N -1)x o,

Therefore,
= Cy N
=z = (1 +(N~ 1)x)
=5
>0 = G, if

hs 0<<x L1, 1= x>0

For N to bc positive

MxS1 .
If x = 0.1 M 5;10
For M=5, N>=9
M=8, N->=36,
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Figure 4.8 RATIO OF COST DELTA MODULATION TO COST PCM VERSUS NUMBER OF CHANNELS
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Figurc 4.8 shows how zi?%i~ varics with n (the number
of channcls) for a fow values ofp x and M. The general
character of the curves indicate that delte modulation is a
more economical proposition for multichanncl systems below
about 10 to 20 channels. Above 20, the cost of PCHM is less

than that of delta modulation,

fin accuratc value of N cannot be given because an .
estimation of all the cost factors involved is not possible
here,

The Justralian Post Officc is testing out small 20
channel systems in rural arcas. The Post Office Zuthorities
have found that delta modulation on a 20 channcl system is an

economical proposition.

4e544 Quality of Transmission

If a system is specified to give a certain signal~to-noise
ratio, then, tc obtain it, delta modulation recquires about 14
times the P.C.M. bandwidth. Tor a systcm with less than N
channels, (N as bcfore) the cost of a delta modulation systen
is lcss than a PCH system. However, the delta modulation
system requires greater bandwidth. The question ariscs, can the
bandwidth be afforded to give the desired quality of transmission?
The requirements for quality reflect back on the first three factors

mcentioned,

Figure 4.9 indicates, basically, how the four points

mentioned above can be "traded" for one another,

This discussion and figures 4.8 and 4.9 arc by no neans
a complete picturc of the relative advantages and disadvantages
of D and PCM, but thcy do convey quite a lot of information on
a comparative basis. To investigate them more closely would

require the consideration of two designs for the- one specification,

e
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a6 CONSIDERLTION OF DELTA MODULATION FOR TELEPHONE SYSTEMS

In a discussion on Integrated Switching and transmission

(21)

systems, H.S. Wragge locked into the application of electronic
switching using time division multiplexing principles. In this
tedeme switching, the signals would be encoded using a digital
rather than an analogue modulation. The signal would then be

transmitted and switched while in this digital form.

Wragge discusses the problems involved in introducing
Integrated Switching and Transnission Systems (I.8.T.) from
several points of view. Onc such point of view is the effects
of the methods of modulation in I.S.T. To date, P.C.ie has
been developed to fulfil this kind of rolc, and it is assumed
it would be favoured. However, it appears, from the technical
side, that delta modulation may be attractive. Wragge discusses

P,C.lis and delta modulation on the following bases:

(1) Relative propertics of the two modulation methodse
(ii) Switching and signalling equipment aspects.

(iii) Systems aspectse

His conclusions are, that dclta modulation has marginal
advantages over P.C.M. provided satisfactory speech quality
can be obtained with reasonable bandwidth requirements in

relation to P.C.M.

It appears that, because of its development, P.C.M, is
more likely to be used for cconomical reasons, despite the
technical advantages of delta modulation, unless development

of delta systems is carried out rapidly.
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APPENDIX A

IT

L]
(@]

< T secsSq >

T )

N pulses
(max)

i A

Figure A1 n PULSES OCCURRING IN TIME T

n pulses occur in time T,

The overall IT value is:

¥ - [L A +fp 5 (W-m), T -
IT = I v )+ I (QN P m)+ = 1

T 7/ A - +
% ((QN -n)I + nI )

On an average over a period of time T, n = N/2.

Therefore,
* T (30 - N o+
IT = oN \ 2 I + 5 I J .

For this to have zero value over time T,
31 = -1 .

Current weighting is then,



Figure B1 INPUT-OUTPUT WAVEFORMS

Figure B2 SEQUENTIAL NETWORK REALIZATION
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APPENDIX B

TRANSMITTER SEQUENTIAL CIRCUIT DEPIVATION(12)

Z, is to be 'one!' if x, is 'one' after X, in 'one'.

2, is to be 'one' if 2, is 'one! after X, is 'zero', after both

having been 'one!'.

z, 'zero' if x, and x, both 'zero' (see figure B1).

FLOZTABLE

X1X2 X1X2 X1X2 X1X2

00 01 11 10 z,
@ 2 - 5 0

1 ® 3 - 0

- 2 0, 4 1

1 - 3 @ 1

1 . 6 G 0

- 2 (6 5 o |

MERGED TABLE

@@

Y 00 01 11 10
0] 0] 1 0 0
1 1
= !
Y = Xy Xy o XGY

This can be written
Y = (x1'x2)’.(x1y)'

A realization of the secuential logic circuit is shown in figure

B2,
oUTPUT 7,
Z table joo o1 11 10
0 ! 0 0 0
Lo 1 1



These two values z,2, 5 are output from the circuit in figure B2.
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APPEEDIX C

RISCEIVER CIRCUIT SEQUENTIAT, NETWORL DERIVATION(12)

An output from the network is required for the full
duration of a clock pulse every time an information pulse appears.
Ls an information pulse alweys occurs just before a clock pulse,
and remains until after the clock pulse has begun, the circuit is

relatively simple.

FLOWTABLE

X1X2 X1X2 X1X2 X1X2
00 01 11 10 2
(i) 2 - 5 0
7N
- ) 3 - 0
- - 3) 4 1
1 - - @ 1
1 - - ) 0
MERGED TABLE T T o - » 0
0 0 0 1 0
0 1 1
— — 1 ~ 1 [}
Y = X1(X1 +y) = (x1 + (“2 +y)) .
£ TADLE 00 01 11 10
0 0 1 0
1 0 1 1
This gives,
zZ = X1X2 + 3C1y = YV e

The waveforms and circuit are shown in figures 3.22 and

323,
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APPLNDIX D

ELLIOTT 503 PROGRAM

(7)

To apply Zetterberg's results and find values of S/N
for the system of chapter III, calculations were carried out on
an Il11liott 503 Computor,
Rather than take values of y (hence VE/VK) and obtain
o2 2 o0
. (~u</2 . ,_ ( =u2/2
values of (e du for different values of x, values of e du
pls b'e
were tabulated and values of y extracted. Ninety values of
o°
T2
SEBu /2du were tabulated on a data tape (see accompanying sheets).
X
The data shows five values of FRAPIO (= fp/fB) and five sets of C,
num 2, den 2.

The second sheet shows the Elliott 503 program used.



® o
s . @
Q 10 ,03988 0,.07966 0,11924 0,15852 0,19741 0.23582 0,.,27366 0,31084 0,34729 0.,38292 i ’*Ff} I 1
20,41768 0.45149 0.48431 0.51607 0.54675 0.57629 0.60467 0.63188 0.65789 0,68269 Y 2
. 30,70628 0,72867 0.74986 0,76986 0,.,78870 0,.80640 0.82298 0,83849 0,.85294 0,.86639 3 .
40,87886 0,89040 0,90106 0,91087 0,91988 0,92814 0.,93569 0.94257 0,94882 0,95450 4
50,95964 0,96427 0,96844 0,.,97219 0,97555 0.97855 0,98123 0.98360 0,98571 0,98758 5
® 50.98923 0,99068 0,99195 0,99307 0,99404 0,99489 0,99563 0,99627 0,99682 0,99730 ¢ @
7 0.,99771 0,99806 0,99837 0,99863 0,99885 0,99903 0,99919 0,99933 0,.99944 0,99953 7
8 0.,99961 0,99968 0,99974 0,99978 0,99982 0,.,99986 0,99988 0,59990 0,99992 0,99994 8
. ¢ 0,99995 0,.99996 0,99997 0,99997 0 ,99998 0.99928 0.,99999 0,99999 0 ,99999 1,00000 9 .
10 N 10
n 1"
@ 12@
13 13
14 14
@ 15@
16 16
17 17
® 18@
19 19
20 20
@2 21Q
22 22
23 23
® 1@
25 25
26 26
@ 27@
28 28
29 29
‘ 30 30.
31 N
32 32
@ 33@
34 34
35 35
@ 3@
37 37
38 38
@3 9@
40 40
41 a
® . 2@
43 43
44 44
® ;s 5@
46 46
47 47
‘ 48 48.
49 49
50 50
. 51 57.
52 52
53 53
@ 54@
55 55
56 56
®; 57@
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®
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ELLIOTT 503 PROGRAM

1 SIGNAL NOISE RATIO, U1175;

12‘
13
14

15.
16

17
1@
19
20
2@
22
23
1@
25
26

7@
28
29

3@

31

32
3@
34
35

3@

37

38

9@
40
a1

42 .
43

44
5@
46
47

13@)

49

50

51Q)

52
53

5¢@

55

2
@ :begin integer i,j,p,n;
4 real x,y,cp,numz den2,factor,psio,psig,psit,vratio,pi,k,q,k,G,db,g,F,const;
5 array phi[1:90], frat:.o[" 5];
® ¢ comment The 90 values of the function phi(x) to be read as data correspond
7 to values of x ranging from 0,05 to 4,55 at intervals of 0,05;
8
®° real procedure A(x); value x; real x;
10 begin real x2,P;
L) X2:= x*x,
® 2 := 1,0 + x2*%(0,5 + x2*(4 0 - 1,25*x2)/3,0);
13 A:= 1,0 - P/exp(0,5%x2)
14 ir!d_ A;
" RE
16 real procedure B(x); wvalue x; real x;
17 begin real x2,x5;
@ X2:= x*X; X5:= X*xX2*%x2;
19 B:= k*x5*%(1,75 + 5,0%x2/12,0)
20 end B;
@2 - , ,
22 sameline; freepoint(4); leadzero(€?);
23 pi:= 3,14159265359; k:= sqrt(0,5%pi);
@® q:: pi*sqrt(8,0); K:= 35,0%k*q/192,0;
25 = k*pit3/0,30051422579; db:= 10,0/1n(10,0);
26 for i:= 1 step 1 until 90 do read philil;
® Tor j:= 1 step 1 until 5 do read fratioljl;
28 read n; for p:=1 step 1T until n g_g_ .
29 beg:.n read cp,num2,den2; -
® i t= 0,0; factor:= sqrt(num2/den2); -
n g:: G*factor, const:= 1,5/sqrt(cp*sqrt(2, 0))
32 pr:l.nt ££1285?C = ? cp,££s15?FACTOR ?,factor ££820?VE/VK£S5?PSIGDBQSS?PSITDBElsZ"Yi—!sS"PSIODBESZ?FRATIO
@ for j:=1 step 1 until 4 do print frat:.o[J] ££s159? print fratio[5],£21??;
34 for it=1 step 1 until 90 d do :
35 begm xX$=x+0,05; y.—const*x, t=q*y;
® s psio:=K*ry*exp (y*y) *x14/(A(x)-B(x)*(1 O-phi[iD));
37 print ££1??,y,££8??,db*1n(abs(psio));
38 for je=1 step 1 until 5 do
® : begin vratio: =fratiol j1/F;
40 psig:=g*vratiot3;
41 psit:=psio*psig/(abs(psio)+abs(psig));
® 2 print ££s?7,vratio,££s?? ,db¥in(abs(psig)),EEs?7,db*In(abs(psit))
43 end
44 end row i
® end group p
4¢end program UTT75;
47
®
49
50
® 5!
52
53
® s
55
56

D ;57

56

57@)
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oo, e

FOURIER REPRESTNTATION OF STATIC "AVIP RYS

(2)

It can be shown that 2 periodic function (period T)

can be represented as a fourier series of the form;

20
£(t) = ao/2 + :E: (an cos nft + b sin nft)
n=1

n = a positive integer
2w .
T = <o = 1/f = period.
/2
a = 2 [ £(t) cos nur dt
n T o i

-1/2

b =gfz‘/?_

n T -T/Z £(t) sin not at .

Tor the clock-pulse train,

0< ¢t €1/2

f(‘t) = A,
=0, T/2e<tgrT
/2
2 ~
a = 7 " A cos nwt dt
n 0J
A . —~
&, = Fmsinnw (1)
Similarly,
-A
= e—— T~
bn — cos n1
a = A,
o
Thus,
f(t) = A + %;(sin(ut - % sin 2 Wt + %-sin 3WE - oue )
_ 2 ‘J__jLe 1 1
The re.m.s, value = A . l 1 +,T2 (3= + TTT TGt e

TelleS, A 4 1,0%4



Waveform A is represented bv:

£(¢) = 4, 0 <t < 1/10
£7(¢) = 0, T/10 <t &1/5
£(¢) = 2o, ©T/5 <t <31/10
£(t) = 0, 37/10 < t < 31/5
£(t) = A, 31/5 < t g 71/10
£(t) = 0, T/10 Lt LT .

For the sake of comparison, the harmonics in the subsequent
erpressions are given in terms of multiples of the clock pulse
fundamental,

Therefore if T1 is the pericd of the clock fundamental,

gimilar calculations to those above will give fA(t) as follows,

fA(t) = %A S (0.93 cos 1/5 (-;lr-)t - 0,95 sin 1/5 (%')t -

27\')
1

+ 0,83 sin 3/5 ( )t + 0.043cos 3/5 ( )t
1

4023781n4/5( )t+008s1n4/5( Y 4 oeee .
T

- 04294 sin 2/5 ( + 0041 cos ?/5 ( n-)t +

The others follow similarly;

£.(t) = %A = Ggoos%(%—)\)t -%sin% %—F)f- sin (51 1)1:
- 3%—«c‘os -%- (%}t +i— -%- (%)t + ...)

fD(t) = %+%(cos—-( )t +--s1n( )t-3cs—(2::r) -
-%s:.n 2 (-%—;—1-—)1: + ...)

:t‘E('t) = %+T:x: Q% os — %-r)t -%s:.n (%—:—r)t 4 ‘g-oos 3 (-Tg-i:)t
vy sin £ (~——-1—)t + -]j,— sin (?[‘T)t + ...)

fF(t) = %+ %_ (écos 7} (-,i—:—‘-_)’c - \é:_sn.n-jf (-2—1-)1; + -15 cos (;—:-r)t +
+ ;i;;cos % (%})t - —13-\?\2_ s1n% (2:V)t + % sin 21



Figure 7 MANCHESTER CODE

X, — >

Figure F2 REALIZATION OF CONVERSION TO MANCHESTER CODE
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APPENDIX T

MANCHESTER CODE

The circuit used to convert to the Manchester code is

(12)

designed very simply by Secuential logic methods.
Pigure I shows the two inputs to the network e and X,

and the output z as defined in section 4.2.

FLOW TABLE

X1X2 X1X2 X1X2 3(.1}’;2
00 01 1 10 z
() - - 2 1
1 3 - ®) 0
- (3 4 - 0
1 - @ - 1

MBRGED TABLE

@ 0 ® O

00 01 1M1 10
0 0 O ¢ 0
y = x1x2 + Y1Y2
and Zz = X% -+ }:1:;2 o

Figure F2 shows the realization of the logic network to

produce the output z .



- 87 -

BIBLICGRAPHY

References cited in text

1. Hancock, J.C.: An Introduction to the Principles of
Communications Theory,  McGrew-Hill, 1961,

2. Lathi, B,P,: Signals, 3ystems and Communicetions. John
Wiley, 1965,

%+  Shamnon, C.FE,: Communications in the Presence of Noise.
Proc, I.R.E. Vol. 37, Number 10, 1949.

4, de Jager, F,: Delta lioduletion, A Hethod of P,C.M. Trans-
mission using the 1-Unit Code. Philips Research
Reports, Vol. 7, 1952,

5¢ Inose, H,, Yasuda, Y,, Murkemi, J.: A Telemetering System
by Code lodulation - A~} liodulation. IEEE Trans.,
Space Electronics and Telemetry, Set 8, 1962.

6. Bennett, ¥,R.: Spectra of “uantized Signals. Bell Systems
Tech, Journal, Vol., 27, 1948.

T Zetterberg, L.H.: A Comparison Between Delta and Pulse Code
Modulation. DLricsson Technics, Vol., 2, 1955.

8, Oliver, Pierce, Shannon,: The Fhilosophy of P,C.M. Proc. IRL,
Volume 36, 1948,

9, Shannon, C.E.,: Mathematical theory of Communications.
Bell Systems Technical Journal, Vol. 27, 194C.

10, ILibois, L.J.: Un nouveau procedé de modulation codée "la
modulation en delta', L'Onde Flectrique, vol. 32,
page 26, 1952, :

11, Balder, J.C., Kremer, C.: Anelogue to Digital Conversion by
Means of Delta Moduletion. IEEE Trans. Space
Electronies and Telemetry,

12, Gray, H.J.: Digital Computer Iingineering. Prentice-Hall
Inc., 1963,

13, Tairchild Semi-Conductor Linear Integrated Circuits Applic-
ations Handbook, Edited by J.H. Giles,

t4. Tairchild RTPL Compositc Data Sheet Industrial Micrologic
Integrated Circuits.

15 Reiling, P.A.: Companding in P.C.M. Bell Labs., Record,
V. 26, December 1948,

16, Mallinckrodt, C.0.: Instenteneous Compandors., Bell Systems
Tech, Journal. Vol, 30, 1951, ’

17, Smith: Instantaneous Companding of OQuentized Signals.
Bell Systems Technical Journal., Vol. 36, 1957.

18. Greefkes, J,A,: Continuous Delta Modulation.Colloque de
Commutaetion Electronique. (from an extract -
date unknown) :



19.

20.

22,

23,

24,

25.

26.

27,

28.

- 88 -
Greefkes, J. ., de Jager, F.,: Continuous Delta Modulation.
Philips Research Reports, Vol. 23, April, 1968,

Bavers, F.K.: Uhat Use is Delta lModulation to the Trans-
mission jingineer?  AILD Trans., Vol. 76, Part 1, 1957,

Wragge, H.S.: On the liethod of Modulation for Use in a
Metropolitan Integrated Switching and Transmission
System. A.P,0. Research Laboratory Report, Number 6142,
1966,

Deutsch, R.: ©Non linear transformations of Random Processes,
Prentice Hall 1962,

iddleton, D.: An Introduction to Statistical Communication
Theory., McGraw-Hill, 1960.

Lewis, D.J.H.: ©Noise in Non linear Systems, Honours Thesis,
unpublished,

Lee, Y,%#,: Statisticel Theury of Communicetions. John
Wiley, 1960.

Elliott Pects.
Handbook on 503 Algol.

Schaefler, G,F.: A Course in Algol Programming., IMacmillan,
1966.



- 89 -

BIBLIOGRAPHY

References Consulted but not cited in Tex

Schouten, de Jager, Greefkes, Delta liodulation, A New Modulation
System for Telecommunications., Philips Technical Review,
March 1952.

Goldman, S,: Information Theory. Prentice-~Hall, 1953.

Finey T.: Properties of an Optimum Digital System and Applications.
IEEE Trans on Information Theory, Vol. IT-10, Oct, 1964,

Hohn, F,E.: Applied Bodean Algebra, Meacmillan 1966,

Bennett, W.,R.: Methods of Solving Noise Problems. Proc. IRE,
1959,

Halijak, C.A., Tripp, J.5.: & deterministic Study of Delte liod-
ulation., IEEE Trans, Automatic Control, 1963.

Winkler, M.,R.,: High Information Delta-iiodulation. IELE Trans.
Automatic Control, 1963,

Van der Vleg, H,: MNoise of a Single Integration Delta Modulation
System with an N-digit Code, Philips Research Reports,
Vol. 8, 1953.

Cherry, C.: On Human Communications. John ¥iley, 1957.

Peldman, Bennett: Bandwidth and Transmission Performance.  Bell
Systems Technical Journal Vol. 28, 1949,

Horton, Vaughan; Transmission of Digital Information over Telephone
Circuits. Bell Systems Technical Journal, Vol. 34, 1955.

Meacham, L., Peterson, E.: Multichannel Hodulation Systems. Bell
Systems Technical Journal, Vol. 27, 1948.

Bennett, W.R.,: Statistics of Regenerotive Transmission., Bell
Systems Technical Journal, Vol. 338, 1958,

Bemnett, W.R.: Time-Division Multiplexéd Systems. Bell Systems
Technical Journal. Volume 20, 1941,

Steele, R.: Two Transistor Delta lModulators. TElectronic
Ingineering, Sept. 1968.

Black, H.3,: Modulation Theory. Ven Nostrand 1953,

Lender, A., Kozuch, lM.: OSingle-bit Delta Modulating Systems.
Electronics, Vol. 34, November 1961,

Tibbs, C.E.: Frequency Modulation Engineering. Chapman and Heall,
1947.

Bell, D.A.: Information Theory and its Engineering Applications.
Pitman, 1953.

Stewart, J.L.: Circuit Theory and Design, John Wiley, 1956.



