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Abstract 

I present the results of an analytic and modelling study of X-ray pulsar emission. 
Satellite X-ray observations of the binary pulsars GX 1+4 and RX J0812.4-3114 
made using the Rossi X-ray Timing Explorer (RXTE) and the Burst and Tran-
sient Source Experiment (BATSE) aboard the Compton Gamma Ray Observatory 
(CGRO) were analysed to quantify source variations with time and pulse phase. 
A numerical model simulating X-ray emission from pulsars in terms of Compton 
scattering of photons within a neutron star accretion column has been developed to 
test the consistency of the analysis results and to further investigate the spectral 
and pulse profile formation. 

Mean Proportional Counter Array (PCA) spectra of both pulsars over the range 
2-40 keV are adequately fitted with a Comptonization model, with blackbody source 
spectrum To  1-1.3 keV, plasma temperature Te  6-10 keV, and optical depth T P..- 
2-6. The source spectrum temperature is consistent with an origin at the neutron 
star polar cap, with Compton scattering taking place primarily in the hot plasma of 
the accretion column. Both the fitted optical depth and plasma temperature vary 
significantly with the source flux. The wide range of source luminosity spanned by 
archival observations of GX 1+4 offers evidence for two distinct spectral states above 
and below Lx  1.4 x 10 erg s' (2-20 keV, assuming a source distance of 10 kpc). 
GX 1+4 additionally exhibits dramatic hourly variations in neutral column density 
nH  indicative of density variations in the stellar wind from the giant companion. 

Pulse profiles from GX 1+4 vary dramatically over timescales as short as 6 h. 
Low-order Fourier decomposition of pulse profiles in the 20-50 keV band from 
BATSE monitoring of the source, in addition to the pulse profiles observed by RXTE 
over a broader energy range have been used to investigate the relationship between 
source flux and profile asymmetry suggested on the basis of previously published 
profiles. The asymmetry of the pulse profiles (as measured by the asymmetry pa-
rameter a, Greenhill et al., 1998) exhibits large variation which decreases as the flux 
increases. No significant relationship is suggested by the recent data, although the 
span in flux is significantly narrower than from historical profiles which cover the 
1970s during which the source was consistently very bright. 

Pulse-phase spectroscopy of RXTE data from GX 1+4 and RX J0812.4-3114 
support the interpretation of the sharp dips in the pulse profile as 'eclipses' of the 
emission region by the accretion column. The dip phase corresponds with the closest 
approach of the column axis to the line of sight, and the additional optical depth 
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experienced by photons escaping from the column in this direction gives rise to both 
the decrease in flux and increase in the fitted T measured at this phase. Analysis 
of the arrival time of individual dips in GX 1+4 provides the first measurement 
of azimuthal wandering of a neutron star accretion column. The column longitude 
varies stochastically with standard deviation 2-6° depending on the source luminos-
ity. Measurements of the phase width of the dip both from mean pulse profiles and 
individual eclipses demonstrates that the dip width is proportional to the flux. The 
variation is consistent with that expected if the azimuthal extent of the accretion 
column depends only upon the Keplerian velocity at the inner disc radius, which 
varies as a consequence of the accretion rate M. 

A numerical model using a Monte-Carlo approach has been developed to inves-
tigate the behaviour of the emission model suggested by the analysis results. The 
model simulates Comptonization of a source of blackbody photons emitted from the 
polar cap of a canonical neutron star in a semi-infinite cylindrical accretion column. 
The mean spectra vary with both inclination angle and magnetic colatitude (the 
source aspect). For certain ranges of aspect the pulse profiles exhibit dips similar 
to those observed in GX 1+4 and RX J0812.4-3114, although not as sharp. Pulse 
phase spectroscopy of the model data confirms the increase in fitted T coincident 
with the dip. Latitudinal variations in density across the column, suggested as a 
possible source of profile asymmetry, result in significant asymmetry only if the 
brightness of the two poles is unequal. 

VI" 
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2 	 Chapter 1. Introduction 

1.1 Early developments 
With X-rays from astronomical sources screened effectively by the upper atmosphere, 
the development of X-ray astronomy could not even begin until the commencement 
of space exploration (Hirsh, 1983). The first seeds were sown in the early studies 
of the ionosphere in the 1920s and 30s. Researchers realised at that time that the 
seasonal and diurnal variations in ionospheric conditions could only mean that the 
ionising radiation originated outside the atmosphere, in our own sun. As early as 
1938 the suggestion was made that this radiation could be solar X-rays, as opposed 
to the mainstream view which held UV radiation as the likely source. 

Whilst most civilian research efforts were significantly interrupted by World War 
two, captured German V-2 rockets provided the next generation of technology re-
quired to explore the upper reaches of the atmosphere. The same weapon used to 
bomb the south-east of Britain during the war was used from 1946 onwards as a 
platform for atmospheric research by the US Army. These vehicles could fly much 
higher than the balloons used to date, and the payload capability — originally in-
tended for high explosives — was generous. Shielded photographic plates flown on a 
V-2 launch on 5 August 1948 showed significant X-ray radiation in the ionosphere. 
Photon counters developed by Herbert Friedman at the Naval Research Laborato-
ries and launched later in the same year demonstrated that it was this X-ray rather 
than UV radiation responsible for the ionisation in the upper atmosphere. By 1952 
it was clear that the sun was the source of the ionising radiation, and the study of 
solar X-rays began. 

Although these early observations opened new vistas for the understanding of the 
structure of the sun, they had the side effect of discouraging searches for extra-solar 
X-rays. State of the art instruments could not hope to detect distant stars emit-
ting X-rays at the same levels as the sun. Despite inconclusive observations during 
1956, the detection of the first X-rays from outside the solar system did not come 
until 1962. Ricardo Giacconi and collaborators at American Science and Engineer-
ing, Inc., had developed a sophisticated (for the time) package consisting of paired 
scintillation detectors designed to reject the ever-present cosmic ray background by 
means of anticoincidence eletronics. An Aerobee rocket (which was designed specif-
ically for scientific use and became the workhorse for early experiments following 
the V-2) carried this instrument in a flight on 18 June 1962. Intended to measure 
reflected solar X-rays from the moon, the experiment instead found evidence for two 
localised sources outside the solar system as well as a diffuse background (Giacconi 
et al., 1962). Friedman's followup flights later in 1962 and 1963 confirmed the result 
and the discovery of the first astronomical X-ray source — named Scorpius X-1. 

Clearly, X-ray emission via some unexpected process was being observed. The X-
ray flux of the newly discovered sources were many orders of magnitude greater than 
that observed from the sun, regardless of their exact distance. Theoretical under-
standing lagged behind the observations for almost ten years, as it turned out. The 
concept of 'neutron' stars had come from studies of the structure of white dwarves, 
but the expected cooling rates were simply too rapid to keep these exotic objects 
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radiating brightly for any significant length of time. The diffuse X-ray background 
was just as important a discovery, and contributed to the demise of the steady-state 
universe model popular at the time. Rocket launches continued throughout the 
1960s, and were augmented by much cheaper balloon experiments which were useful 
for high energy observations. These instruments led to the identification of the first 
optical counterpart of an X-ray source (Sandage et al., 1966) and the detection of 
X-ray pulsations from the source in the Crab nebula (Fritz et al., 1969) to match 
the prior detection in radio. While the emission in the latter source was understood 
relatively rapidly, the majority of X-ray sources were quite different and still lacked 
a viable emission mechanism. As early as 1964 it became clear that both rockets 
and balloons were extremely limited platforms for the new field of X-ray astronomy, 
and the idea for a small X-ray satellite was born. 

The SAS-1 satellite, renamed Uhuru (Swahili for 'freedom') was launched from 
an oil rig off the Kenyan coast on 12 December 1970. The payload consisted of a pair 
of proportional counters, each 840 cm2  in collecting area, with relatively advanced 
pulse shape discrimination in addition to anticoincidence electronics for cosmic ray 
rejection. But the greatest advantage was the ability to make pointed obsetva-
tions for almost an entire orbit — and repeated measurements over hours, days',- or 
even weeks. The discovery of 4.8 s pulsations in Centaurus X-3 was soon matehed 
with a secondary periodicity, clearly demonstrating the binary nature of the sys'tem 
(Schreier et al., 1972). Sources like Cen X-3 could not be more different than the 
Crab pulsar — there was no nebular emission, no detectable radio emission, and 
the pulse period was decreasing instead of increasing — the neutron star was being 
spun-up. With these new pieces of the puzzle, the modern theory of pulsars devel-
oped rapidly in a series of papers (Pringle and Rees, 1972, Davidson and Ostriker, 
1973, Shakura and Sunyaev, 1973). Finally the broad theoretical understanding of 
these compact X-ray sources was in place. 

X-ray astronomy has today reached a mature stage. Instrumental sensitivities 
have increased by many orders of magnitude, through the Einstein to the recently 
launched Chandra and XMM observatories. The development of imaging X-ray 
telescopes has further expanded our views of the universe. Locations of more than 
60000 sources are known, most of these from the ROSAT survey undertaken in the 
six months following its launch in 1990. Launched in 1991, the Compton Gamma 
Ray Observatory (CGRO) was primarily intended for studies of gamma ray bursts, 
but the Burst and Transient Source Experiment (BATSE; Zhang et al., 1995) which 
also flew on this satellite generated the finest long-term X-ray pulsar period his-
tories to date. Studies of rapid variability in both neutron star and black hole 
binaries reached a new level with the 1995 launch of the Rossi X-ray Timing Ex-
plorer (RXTE; Giles et al., 1995). Satellite observations of several hundred thousand 
seconds are now commonplace, contrasting dramatically with the several hundred 
seconds typical of early rocket and balloon launches. X-ray observations play an 
important complemetary role in studies of the universe on all scales of space and 
time. 

And yet, like every scientific field, mysteries remain. 
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1.2 X-ray Binaries 
Almost all binary X-ray sources are powered by accretion onto a compact object. 
The governing paradigm which describes these systems is deceptively simple and 
hides a truly bewildering range of behaviour. The nature of the compact object is 
thought to be determined by the initial masses of the main-sequence binary compo-
nents. When the more massive star has M*  10M0 initially, the binary evolution 
will proceed through a common envelope phase to produce a white dwarf binary, 
normally referred to as a cataclysmic variable (Warner, 1995). For higher initial 
mass, the main sequence lifetime will instead terminate with a supernova explosion. 
So long as the kick velocity imparted by the supernova is insufficient to break up 
the binary it will persist as a compact object (neutron star or black hole) orbiting a 
(relatively) normal star. An excellent review of the properties and evolution of such 
sources can be found in Lewin et al. (1995). 

Accretion can begin immediately if the companion's stellar wind is sufficient. 
For high-mass X-ray binaries (HMXBs) with companion masses > a few M0 stellar 
winds can export up to 10 -6  Mo yr -1  into the binary environment. The accretion 
luminosity originates from gravitational potential energy liberated as the matter 
falls into the potential well of the compact object. If the compact star has mass M* , 
radius R,, and is accreting at M g s' the accretion luminosity is 

= GM* M/R*  
11 ./I  

1.33 x 1036  ( mo*  ) (
1016 	

( R* )-1 
ergs ' 

g s -1 	10 km) 	
(1.1) 

For a neutron star M* 	1.5M® and R* 	10 km and so clearly only a tiny 
fraction of the stellar wind is sufficient to generate X-ray luminosities of the order 
of Lx  1036  erg s-1 , which is fairly typical. Alternatively, accretion may be delayed 
until the low mass companion evolves to fill its Roche lobe. This is the approximately 
spherical region around the donor star where the combined gravitational potential of 
the two stars reaches an (unstable) equilibrium point. Once the Roche lobe is filled 
accretion can commence in these low-mass binaries (LMXBs) by overflow through 
the inner Lagrangian point. As with most branches of science, much effort to date 
has been directed at classifying objects based on one or more system parameters or 
types of behaviour. These classifications, while not actually contradictory, generate 
many exceptions and special cases which continue to challenge researchers. Various 
different types of behaviour can, for example, be found in both HMXBs and LMXBs. 

Because of the binary nature of the system the accreting material will possess 
significant specific angular momentum with respect to the compact object. This 
momentum must be shed before the accreting gas can finally merge with the star. 
For Roche lobe accretors the inflowing gas stream circularizes at a radius dependent 
upon the orbital parameters, and then spreads out in the orbital plane to form an 
accretion disk. For stellar wind accretors the relative specific angular momentum 
is probably much lower, but disks are thought to arise in these systems also. The 

Lacc 
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plasma circulates in the disk at approximately Keplerian velocities 

VK = (74' ) 1/2 	

(1.2) 

and gradually spirals in towards the compact object. Angular momentum is trans-
ported outwards, and is eventually returned to the system through tidal interactions 
with the companion. The details of this process are not well understood, and remain 
one of the more long-standing and fundamental questions in accretion physics. The 
gas kinematic viscosity is many orders of magnitude too low to operate alone. Nev-
ertheless, a great deal of theoretical work has been done on the physics of accretion 
disks with the assumption of convenient parametrisations of the disk viscosity (e.g. 
Shakura and Sunyaey, 1973). 

As the accretion flow moves inwards it increasingly comes under the influence 
of the compact star at its destination. For unmagnetised white dwarves or neutron 
stars, the disk may extend to the star itself and decelerate in a boundary layer 
through viscous shearing before being absorbed into the star. General relativistic 
effects around a black hole prevent stable orbits within a certain radius dependent 
upon the mass of the central object. Once the disk material reaches this radius, it 
will cease orbiting and instead fall rapidly inwards through the event horizon. The 
most interesting case is for strongly magnetized neutron stars. The magnetic field is 
thought to arise as a by-product of the supernova explosion and subsequent collapse 
which generated the neutron star, possibly from amplification of an initial 'seed' 
field. If the field is sufficiently strong it will disrupt the disk flow at the boundary of 
a region called the magnetosphere, within which the accreting plasma can only flow 
along the magnetic field lines. Accretion can then only take place on those areas 
of the neutron star where the field lines make a large angle to the surface, i.e. the 
magnetic poles. 

The gravitational potential energy liberated as the material flows towards the 
compact object heats it to temperatures of 10 6-10 7° K. Deceleration onto the star 
may involve passage through a radiative or collisionless shock, which will further 
enhance the plasma temperature. Thus the effective blackbody temperature and 
the bulk of the accretion luminosity La„ fall in the X-ray band. When the material 
accretes evenly over the surface of the neutron star, the radiation will be more or 
less isotropic and the X-ray luminosity L x  depends only upon M. On the other 
hand, if the neutron star has a strong magnetic field accretion may only occur at 
the polar regions, which will radiate brightly compared to the rest of the neutron 
star surface. If the magnetic field is misaligned with respect to the rotation axis, 
these 'hot spots' will cause a periodic modulation of the X-ray emission from the 
star on the rotation period Pson . These X-ray pulsars are the subject of this thesis. 
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1.3 X-ray Pulsars 
Many neutron star binaries exhibit X-ray modulation on or close to Pson . Sources 
which exhibit outbursts of varying duration and frequency where the X-ray flux 
changes by many orders of magnitude are generally classified as 'transients', and 
may show X-ray pulsations during outbursts (e.g. Negueruela et al., 2000, Santangelo 
et al., 1999). Type I bursts — with their characteristic fast rise and exponential 
decay — are observed from weak magnetic field neutron star binaries and result from 
runaway nuclear burning on the surface of the star (e.g. Swank, 2000). This burning 
appears to begin at a particular location and spread to the entire star, causing 
brief periods of atmospheric expansion. The dynamics of the burst are inferred 
from oscillations with frequency in the range 270-620 Hz observed in a handful of 
sources (van der Klis, 2000 ; Chakrabarty et al. 2001, in preparation). In some 
cases the oscillation frequency evolves asymptotically towards what is thought to 
be the neutron star spin frequency as the burst progresses. These two examples 
are somewhat distinct from the persistent, high magnetic field neutron star pulsars. 
Distinguishing between strictly 'transient' and 'persistent' sources is to some extent 
a matter of opinion. X-ray sources exhibit activity cycles on all sorts of timescales, 
some of which appear to depend upon system parameters and some of which do 
not (see e.g. Stella et al., 1986). But the restriction to 'high' field sources relates 
to more fundamental issues, namely the emission mechanism. If the magnetic field 
is sufficiently high, thermonuclear bursts are very effectively inhibited, and rather 
different emission processes dominate. A high magnetic field also seems to inhibit the 
production of jets and hence radio emission in pulsars. Radio detections coincident 
with other X-ray binaries are common, but no detections have been made to date 
for X-ray pulsars (Fender and Hendry, 2000). 

1.3.1 The magnetic field-disk interaction 
The neutron star magnetic field has important consequences for the accretion flow. 
The Ghosh and Lamb (1979a,b) model describes the broad-scale implications of 
their interaction. Far from the star the influence of the field is minimal, and the 
disk evolves according to the gravity of the central object and the gas dynamics 
alone. Between this region and the accretion column, the magnetic field must (more 
or less) completely penetrate the plasma, and it seems likely that this is achieved in 
stages. In the outermost region currents are generated within the disk to success-
fully expel the field. Moving radially inwards, the magnetic field will become strong 
enough to first thread the disk plasma at a radius rs . This threading probably arises 
as a consequence of magnetic convection or turbulence within the disk; magneto-
hydrodynamic instabilities may also make a contribution. In this region the ram 
pressure due to the gas is still much greater than the magnetic pressure, and the 
flow is in the main unaffected by the field. Instead, the field lines are dragged by the 
flow, and may develop a significant poloidal component. This effect is moderated 
by reconnection which is a function of the conductivity of the disk. The stresses 
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imparted to the field lines can be transmitted to the neutron star and give rise 
to significant 'magnetic torques' in addition to the torque applied directly by the 
matter accreting onto the stellar surface. 

The flow continues inwards in this manner until the point where the magnetic 
pressure balances the ram pressure of the gas. At this radius (the Alfven radius) the 
magnetic field takes over as the dominant influence on the flow. Given the magnetic 
moment of the star p (related to the surface field strength . .13,, by p = 13R), the 
Alfven radius TA  for isotropic, spherical inflow at M = M16 X 10 16  g s -1  can be 
estimated as 

TA 	2 -317p417 (GM) -117M-2/ 7  

= 4.85 x 108Bg7A-62/7  cm 
	

(1.3) 

where B12 = B/(10 12  G). With the flow confined to a thin disk in the orbital plane, 
the ram pressure will clearly be greater (and hence TA smaller) than for spherical 
inflow for the same M. However, because the magnetic field pressure increases so 
rapidly as r decreases (oc B 2  cc 1/r6 ) the discrepancy is probably small. Most 
authors generally adopt rA,disk 0.5rA• - 

The Ghosh and Lamb (1979a,b) model predicts a correlation between torque and 
M (inferred from L x ) for accretion-driven X-ray sources. This correlation aiises from 
the varying contributions of spin-up and spin-down torques as a function of the in-
ner disk radius. At the corotation radius rco  the angular velocity corresponding to 
Keplerian orbits in the disk matches that of the neutron star. Disk material orbit-
ing at rco  will thus contribute zero torque through the magnetic field to the neutron 
star; since the Keplerian velocity is higher closer to the star material within r co  will 
contribute a spin-up torque. This is balanced by spin-down torques contributed by 
material orbiting from rco  outwards to the where the last stellar field line threads 
the disk. Clearly as M increases, rA ,disk  will decrease (equation 1.3) which will re-
sult in a greater range of disk radii contributing to spin-up torques. Conversely as 
M decreases, rA ,disk  increases and the net spin-up contribution will decrease, pos-
sibly to the point where it is exceeded by the spin-down torque. Thus depending 
upon M, X-ray pulsars can experience both net spin-up and spin-down, which is 
confirmed by long-term observations of accreting pulsars (Bildsten et al., 1997). In 
the extreme low-M case when rA,disk > rc0  accretion may cease altogether since the 
disk material is centrifugally inhibited from entering the magnetosphere. For most 
sources it is difficult to test the relationship between M (Lx ) and the torque since 
the range of luminosities at which they are observed is small. However the corre-
lation has been confirmed, at least approximately, for three transient sources using 
BATSE and EXOSAT data; EXO 2030+375 (Reynolds et al., 1996), A 0535+262 
and GRO J1744-28 (Bildsten et al., 1997). 

The situation for persistent pulsars is, however, less straightforward. The BATSE 
data have demonstrated that in general the torque is in fact uncorrelated with lumi-
nosity in these sources. The spin-up or spin-down rate can remain almost constant 
over intervals (referred to in this thesis as a 'constant torque state' or just 'torque 
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state') which are long compared to other characteristic time-scales of the system, 
even when the luminosity varies by several orders of magnitude over that time. Tran-
sitions between these states of constant torque can be abrupt, with time-scales of 
< 1 d when the two torque values have the same sign; alternatively when switching 
from spin-up to spin-down (or vice-versa) the switch generally occurs smoothly over 
a period of 10-50 d. One recent suggestion is that the observed behaviour may be 
related to precession of the neutron star rotation axis as a consequence of accretion 
column torques (Jetzer et al., 1998). Despite the observational discrepancies, the 
Ghosh and Lamb (1979a,b) model is widely accepted and remains the basis for many 
studies of accreting sources. 

1.3.2 The boundary region and accretion column 
The boundary region in X-ray pulsars refers to that part of the accretion disk where 
the magnetic pressure initially dominates the flow. The plasma decelerates abruptly 
from Keplerian velocity to corotation with the neutron star magnetosphere, and 
enters the accretion column where it flows along the magnetic field lines to the 
neutron star poles (Figure 1.1). The deceleration region is thought to be relatively 
narrow radially, since the magnetic pressure increases so rapidly with decreasing 
distance to the star. 

Much of what is known (or inferred) about accretion flow comes from observa-
tional studies of white dwarves, particularly polars and intermediate polars (Warner, 
1995). In these sources the accretion column and polar cap radiate in the optical 
band. Polarimetry and spectroscopy resolved on the orbital period P - orb has provided 
a wealth of information about these regions. There is little doubt that these results 
can be equally well applied to neutron star binaries, taking into account the para-
metric differences between the two systems. In general the neutron star's magnetic 
field will be misaligned with the rotational axis (by the magnetic colatitude [3). The 
accretion region on the surface of intermediate polars (which also accrete via a disk) 
have been shown to be narrow arcs through optical polarimetry. Projecting the field 
lines with footpoints within the accretion region back to the accretion disk traces 
out an arc-shaped region on the inner edge. Similarly, for neutron stars the bound-
ary region is unlikely to cover the full azimuthal extent of the inner disk. Instead, 
it is thought to form an arc-shaped region over which the plasma deceleration and 
uptake to the accretion column occurs (see Chapter 5). 

The detailed dynamics of this region are essentially a mystery. The confluence 
of highly sheared plasma flow with magnetic fields which vary in strength over 
the interaction region presents an astrophysical problem of nightmarish complexity. 
Unfortunately, this situation seems likely to persist indefinitely. Observations do not 
offer any real clues as to the detailed dynamics within this region, although pulse-
phase spectroscopy using the recently launched Chandra (Weisskopf, 1999) or XMM 
(Jansen and Laine, 1998) observatories seems a promising approach. Analytically 
the situation is presently too complex for a solution. Numerical models are generally 
too coarse to provide any real predictive capability. Fortunately, this does not hinder 
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(I) = 0.75 magnetic axis 

accretion disc ;  
01) = 0.0 

Figure 1.1 Schematic showing the accretion geometry of X-ray pulsars (not to scale) 
at two representative rotational phases. The accreting gas from the companion is thought 
to form an accretion disc far from the neutron star, which is disrupted at rA,disc  due to 
the strong (dipolar) magnetic field. Within this radius the accreting matter may only flow 
along the magnetic field lines, forming two accretion columns terminating at the magnetic 
poles. Thermal X-ray emission originates from the shaded region at each pole and may 
interact with the accretion column plasma above it. The magnetic axis is misaligned 
relative to the neutron star rotation axis by [3 (the magnetic colatitude). 
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the study of accreting sources overmuch. The accreting plasma is clearly able to enter 
the accretion column, and although the small-scale processes are not understood this 
does not prevent study of other aspects of these phenomena. 

1.3.3 The emission region 

A full understanding of the processes which shape spectra and pulse profiles in X-
ray pulsars has been hampered to date by the extreme complexity of the problem. 
This complexity manifests both in the observational and theoretical approaches. 
Observed spectra generally feature a pseudo-thermal component (which in some 
cases is consistent with a blackbody) and a power law high-energy tail modified by 
an exponential cutoff around 20 keV. Such spectra cannot in general be fit with 
any single temperature model, and vary significantly as a function of time, source 
state and pulse phase. The geometry of the emission region is thought to depend on 
the accretion rate, magnetic field configuration at the neutron star surface and the 
detailed structure of the plasma entrainment region at the magnetospheric boundary. 
Mean pulse profiles vary dramatically between different sources, and also within the 
same source as a function of energy and time (see e.g. White et al., 1983, Bildsten 
et al., 1997). 

It is important to distinguish between the processes operating in the emission re-
gion which conserve photon number and those that do not. Processes which fall into 
the latter category are responsible for producing the photons in the first place, while 
those in the former simply modify the initial distribution (perhaps drastically) to 
give the observed spectrum. Most studies in the literature fail to explicitly acknowl-
edge this distinction, and complete understanding of the situation has suffered. In 
particular the origin of the initial photon distribution is uncertain. Some authors 
(e.g. Meszaros and Nagel, 1985a,b, Burnard et al., 1991) assume that the source 
photons orignate from electron-electron or electron-proton bremsstrahlung, while 
others suggest that these processes will be unimportant given the strong magnetic 
fields within the emission region (Kirk, 1986). In the absence of accreting material 
the spectra of neutron stars resemble a simple blackbody, although the apparent 
temperature is affected by the atmospheric structure (e.g. Rutledge et al., 1999). 
The magnetic field may play a critical role. Motion of the plasma perpendicular to 
the field lines is quantised into Landau energy levels, and due to very rapid rates 
of spontaneous de-excitation the great majority of electrons will be in the ground 
Landau state. A variety of resonant and nonresonant processes are possible which 
involve transitions through excited Landau states. In fact, spectral features result-
ing from these transitions are common in X-ray pulsars and are the best evidence 
for 1012  G surface magnetic field strengths. Most commonly a cyclotron scatter-
ing resonance feature (CSRF) is seen as a broad dip in the spectrum at an energy 
corrosponding to the cyclotron energy 

eB. 
Vcyc = 	 Hz 	Or 

27TMeC 
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Ecy, 	11.6B12  keV 
	

(1.4) 

and possibly its harmonics (2E cyc , 3Ecyc ; e.g. Heindl et al., 2000). In particular, two-
photon emission (resonant double Compton scattering) may be a significant source 
of soft photon generation (Kirk, 1986). This process involves an electron absorbing 
a photon with E7  Ecy, which excites it to the first Landau level. De-excitation 
is rapid, but produces instead two photons which share the energy of the initial 
photon. The process favours a final energy distribution with one photon having 
E 1  Ecy, as before and the other with E72 

Once the source photons are generated, they may interact with the material 
surrounding the neutron star before escaping towards the observer. The accretion 
column plasma reaches the highest density immediately above the polar cap, and is 
generally fully ionised and at temperatures > 1 keV. Thus Compton scattering (e.g. 
Pozdnyakov et al., 1983) in the accretion column is likely to be the dominant process 
affecting the initial photon spectrum. This is equivalent to Thompson (electron) 
scattering generalised for cases where the scattering medium is not necessarily cool, 
and in fact may be so hot as to require relativistic corrections to the scattering 
cross section. The strong magnetic field of the neutron star further modifies the 
cross section (e.g. Daugherty and Harding, 1986), resulting in strongly anisotropic 
scattering which depends on the angle between the photon propagation, ,direction 
and the local magnetic field vector. Hybrid processes involving transitions to excited 
Landau levels also become possible (as described above). 

The power law tail generally observed in pulsar spectra is characteristic of Comp-
ton scattering where the source spectrum temperature To  is significantly lower than 
the scattering medium Te  (inverse Compton scattering or Comptonization). Pho-
tons with E = hv interacting with hotter electrons will tend to gain energy at a rate 
of 

( Ah11 ) NR 

( Ahv) R 

4kTe hv 
Mee2 

4 
3

hv 

(1.5) 

(1.6) 

(Rybicki and Lightman, 1979) per scatter. The subscripts `I\TR' and R' refer to the 
nonrelativistic and relativistic regimes; the latter is appropriate when kTe  me c2 . 
The net effect of the scattering on the initial photon distribution is quantified by 
the Compton y-parameter, given by 

YNR = 4 
mec2 

Maxer, T2 ) 	 (1.7) 
kTe  

= 16 
(  kTe ) 2 

Max(T, T 2 ) 	 (1.8) YR 	 rnec2  

where T = UTNe R is the characteristic optical depth of the scattering volume, and 
R, Ne  are its radius and electron number density respectively. The y-parameter 
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is effectively a product of the average photon energy increase per scattering and 
the mean number of scatters, and hence can be considered as a rough measure of 
the plasma cooling rate via Compton scattering. If y < 1 Comptonization will 
have little effect on the incident spectrum, whereas if y >> 1 it will be modified 
significantly. Determining the resultant spectrum analytically involves solving the 
Kompaneets (1957) equation, which is impossible except for the simplest geometries. 
The analytical approximation of Titarchuk (1994) is applicable to a wide range of 
astrophysical sources. The form adopted for the shape the input spectum is a Wien 
law, which simplifies the required calculations considerably. For a finite, homoge-
neous cloud the effective T for scattering*depends on the cloud density but also on 
the distribution of photon escape times. The latter is a function of the geometry 
of the emitting region and the surrounding cloud, and approximations are derived 
relating the escape time distribution to 'T for spherical and planar (disk) geometries 
separately. This formulation has been shown to be consistent with Monte-Carlo 
simulations over a wide range of input parameters (Hua and Titarchuk, 1995). 

Detailed models of X-ray pulsar emission regions are generally limited to a par-
ticular accretion regime. For low accretion rates, radiation pressure will be negligible 
and the plasma will decelerate through Coulomb collisions or possibly a collision-
less shock. Above some critical accretion rate, a radiative shock will form above 
the surface where the infalling plasma thermalises and then slowly settles to the 
surface. Within these regimes, a number of approaches have been used. Finite dif-
ference methods are generally applied by adopting a simplified, symmetric emission 
geometry ('slab', 'mound' or 'column') and solving the radiative transfer equations, 
possibly also taking into account the dynamical conditions above the shock (e.g. 
Meszaros and Nagel, 1985a,b, Burnard et al., 1991). Alternatively a particular 
'beam pattern' (the variation of X-ray flux with viewing angle relative to the neu-
tron star pole) can be adopted and the effect of various system geometries explored. 
With this approach it is possible to include the effects of gravitational light bending, 
which should be an important effect in the formation of pulsar profiles. Detailed 
fits utilising a misaligned, off-center magnetic axis have been performed by Leahy 
(1991). 

Essentially all the approaches which have been used have serious limitations. The 
detailed radiative transfer calculations are necessarily restricted to rather simple ge-
ometries, where in reality the accretion column is thought to possibly form a hollow 
column or incomplete hollow column ('accretion curtain'; Basko and Sunyaev, 1975). 
The geometric fitting approach when applied to a range of pulsars require off-center 
magnetic axes to reproduce the observed asymmetry in pulse profiles, and in ad-
dition cannot reproduce sharper features observed in several sources. Monte-Carlo 
simulations (Pozdnyakov et al., 1983) offer a powerful technique to study emission 
in compact astrophysical sources. It is possible to include a diverse range of ef-
fects, including frame dragging and Doppler boosting in millisecond pulsars (Braje 
et al., 2000), gravitational light bending and inhomogeneous and arbitrarily complex 
scattering regions (see Chapter 7). 
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1.4 GX 1+4 

At the time of its discovery (Lewin et al., 1971) GX 1+4 was one of the brightest 
objects in the X-ray sky. The optical counterpart is an M6 giant (Davidsen et al., 
1977) which is readily classified as a symbiotic binary (Belczynski et al., 2000). 
Unusually this LMXB appears to be accreting from the companions stellar wind, 
which infrared observations suggest is at least an order of magnitude faster than 
typical red giant winds (Chakrabarty et al., 1998) and which presumably also gives 
rise to the optical emission line nebula. Optical spectroscopy suggests a source 
distance of 3-15 kpc (Chakrabarty and Roche, 1997). 

Measurements of the average spin-up rate during the 1970s gave the largest value 
recorded for any pulsar (or in fact any astronomical object) at 2 per cent per year. 
Inexplicably, the average spin-up trend reversed around 1983, switching to spin-down 
at approximately the same rate. Since that reversal a number of changes in the sign 
of the torque (as inferred from the rate of change of the pulsar spin period) have 
been observed (Chakrabarty et al., 1997). In contrast to predictions of the Ghosh 
and Lamb (1979a,b) model BATSE measurements suggest that the torque measured 
for GX 1+4 is sometimes anticorrelated with luminosity (Chakrabarty et al., 1997). 
This behaviour has not been observed in other pulsars. The orbital peridd is not 
known, but secular torque variations suggest P - orb 	304 d (Cutler et al., 1986, 
Pereira et al., 1999). Several estimates (Beurle et al., 1984, Dotani et al., 1989, 
Mony et al., 1991, Greenhill et al., 1993, Cui, 1997) indicate a neutron star surface 
magnetic field strength of 2-3 x10' 3  G. 

The X-ray flux from the source is extremely variable on time-scales of seconds 
to decades. Two principal flux states have been suggested, a 'high' state which 
persisted during the spin-up interval of the 1970s, and a 'low' state since. Although 
the mean flux has been increasing steadily during the current 'low' state it has not 
yet returned to the level of the 1970s. Superimposed on the long-term flux variations 
are smooth changes on time-scales of order hours to days. On the shortest time-scales 
the periodic variation due to the neutron star's rotation period at around 2 min is 
observed. Pulse profiles from the source exhibit a bewildering variety (see Chapter 
4). Profiles are typically asymmetric, often with a sharp dip forming the primary 
minimum (Dotani et al., 1989, Greenhill et al., 1998, Kotani et al., 1999). During 
a low flux episode in July 1996, the pulse profiles were found to shift dramatically 
in the sense of asymmetry over an observation lasting just 34 hours made 10 days 
before a short-lived transition from rather constant spin-down to spin-up and back 
again (Giles et al., 2000, Galloway et al., 2000). 

Compared to other accretion-powered X-ray pulsars, the phase-averaged spec-
trum of GX 1+4 is atypically hard (based on thermal bremsstrahlung fits at high 
energies; Frontera and Dalfiume, 1989). Historically the spectrum has been fitted 
with bremsstrahlung or power law models, however more recent observations with 
improved spectral resolution generally favour a power law model with exponential 
cutoff. Typical values for the cutoff power law model parameters are photon index 

= 1.1 —2.5; cutoff energy 5-18 keV; e-folding energy 11 —26 keV. For any spectral 
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model covering the range 1-10 keV, it is also necessary to include a Gaussian com-
ponent representing iron line emission at 6.4 keV, and a term to account for the 
effects of photoelectric absorption by cold gas along the line of sight with hydrogen 
column density in the range nH  = (4 — 140) x 10 22  cm'. The source spectrum and 
in particular the column density nH  have previously exhibited significant variability 
on time-scales as short as a day (Becker et al., 1976). Measurements of spectral 
variation with phase are few; one example of pulse-phase spectroscopy was under-
taken with data from the Ginga satellite from 1987 and 1988 (Dotani et al., 1989). 
Only the column density and the iron line centre energy were allowed to vary with 
phase in the spectral fits, and no significant variation was observed. Recent analysis 
of data obtained by the Rossi X-ray Timing Explorer undertaken as part of this 
thesis suggests that the spectrum is consistent with unsaturated Comptonization 
and that accretion column eclipses may be responsible for the sharp dips observed 
in the pulse profiles (Galloway et al., 2000 and Chapters 3, 5). 

1.5 RX J0812.4-3114 
The X-ray counterpart to the B0-1 III-IV star LS 992 was identified from cross-
correlation of ROSAT galactic plane survey data with SIMBAD OB star catalogues 
(Motch et al., 1997). Pulsations in Be/X-ray binaries, as these systems are referred 
to, are common and they make up a significant subpopulation of the HMXBs. The 
optical companions are massive stars, which are thought to rotate so rapidly that the 
equatorial matter is expelled in a slow, dense wind — an 'excretion disk' (Negueruela, 
1998). This equatorial wind provides the accreting material to the neutron star. 

ROSAT observations revealed significant variability of the source over a timescale 
of hours, with flux variations on longer timescales of a factor 100. Hourly flux 
variations, as well as X-ray pulsations at P 31.9 s were discovered during an RXTE 
observation of the source in February 1998 (Reig and Roche, 1999). The X-ray 
behaviour of Be/X-ray binaries is strongly dependent upon the orbital parameters, 
and in fact the neutron star spin periods Pspin  show a strong correlation with the 
orbital period P -orb (Corbet, 1986). The 	81 d periodicity suggested by RXTE 
All-Sky Monitor (ASM) data obtained between 1998-99 (Corbet and Peele, 2000) 
is consistent with this correlation and probably represents the binary period. The 
distance estimated at 9 kpc based on the companion spectral type and interstellar 
reddening, with a likely uncertainty of 50% (Motch et al., 1997). 

The pulse profile from the source is strongly asymmetric, with a sharp dip form-
ing the primary minimum. As with GX 1+4, the profile dip has been suggested to 
arise from eclipses by the accretion column. The energy spectrum was fairly typical 
for X-ray pulsars, and could be adequately fit using a power law model with expo-
nential cutoff. I explore the mean spectrum and origin of the dip further in Chapter 
6. 
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2.1 X-ray observations: RXTE 
In this section I describe analysis techniques for data from the Rossi X-ray Timing 
Explorer satellite (RXTE; Giles et al. 1995). These data were obtained both as 
a result of an observation proposal during the first announcement of opportunity 
(A0-1) for the satellite (GX 1 --F4, proposal ID 10103, July 1996) and from the High 
Energy Astrophysics Science Archive Research Centre (HEASARC) WWW site at 
http: / /heas arc . gsf c . nasa . gov. 

RXTE consists of three instruments, the proportional counter array (PCA) sen-
sitive to photons in the energy range 2-60 keV, the high-energy X-ray timing exper-
iment (HEXTE) covering 16-250 keV, and the all-sky monitor (ASM) which spans 
2-10 keV. The PCA consists of five identical (at launch) proportional counter units 
(PCUs), designated 0 ... 4. Pointed observations are performed using the PCA and 
HEXTE instruments, while the ASM regularly scans the entire visible sky. During 
targeted observations, interruptions may be made for previously scheduled monitor-
ing or target-of-opportunity (TOO) observations of other sources. 

Six of the eight event analysers (EAs) aboard RXTE are available for processing 
of events measured by the PCA. Two EAs are dedicated to modes which are al-
ways present, Standard-1' and 'Standard-2'. The Standard-1 mode features 0.25 its 
time resolution but only one spectral channel, while Standard-2 offers 128 spectral 
channels between 0-100 keV (the sensitivity above 60 keV is negligible) with bin-
ning on 16 s time resolution. The remaining four EAs may be used in a range of 
user-configurable modes, which are in 'general only necessary to obtain spectra on a 
finer time resolution. Because the data analysed in this thesis originate from pro-
posals with a wide range of science objectives, the user-configurable modes also vary 
widely between observations. GoodXenon mode data were used for the pulse phase 
spectroscopy described in Chapter 5. This mode offers full 256-channel spectral 
resolution on 1 /Is time resolution. 

2.1.1 Screening and background subtraction 
Analysis of RXTE data presented in this thesis was carried out using LHEASOFT 
version 5.0, released 23 February 2000 by the RXTE Guest Observer Facility (GOF). 
The data were first screened to ensure that the pointing offset was < 0.02° and 
the source was > 10° from the sun. This introduced additional gaps to the data. 
From mid-1996 onwards two of the five PCUs were regularly turned off to partially 
arrest a gradual sensitivity degradation measured by the RXTE team. Any given 
observation may thus be made with 3, 4 or 5 PCUs on, or a combination. If PCUs 
are switched off or on during the observation it is necessary to extract data from 
each interval with a constant number of PCU's on and analyse them separately. 

The instrumental background count rate from cosmic rays and additional parti-
cle flux arising during satellite passages through the SAA are estimated using the 
PCABACKEST software which is included in the HEASOFT package. The background 
models used are from the 23 February 2000 release. Where the net source count 
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rate is 	60 count s' the 'faint' source models have been used, with the 'bright' 
models used otherwise. Due to the proximity of GX 1+4 to the galactic plane, an 
additional background component corresponding to diffuse 'galactic ridge' emission 
must be subtracted. For the purposes of spectral fitting, this component is modelled 
using a Raymond-Smith emission spectrum from hot, diffuse gas and a power law, 
both absorbed by a neutral column density of n H  = 2 x 1021  cm-2  (Table 2.1). Two 
additional power law components serve as a correction to the diffuse X-ray back-
ground assumed by PCABACKEST. The model is identical to that fitted to survey 
data from this region (Valinia and Marshall, 1998) with normalisations and metal 
abundance as fitted to spectra taken during slews to and from the source in July 
1996 (observation H in Table 3.1). A constant background level of 6.95 count s' is 
subtracted from the full-range lightcurves to account for this additional background 
component; for the lightcurves in energy ranges 2-7, 7-20 and 20-60 keV the level 
is 4.31, 1.34 and 0.788 count s' respectively. 

2.1.2 Spectral analysis 

Candidate spectral models were tested by fitting to the count rate spectrum —to 
minimise x2  using the XSPEC spectral fitting package version 11 (Arnaud, 199'6). 
The goodness of fit is expressed by the reduced x2  

= x2 /v (2.1) 

where v is the number of degrees of freedom, i.e the number of spectral channels 
in the fit minus the number of parameters in the model. A statistically acceptable 
fit is indicated by x2, ;,"2,  1. Systematic errors, where present, will obviously affect 
the fit statistic. For RXTE observations of bright calibration sources such as the 
Crab nebula it is generally necessary to assume a systematic error of 1% in order 
to obtain statistically acceptable fits using the canonical power law spectral model. 
However, for fainter sources acceptable fits can often be obtained without assuming 
any systematic error; in some cases the adoption of a 1% systematic errors results 
in unrealistically small values of x2 . Thus for consistency no systematic error was 
assumed in the spectral fits undertaken in this thesis. 

Each model takes the form of one (or more) continuum components and a multi-
plicative component to account for absorption by cold matter along the line of sight. 
Depending upon the source, it may be necessary to include a Gaussian component 
with energy 6.4-6.7 keV to account for fluorescent iron line emission, commonly 
detected in X-ray pulsars (e.g. Nagase, 1991). 

Once the set of p parameter values giving the minimum x 2rnin  for a given model 
have been located, it is necessary to determine to what precision each parameter 
is known at some confidence level. A rigorous treatment of confidence intervals 
for a multiparameter model would require that we determine the p-dimensional 
hypersurface corresponding to the locus of parameter values for which x2  = x2m i n  
Ax2 , with the value of Ax 2  dictated by the required confidence level and the number 
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Table 2.1 Spectral parameters used for the galactic ridge component in fits to GX 1+4 
spectra using XSPEC. The component is modelled using a Raymond-Smith plasma and 
power law, both affected by absorbtion by neutral hydrogen in the plane of the galaxy. 
The component also includes a correction to account for additional absorbtion of the 
diffuse background spectrum assumed by PCABACKEST. The model can be expressed as 
wabs (raymond+powerlaw 1 +powerlaw2 )+powerlaw3, with the parameter values for each 
component given below. Confidence intervals, where shown, are la. The Abundance 
describes metal abundances including C, N, 0, Ne, Mg, Si, S, Ar, Ca, Fe, and Ni with 
He fixed at the cosmic level. The units for the Raymond-Smith component normalisation 
Araymond are 10 -14 /(47/D2 ) f nenHdV where D is the distance to the source in cm and 
ne  and nH are the electron and hydrogen densities respectively (cm -3 ). 

Parameter Value 

nH  (X1022  cm-2 ) 0.2 

kT (keV) 3.4 

Abundance 0.1400-253  0.032 

0.0 

Araymond (1.8312) X 10-2  

1.7 

A1  (photons cm-2 s-1  keV -1 ) (2.43M) x 10 -3  

(127 03 1.472 

A2 (photons cm 2 l  keV -1 ) 3.5977 x 10 -3  

A3 — A2 

2 0.72 

of degrees of freedom (= the total number of parameters p; Lampton et al., 1976). 
(Note that this is distinct from the number of degrees of freedom when considering 
the model fit itself!) Clearly for p> 2 this becomes unfeasible. The usual method is 
to fix each parameter in turn at various trial values within a range around its best 
fit value, and then fit the remaining parameters to determine the maximal range of 
values for which x2  < Xm2  ± AX2  for some value of Ax 2 . This is achieved in XSPEC 
automatically using the error command. This approach will give the projection 
of the confidence hypersurface onto the axis corresponding to each parameter. In 
that case the confidence level achieved for a particular value of .6,x 2  is calculated for 
only one degree of freedom. Thus for the parameter confidence limits calculated in 
this thesis I adopt Ax2  = 1.0, appropriate for the la confidence level for 1 degree 
of freedom. Note that such error limits may be of limited value particularly when 
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two or more parameters are strongly correlated, such as the T and Te  parameters 
for the compTT component used extensively throughout this thesis. For comparisons 
between fits based on correlated parameters it is much more valuable to consider the 
joint confidence interval of the two parameters, in which case the number of degrees 
of freedom is 2 and Ax2  values should be chosen appropriately. 

The number of spectral channels and the energy range for fitting typically varies 
between observations. Both the GX 1+4 and RX J0812.4-3114 observations span 
more than one PCA gain epoch, and the channel-to-energy conversion varies as a 
result. The maximal sensitivity of the PCA is between 2.2-40 keV, but for indi-
vidual fits the range may be restricted further due to a number of factors. The 
background above 30 keV from the most recent 'bright' source models appears to 
be underestimated at low count rates, resulting in a hard excess at these energies. 
Spectral variation below 5 keV tends to result in significant residuals (particularly 
for GX 1+4) which cannot be accounted for by additional model components. Given 
the low sensitivity at these energies the reality of such variation is somewhat ques-
tionable. In general the channels at the extrema of the energy range can be excluded 
without significantly affecting the fit parameters. Note however that comparisons 
between different models for individual spectra are made over the same channel 
range for consistency. 

To date, X-ray pulsar spectra have been typically modelled using power law, 
power law and blackbody, or modified power law components. In general each of 
these types of models is an approximation to a spectrum originating from a low-
energy distribution of photons Comptonized by scattering within a hotter plasma. 
More detailed approximations to Comptonized spectra are an obvious choice for 
candidate models; I chose the Titarchuk (1994) formulation, implemented in XSPEC 
as ( compTT'. The model parameters include the input spectrum temperature To  (ap-
proximated as a Wien law), the scattering plasma temperature Te  and normalisation 
Ac  (in units of photons cm -2  s  Additionally the redshift can be specified, 
fixed at 0.0 in the fits described here. The effective optical depth T is determined 
from the spectrum assuming either a spherical or planar (disk) geometry. If the ac-
cretion column is, as I suggest, the primary region where Compton scattering takes 
place to shape the spectrum clearly neither of these assumptions are strictly appro-
priate. For the compTT model fits presented in this thesis I adopt the 'disk' geometry 
switch, noting that the calculated T will thus be only an approximate measure of 
the true optical depth in the column. In fact for the disk geometry the fitted T is 
the half-width optical depth of the slab, and thus the calculated T for an assumed 
spherical geometry will be approximately twice as large. For comparisons between 
different spectra the absolute value of T is not important. 

2.1.3 Timing analysis 
Pulsar timing was not the main focus of this thesis. Determination of pulsar periods 
was, however, necessary for generating pulse profiles (Chapter 4) and extracting 
spectra for pulse phase spectroscopy (Chapter 5). Pulse period determinations from 
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the RXTE data were made in two ways. 
Background-subtracted, barycentre corrected lightcurves on 1 s bins (extracted 

from Standard-1 data) were folded on a range of trial periods and a Gaussian fit 
applied to the x2-P curve. The vagaries of this technique are reasonably well known 
(e.g. Babu and Feigelson, 1996 page 162), however the calculation of pulse profiles 
and phase extraction from short-duration data does not require extremely accurate 
periods and period estimates using this method were found to be sufficient for these 
purposes. The error was estimated as the standard deviation of the period deter-
mined in the same manner from 100 simulated timeseries. Each simulated lightcurve 
was constructed with the mean pulse profile and count rate determined from the 
original lightcurve and a randomly determined error component appropriate for the 
count rate (including background) added to each bin. 

The second method involved calculating the arrival times of the sharp primary 
minima. Due to the high count rate in most observations individual dips were 
prominent in lightcurves from GX 1+4 with sufficient time resolution; this method 
could not be used for RX J0812.4-3114. An initial period estimate P was chosen 
and the arrival time of each successive minimum t d  = to  + nP was calculated given 
the approximate time of the first minimum in the lightcurve t o . The actual arrival 
time was estimated by fitting a parabolic profile to the lightcurve in a window 
surrounding the predicted arrival time 

F(ti ) = wqAt i2  + F0 	i E {1 ... 16} 	 (2.2) 

where At, = t i  — td  is the bin time offset from the fitted arrival time of the dip 
td  and t i , F(ti ) are the times and count rates from the lightcurve. The period is 
then adjusted to minimize any net trend in the residuals between the predicted and 
estimated minima times. Results using this method are discussed in Chapter 5. 

To evaluate the accuracy of these two methods the results were compared with 
interpolated periods from archival BATSE pulse timing data (see section 2.2), where 
available. The results of this comparison are presented in Chapter 4. 

2.1.4 Pulse-phase spectroscopy 
The 16 s time bin of Standard-2 data limits the temporal resolution for analysis of 
spectral variations. Where additional user-defined modes are present spectral ex-
traction on much finer resolution is possible. The standard extraction tools, given 
the pulse period and an appropriate ephemeris, allow spectra to be extracted from 
GoodXenon data (for example) relative to pulse phase. The process becomes some-
what complicated because the extraction tools apply screening criteria based on 
times measured on the satellite, whereas the pulse period is generally determined 
from the data corrected to the solar system barycentre. Because of this it may be 
necessary to also calculate the pulse period as measured on the satellite and use this 
value for the phase selection. Additionally, the extraction tools cannot calculate 
the correct exposure for spectra which combine phase extraction and gaps due to 
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screening criteria. To overcome these limitations I developed a perl script which lo-
cated each interval of uninterrupted data within the observation, extracted required 
phase selected spectra from each interval, and finally combined all the spectra for 
the same phase range over all the intervals. The script determines the appropriate 
exposure and applies it to the resulting output file. 

2.2 X-ray observations: BATSE/ CGRO 

The Burst and Transient Source Experiment (BATSE) consisted of eight identi-
cal detectors mounted on the corners of the Compton Gamma Ray Observatory 
(CGRO) satellite, launched by the space shuttle Atlantis in April 1991. Each unit 
held two scintillation detectors sensitive to photons in the energy range 20 keV to 
1.8 MeV, and in concert were used primarily as an all-sky monitor for gamma ray 
bursts (Zhang et al., 1995). Sadly, the still-functioning CGRO satellite ,  Was com-
manded to undertake a re-entry and breakup in the atmosphere on 4 Rine 2000, 
bringing to an end an extremely successful mission which lasted 4 yr beyond its 
expected duration. 

BATSE was also used in a program of regular monitoring of a number of per-
sistent X-ray pulsars, including GX 1+4 (Bildsten et al., 1997). The standard tim-
ing analysis calculated pulse periods from data in the 20-60 keV energy range on 
1.024 s time resolution. Typically pulse profiles were determined from 300-5000 s 
observations, and then the pulse period calculated from several observations over 
one or more days. The pulsed source flux was estimated assuming a spectral model 
of the form dN/dE = (A/E) exp(—E/kT), where the temperature T is held con-
stant for each source. Public data now available (from the BATSE WWW site at 
http://www.batse.msfc.nasa.gov/batse/pulsar/)  includes long- term timeseries 
with pulsed flux, spin frequency and rate of change, and coefficients and errors from 
low-order Fourier decompositions of mean pulse profiles. It is a straightforward 
matter to re-create the observed pulse profiles from the Fourier coefficients. The 
coefficients are f2 ,3  where i = 1, 2, j E {1...6}. The flux at phase 0 can then be 
calculated using 

6 
F(0) E 	cos(27j0) + f2,j sin(2j) (2.3) 

and a profile can be generated by selecting a set of phases Ok = kln, k E {0 ... n-1} 
and calculating F(0k ) for each Ok. The error on each bin can be calculated in terms 
of the errors on the coefficients ft,,,  which is also straightforward although tedious. 
The resulting pulse period and profile histories are unprecedented in terms of total 
duration and frequency. 
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2.3 Monte-Carlo simulation of pulsar emission 
A Monte-Carlo code `column5' (version 3.3) was used to generate spectra and pulse 
profiles originating from a neutron star of radius R = 10 km with diametrically 
opposed, cylindrical accretion columns of radius R. The columns are centred on 
the magnetic axis of the star, which is misaligned with the rotational axis by an 
angle /3. The aspect of the star with respect to the observer is characterised by the 
angle between the rotation axis and the line-of-sight i (Figure 2.1). Blackbody pho-
tons with temperature To  are emitted isotropically from each polar cap (the base of 
the accretion columns) and are then Compton scattered by electrons in the column 
(temperature Te ) before escaping towards the observer. The calculation neglects 
higher-order effects such as resonant scattering around v eyc , the cyclotron resonant 
frequency (equation 1.4). Deviation of photon trajectories due to gravitational ef-
fects is treated by numerical integration assuming a Schwarzchild metric (Riffert 
and Meszaros, 1988). The column plasma density can be set independently for two 
halves divided by the plane defined by the rotational and magnetic axes; within 
each zone the plasma is homogeneous. For a particular choice of i and 13, only a 
small fraction of the photons emitted by the accretion column will actually reach 
the observer. The same set of photons can however be used to generate spectra 
and pulse profiles for multiple geometries. In the simulation this is implemented by 
checking if each photon is observed at any rotation phase for each choice of i and 

considered. In a similar manner, only one accretion column is actually simulated 
but the photons which are emitted are translated appropriately to determine the 
contribution from both the 'north' and 'south' accretion columns. 

The use of the unmagnetized cross section for Compton scattering limits appli-
cation of the simulation results. Cyclotron absorbtion introduces additional features 
into continuum X-ray spectra (e.g. Santangelo et al., 1999, Heindl et al., 2000), and 
thus it is only possible to consider situations where v ey, and its low-order harmon-
ics fall outside the energy band of interest. As the local magnetic field strength 
B approaches zero, the magnetic Compton scattering cross section approaches the 
nonmagnetic cross section. The simulation results are therefore directly applicable 
to situations where the cyclotron energy veye  is much lower than the energy band 
of interest. If however vue  is higher than the energy band the magnetic cross sec-
tion increases with photon energy and also exhibits a strong dependence on the 
angle between the photon direction and the magnetic field vector (Daugherty and 
Harding, 1986). Magnetic effects on the mean spectrum, even neglecting cyclotron 
absorbtion, will thus be significant. The resulting spectrum may still be consistent 
with unmagnetised Comptonization spectra, but the calculated optical depth will 
be a biased measure of the actual scattering conditions in the accretion column. 

The choice of cyclindrical geometry for the column is contrary to results from 
observations of white dwarves, which suggest an arc shaped emission region and 
accretion 'curtain' (Warner, 1995 page 329). Furthermore the curvature of the mag-
netic field lines (and hence the accretion column) is not considered. Neglecting ra-
diation pressure on the infalling electrons, the model is limited to describing sources 
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in the low accretion rate regime. At higher accretion rates the effects of radiation 
pressure on the column plasma become important, and the microscopic physics may 
be significantly different (e.g. Jernigan et al., 2000). The assumption of homogene-
ity, both horizontal and vertical, may break down in that case and a more complex 
simulation geometry may be necessary. Despite the extensive catalogue of simplify-
ing assumptions, the model may yet qualitatively reproduce many features of X-ray 
pulsar emission. That observational spectra appear to be generally consistent with 
Comptonization continuum models (Chapters 3 and 6) is encouraging. The results 
presented in this thesis represent a pilot model study, and future investigations 
including these various additional influences are planned. 

The code is based on the sample calculation described in Pozdnyakov, Sobel, 
and Syunyaev (1983), and uses their algorithms to draw the photon energy and 
direction, electron energies, and to calculate the fully relativistic (non-magnetic) 
cross-section for Compton scattering. Modifications related to the column geometry, 
light bending, and photon binning for profile and spectra are described as follows. 

2.3.1 Initial photon selection 
First the photon energy E = hv is calculated. Photons are distributed according 
to a blackbody spectrum with radiation temperature To . The photons are emitted 
isotropically from the region of the neutron star (radius R) covered by the accretion 
column, which has radius R. I choose a cartesian coordinate frame centred on the 
neutron star with the z-axis colinear with the column axis. The initial photon 
position r = (rx , ry , rz ) and propagation direction C-2 = (f2x , 12z ) is calculated as 
follows: 

1. Draw four random numbers e l , 	, 64 , evenly distributed on [0,1). The random 
number generator used is the `Mersenne Twister' of Matsumoto and Nishimura 
(1998). 

2. Calculate 

rz 	61(R. — ze ) + zc  
rx 	VR*2  — 71 sin 2762 	 (2.4) 

VR,2 — rz2  cos 2762  

where zc = R. cos (5, and (5 = sin -l (Rc/R.), i.e. the angular extent (opening 
angle) of the polar cap. 

3. The photon direction is chosen to be isotropic as follows: 

c-23 = 263 - 1 

1 = 	- SZi sin 271-64 
	 (2.5) 

C/2 = 	- Qi cos 27r4 



to observer 
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Figure 2.1 The model geometry (only one column shown for clarity). The neutron star 
radius R,, is 10 km, while the accretion column radius Rc may be varied; the nominal 
value is 1 km. The direction towards the observer forms an angle i with respect to the 
rotation axis, and the magnetic axis is inclined at an angle (the magnetic colatitude). 
The accretion column plasma temperature Te  is constant within the column, however the 
density may be set independently within two zones separated by a plane parallel to the 
rotation axis, as shown. Each zone is characterised by a representative optical depth 

= o-TRcNi, with cl-T the Thompson cross section and N3  the (constant) plasma density 
within zone j = 1,2. An example photon trajectory is shown. 
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Note that some photons will have directions which are into the star. If r < 0 
set = 

2.3.2 Photon transport and scattering 
Once the initial photon energy, position, and direction is chosen, proceed with mul-
tiple scattering steps. At each step a fraction of the photon escapes the column, and 
the scattering continues until the remaining weight of the photon drops below some 
threshold. 

1. Calculate the mean free path A (following Pozdnyakov et al., 1983). 

2. Calculate the distance to the edge of the column 

/ = 	1 	[V(rxQx + ry Qy ) 2  — (K.2  + C/D(r,2, + — R6) — (rxQx + ryQy )1 

(2.6) 
and the portion of the photon which escapes in this timestep 

Lesc = exP (T1 ) 	 (2.7) 

3. Draw a random number e on [0,1) and calculate the distance travelled by the 
photon in the next step 

A = 	log[l —(1 — Lesc)] 
	

(2.8) 

4. In the case of an inhomogeneous column, the photon may cross the boundary 
between the two regions in this step. In this case the boundary is formed 
by the x-z plane; and so if ry (ry  + 1 12y) < 0 then place the photon on the 
boundary and set 

= — rY  
S-2 Y  

7- 1  =  (2.9) 

The scattering step is then repeated using the plasma density for the new 
region. This treatment follows Hua (1997). 

2.3.3 Light bending and photon eclipse 
Gravitational effects are considered only for photons leaving the column. The red-
shift and deviation of photon trajectories is calculated assuming a Schwarzchild 
metric (Riffert and Meszaros, 1988). Initially the photon is at a distance 

To  = 
us 

(2.10) 
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from the centre of the neutron star (in units of the Schwarzchild radius; R s  = 
4.135 km for a 1.5M® neutron star). The cosine of the angle between the radial 
vector r and the initial photon trajectory C-) is 

  

= Id (2.11) 

The relativistic impact parameter is 

  

  

ro / b= —
110

v1 (2.12) 

     

where Ao  = 	— 1 . Thus the redshifted photon energy for a sufficiently distant ro 
observer is 

E' = A ohy 	 (2.13) 

at which point the angle between the radial vector and the propagation direction is 
given by 

where 

K(oo, To, Po fcc  [x2 b2 	1)] 1/2  dx Qfro, po)  
x 	x ro 

(2.14) 

0 	 po > 0 
Q(ro, ito) = 1 2b f° [x2 _ b2 ( 1  _ 1)]-1/2 	

o 

(2.15) 
rr  . 	dx 

x 	x 

and rn, is the minimum distance from the neutron star reached by photons initially 
propogating towards it (tt o  < 0). The minimum distance determined by iterating 

rj+1  = 02 ( — 1) 	 (2.16) 

beginning with 7'0 . This calculation converges rapidly and allows determination of 
rn, for arbitrary precision. 

Equation 2.14 is integrated numerically using the Rhomberg method (Press et al., 
1996) from the emission point to the observer at infinity. If the photon is initially 
propagating towards the star, the integration has two parts; from the starting point 
inwards to the minimum separation r n, and out again to the initial emission position 
(= Q(ro, Po)), in addition to the integration from this point out to infinity (= 
K(oo, ro, 

2.3.4 Photon Photon binning 
If the photon beam pattern (e.g. Figure 7.6) is required, then the photon is added 
to the spectrum in bin j where 

(j — 1)7r/n < cos -1  C2z  < Prin, 	j E {1 	n} 	(2.17) 
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and in the case of an inhomogeneous column the beam pattern from each side of the 
x-z plane can be binned independently. 

To calculate the pulse profile, it is necessary to determine the rotational phase of 
the neutron star at which the photon propagation may intersect the line of sight. For 
simplicity (and efficiency) I exploit the rotational symmetry of the column. In the 
case with a density differential between the leading and trailing parts of the column, 
each half will still exhibit symmetric emission with respect to rotation about the 
column axis. The angle between the column axis and the line of sight is 0 where 

cos 0 = cos i cos + sin i sin 3 cos 27r0 	 (2.18) 

where 0 is the rotational phase of the star. The photon will be observed when 

cos 0 = 52, 	 (2.19) 

or when 
(2, — cos i cos /3 

sin i sin /3 

The full range of 0 is recovered by examining c23, 
For phase bins equal in size the total solid emission angle subtended will vary 

substantially with phase. One solution is to scale each bin appropriately before 
generating the final profiles. I choose instead to use phase bins with equally spaced 
centres 03  = (.1 - 1)/n, j = {1 ... n} but varying width 

1 
AO = —[arccos (cos 03  - 6B) - arccos(cos + OB )1 	(2.21) 

with SB  chosen so that the largest bin (at 0 = 0.0, 0.5) does not overlap the adjacent 
bins 

6n =0.5 (1 — cos —
27) 

(2.22) 

Note that extra care must be taken in defining the bin limits for j = 1, 7i using 
equation 2.21. 

2.3.5 Calibration 
Run-time options allow simulations of isotropic photon emission from the centre of 
a spherical cloud undergoing Compton scattering with no light bending, i.e. ex-
actly the situation described in Pozdnyakov et al. (1983). Testing has been under-
taken to ensure consistency with the previous results obtained using this algorithm. 
Spectra were obtained from single and multiple scattering of monoenergetic input 
photon spectra in plasma having a wide range of temperatures, from sub- to highly-
relativistic (Figure 2.2). Multiple scattering simulations with input blackbody spec-
tra were made with the optical depth ranging from T = 1-10 (Figure 2.3). Power 
law fits to these spectra result in spectral indices generally consistent with those 

cos 2 71-01 = < 1 	 (2.20) 
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obtained previously (Pozdnyakov et al., 1983), although there are small variations 
which are a function of the range for fitting, the number of photons contributing to 
the spectrum, and even the random number generator used (Table 2.2). A notable 
exception is the T = 7 case which other equivalent codes have confirmed should 
be a 0.29 rather than 0.26 (K.Wu & J.Cullen, pers. comm.). The contribution 
of photons undergoing different numbers of scatters was assessed. All tests were 
consistent with the previous results. 

Table 2.2 Power law photon slopes for Monte-Carlo simulations of Compton scattering 
in a homogeneous spherical cloud with optical depth T. Fits are calculated for the spectra 
shown in Figure 2.3 over the energy range 0.01-10 keV. The second column shows the 
results from spectra calculated using the g77 'rand' random number generator, while 
the third column is from results made using the `Mersenne Twister' of Matsumoto and 
Nishimura (1998). The results from Pozdnyakov et al. (1983) are listed for comparison in 
the fourth column. 

Power law slope 

T g77 'rand' Mersenne Twister Pozdnyakov et al. (1983) 

3 1.01 0.93 1.00 

4 0.69 0.68 0.68 

5 0.51 0.50 0.5 

7 0.30 0.29 0.26 

10 0.13 0.13 0.13 

2.3.6 Spectral analysis 
In order to characterise the spectra generated by the model in an objective manner, 
I choose to fit to analytic models using the XSPEC software package (Arnaud, 1996) 
as used for observational spectra (see section 2.1.2). The output spectra are first 
converted to FITS format using the flx2xsp script, also written by Keith Arnaud. 
This script generates a response matrix based on the bin energy limits set for the 
simulation. The resulting spectra can be imported directly into XSPEC and fit using 
the full range of model spectra available within that package. 

The response matrices created using flx2xsp describe an even, ideal response 
across the entire energy range. Instrumental responses however are generally far 
from ideal. Observational spectra will also have a background component, from 
diffuse galactic and extragalactic X-ray emission, cosmic rays, and other nearby 
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Figure 2.2 	Monte-Carlo simulation results from single scattering of monoenergetic 
photons (To = 6.4 keV) in a plasma cloud with temperature Te. 
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Energy (eV) 

Figure 2.3 Monte-Carlo simulation results from multiple scattering of blackbody input 
spectra in a homogeneous spherical cloud with optical depth 'r. The number of photons 
contributing to each spectrum is 105. 
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sources. Additionally, X-ray pulsars are generally observed at distances in the kpc 
range, and are thus subject to significant absorbtion by neutral hydrogen along the 
line of sight. For spectral fitting under more realistic conditions txt2xspec by Ran-
dall Smith (rsmith@cf a. harvard . edu ) may be used to convert the model spectrum 
to a one-parameter XSPEC 'table' model. Simulated observational spectra can be 
generated using this model with a component describing the effects of absorbtion 
by neutral interstellar hydrogen (wabs in xsPEc), convolving with an instrumental 
response matrix (e.g. from RXTE) and adding appropriate background spectra. 
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3.1 Observations 

Between February 1996 and May 1997 GX 1+4 was observed by RXTE in 25 distinct 
intervals totalling 230 ks (Table 3.1). Since each of these observations was made as 
a result of proposals with a broad range of science objectives, the observing strategies 
varied markedly. This is illustrated by the range of duty cycles, i.e. the ratio between 
the on-source time and the total duration of the observation. For observation A 
the duty cycle was greater than 0.5 over almost 24 hours, in marked contrast to 
observation W with only 4768 s on-source over more than 5 days, resulting in a duty 
cycle of less than 0.011. 

One or more user-defined data mode was generally present in addition to the 
standard modes; in most cases this was GoodXenon. This mode uses two EAs 
simultaneously to provide 256 spectral channels at 1 ps time resolution. For obser-
vation H a 'generic event' mode was chosen instead, with 250 ps time resolution and 
128 spectral channels. Data from observation R includes instead a 'generic binned' 
mode, with 128 spectral channels binned on 250 ms. 

The phase-averaged count rate from the source showed significant variability 
(Figure 3.1). All 5 PCUs were on for the majority of the observations. PCUs 3 and 
4 were commanded off during observations D, N and P, and for part of observation 
H. PCU 4 alone was off for short intervals during observations H and R. The count 
rate for these observations was scaled appropriately to give the equivalent for all 5 
PCUs on. The count rate spanned more than two orders of magnitude in less than 
two days on occasion (e.g. observation H). More typically the count rate varied 
by a factor of 5 on hourly timescales when the count rate was 100 count s -1  or 
more, and a factor of 10 otherwise. Increased variability at low flux levels was 
also noted by Greenhill et al. (1999) in analyses of archival hard X-ray observations. 
These variations in the RXTE data were superimposed on long-term trends with 
timescales of a year or more, which may be related to the orbital period (Pereira 
et al., 1999). The source flux appeared to be relatively high during the first half 
of 1996, after which it entered a fs,  50 d low state. The decrease in 20-60 keV 
flux was much more abrupt than that of the PCA count rate. At that time it 
was reported that pulsations from the source all but ceased, suggesting cessation 
of mass transfer from the companion or possibly centrifugal inhibition of accretion 
(Cui, 1997). A flare lasting about 30 days was observed by BATSE during August 
1996, following the period of lowest flux during July. After the flare the source again 
entered a relatively low state, which persisted to June 1997. The PCA count rate 
generally traced the 20-60 keV flux as measured by BATSE reasonably well, but 
spectral variation in the source (in particular the degree of low-energy absorption; 
see section 3.2) resulted in a varying fractional contribution by high-energy photons. 

Several of the observations listed in Table 3.1 have not before been the subject of 
publication. Consequently I now turn to a more detailed discussion of those results. 
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ID Obs. ID Start 
1996 

End 
Exposure 

(sec) 	Ref. 

   

A 

0 

10133-02-01 
10104-02-01 
10104-02-03 
10104-02-04 
10104-02-05 
10104-02-06-00/1 
10104-02-06-02/3 
10 103-0 1-0 1 
10104-02-07 
10104-02-08-00/1 
10104-02-08-02 
10104-02-09 
10 104-0 1-0 1 
10 104-0 1-02 
10 104-0 1-03 
10 104-0 1-04 

Feb 12 14:11:11 
Feb 17 03:12:15 
Apr 23 19:10:23 
May 2115:45:03 
Jun 08 04:49:14 
Jun 28 06:41:03 
Jul 1118:23:27 
Jul 19 16:47:16 
Sep 04 22:33:35 
Sep 25 11:12:15 
Oct 08 09:43:32 
Oct 16 18:32:38 
Oct 24 17:58:39 
Nov 01 03:35:27 
Nov 07 18:26:00 
Nov 10 12:16:16 

Feb 13 13:35:11 
Feb 17 08:12:02 
Apr 23 22:40:15 
May 2118:08:15 
Jun 08 11:58:34 
Jun 28 23:35:35 
Jul 11 22:08:40 
Jul 21 02:39:02 
Sep 05 03:05:00 
Sep 25 15:19:04 
Oct 08 10:38:44 
Oct 16 23:07:11 
Oct 24 19:51:27 
Nov 01 05:34:02 
Nov 07 20:23:59 
Nov 10 14:13:02 

46816 
10400 	[1,5] 
7680 	[1] 
5568 	[1] 
10112 	[1,5] 
5392 	[1] 
3552 	[1] 
52832 	[2,3] 
9232 	[ 1 ] 
6672 	[1] 
3280 	[1] 
6016 	[1] 
4528 	[1] 
4720 	[1] 
4592 	[1] 
4688 	[1] 

1997 
Q 10104-01-05 
R 10144-01-01 
S 	10104-01-06 
T 10104-01-07 
U 10104-01-08 
V 20170-04-01-04 
W 20170-04-05-10 
X 20170-04-11-15 
Y 20170-04-16-20 

	

Jan 16 00:27:11 	Jan 16 02:24:03 

	

Jan 16 03:16:35 	Jan 16 08:02:04 

	

Jan 2119:13:51 	Jan 21 21:32:31 

	

Jan 26 22:57:03 	Jan 27 00:54:15 

	

Feb 02 14:35:11 	Feb 02 16:50:02 

	

Feb 26 00:41:15 	Feb 27 18:48:31 
Mar 20 16:39:00 Mar 25 18:56:02 
Apr 18 12:34:28 Apr 22 23:45:02 
May 16 03:35:27 May 20 07:04:36 

4592 	[1] 
9760 
5152 	[ 1 ] 
4672 	[1] 
4512 	[1] 
2816 	[4] 
4768 	[4] 
4592 	[4] 
4080 	[4] 

Table 3.1 RXTE observations of GX 1+4. Start and end times and on-source durations 
are calculated from Standard-2 spectra taking into account screening (see section 2.1.1). 
Times are terrestrial time (TT). Publications describing particular observations are as 
follows: 1. Cui (1997), 2. Galloway et al. (2000), 3. Giles et al. (2000), 4. Galloway 
(2000) and 5. Galloway et al. (2001). 
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3.1.1 A — 12-13 February 1996 

The first RXTE observation of GX 1+4 was made around six weeks following the 
launch of the satellite, and found the source to be in a moderately bright state 
(Figure 3.2). After screening the observation consists of fifteen 1 h intervals over 
almost 24 h, with interruptions as a result of solar conjunctions. Initially the phase-
averaged count rate was 600 counts'. The count rate rose steadily over a period 
of 6 h to 1400 count s -1  (with the 1 s binned rate reaching 2500 count s - ') 
before decreasing over approximately the same timescale to around 150 counts'. 
It remained around this level for the last 10 h of the observation. Superimposed 
on the broad-scale variations were significant sub-hourly excursions of the phase-
averaged count rate, with amplitudes which depend roughly on the hourly mean. 
The large-amplitude pulsations observed at the neutron star rotation period resulted 
in the wide scatter of the 1 s rates about the phase-averaged line. 

The pulse profile changed subtly over the course of the observation (Figure 3.2, 
lower panel). Initially the profile was smooth, slightly asymmetrical, with a broad 
triangular dip which becomes steeper closer to the minimum. In the second half of 
the observation the profile asymmetry was enhanced, with a 'shoulder' appearing 
immediately after the dip. A configuration error for this observation resulted in only 
one-half of the GoodXenon telemetry being obtained, which alone is useless. Since 
no complete high time resolution modes were available for this observation it was 
not possible to obtain detailed pulse profiles on more than one energy band, but the 
profiles from 16 s Standard-2 mode data on 2-7, 7-20 and > 20 keV bands exhibit 
similar shapes. 

Initial spectral analysis focussed on mean spectra from the first and second halves 
of the observation. Model fits were attempted using a range of continuum models 
including power law, power law and blackbody, power law modified by a high energy 
exponential cutoff and a two-valued 'broken' powerlaw. Although each of these mod-
els had been used to fit spectra from previous observations of this and other sources, 
it was not possible to obtain adequate fits in this case. The analytic Comptonization 
approximation of Titarchuk (1994), when combined with a Gaussian representing 
iron line emission and the standard low-energy absorption and galactic ridge com-
ponent (see section 2.1.2) unambiguously offered the best fit in terms of x,2, of all 
the models tested. While the spectrum from the first half of the observation gave a 
reasonable fit with x,2, = 1.62, the results for the second half were distinctly worse 
(x2,, = 4.5). A large value of x 2, may indicate a poor choice of spectral model or 
significant spectral variation over the integration time for the spectrum. In order to 
test for the latter effect, spectra were extracted for each of the 15 separate 1 h 
intervals (see Figure 3.2) and analysed independently. 

The resulting spectral fits offered greatly improved )(2, values compared to the 
mean spectra, and the fit parameters confirm that spectral variations ontributed 
significantly to the poor fits initially (Table 3.2). Parameters are given for the 
mean spectra over the first half of the observation (which exhibited little spectral 
variation), referred to as Al. Subsequent spectra are from each --, 1 h separate 
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ts 
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Time (hours from 00:00 12 February 1996) 
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44 t.  
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Figure 3.3 Variation of selected spectral fit parameters from the 12-13 February 1996 
RXTE observation of GX 1+4. The top panel shows the time evolution of the unabsorbed 
2-20 keV luminosity (assuming a source distance of 10 kpc) The uncertainty was calculated 
from the variance of the phase-averaged count rate in each interval. The middle panel 
shows the fitted column depth nH. The bottom left panel plots the equivalent width 
of the Gaussian component (representing fluorescent Fe emission) versus n H,  while the 
bottom right panel shows the centre energy of the line component versus nH. The error 
bars show confidence intervals of la. 
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Table 3.2 Spectral fit parameters using the Comptonization continuum component 
from the 12-13 February 1996 RXTE observation of GX 1+4. Fit parameters are the 
absorption column density nH (in units of 10 22  cm-2 ), source spectrum temperature To , 
plasma temperature Te  and optical depth T Comptonization component normalisation Ac 
(in units of 10 -2  photons cm -2  s -1  keV -1 ), Gaussian component center energy EFe , width 
a, normalisation AFe  (in units of 10 -3  photons cm-2  s -1 keV -1 ) and equivalent width EW, 
and finally the 2-20 keV luminosity Lx in units of 10 37  erg s -1  (assuming a distance of 
10 kpc). Energy range for fitting is typically 2.8-35 keV; confidence intervals are at the 
la level. 

Parameter 	Al 	A2 	A3 

To  (keV) 

Te  (keV) 

AC 

EFe (keV) 

AFe  
EW (eV) 

Lx 

c 75.62 
"•" ' 5.52 

1.274 1.278  1.270 

.8 168 ' 29  8.12 

Z1 964 ' 98  ' 	4.94 

3 .443 ' 45  3.42 

6./1 .176.441 
' 6.433 

0 . 331 0.340 
0.322 

4.823N 

329333  326  

10.240617 	25.513u3 

1 . l711189 	1 . 1 84 1 ' 242  

	

1.152 	1.143 

	

6.652:N 	6.048.11  5.98 

	

4 5.6O 	5..8'75-93 

	

0-x5.48 	5.83 

9 . .1.12.40 3.28E3  

6.406213 	6.3842:z 
qck0.382 

	

'0.330 	0.3422:F11 

	

4.631: 758 	4.511: 73 2 

	

35410 	581.623 

	

383 	 551  

A4 	A5 

45.8812:31 

0.4299.557  0.001 

6.7522 

6 . 1 1:111 
O . 40A 5.16 
0 	355 

6.4442:33g 

0.287212 

7.49g3 

.S16842  797 

35.13E2 

1.2231293  1.114 

6.012Z 

6.1.321 

2.242.41  2.15 

6.3708 ' 391  6.356 

0.3640.391  0.325 

5.46218 

743 795  668 

2.78 ± 0.78 2.20 ± 0.54 1.46 ± 0.49 1.45 ± 0.47 2.05 ± 0.67 

1.02 	1.09 0.99 	1.40 

Parameter 	A6 	A7 
	

A8 
	

A9 

To  (keV) 

Te  (keV) 

7-  

Ac 

EFe (keV) 

AFe  
EW (eV) 

Lx 

31.38aN 

1.267117 

6.4721 

6.55N 

2.09N77  

6.3942:N 

13.3348 : 37.1 
6.o221 
870937  855 

1.49 ± 0.39 

26 7727.75  • 25.36 

1.243'7 1352  1.238 

6.69 6 ' 75  6.57 

5 505 .62 
5.46 

. 0 ,72.03 
' ' 1.90 

6.3702:323 

0.3762277  

4.6111 
637687 

617 

1.38 + 0.40 

34 11 35 ' 42  • 32.67 

. 14 .11.208 
'"1.073 

'7 02 7.11  6.97 

5 51 5-57  ' 	5.45 

2.20 2 ' 30  2.12 

6.418 6 ' 427  6.407 

0 .  9 ,1g0.261 
`""0.212 

4794.91  • 4.68 

594624 
579 

1.57 ± 0.44 

47 547.81 
' 	46.51 

0.2889 '5"  0.001 

'7 51 7 ' 89  • 7.35 

A . 704.92 

4.4132 

6.423244r31  

0.2860 ' 310  0.260 

5 - 33M 
63 1 698 

614 

1.71 ± 0.47 
2 

Xv 1.39 1.01 1.50 1.26 
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interval in the second half (see Figure 3.2), labelled A2... 9. The decrease in flux 
following the first half of the observation coincided with a substantial increase in n H  
(Figure 3.3). Both these effects contributed to the dramatic decrease in count rate 
observed at this time. For most of the observation the blackbody temperature of the 
source spectrum To  1.2 keV, however during the second half of the observation it 
fell below 0.5 keV during intervals A5 and A9 (although with a large error). The low 
values of To  measured during these intervals may contribute to a slight (spurious) 
increase in the measured n il ; compare the values for A5,9 to those for the other 
intervals following A2 in Figure 3.3. The Gaussian (Fe) component also exhibited 
significant variation over the course of the observation. The equivalent width (EW) 
increased proportionately with n H . The line centre energies were generally lower 
at higher measured n H  (corresponding to the second half of the observation) but 
showed much greater variability. The electron temperature Te  and optical depth T 
were reasonably consistent over the course of the observation at 6-8 keV and 4.5- 
6.5 respectively, typical values for spectra from the source at fluxes of 1.35 x 
10 ergs' (see section 3.2). 

3.1.2 R 	16 January 1997 

GX 1+4 was again observed by RXTE between 03:00 h and 08:00 h UT on 16 
January 1997. After screening the observation consists of three 1 h and one final 

0.2 h intervals, separated by 0.7 h. All 5 PCUs were on during the observation 
except during the second interval when #4 was switched off, leaving 4. The phase-
averaged count rate was 400 count s -1  initially, dropping to 300 count s -1  during 
the second interval (equivalent rate for 5 PCUs on) before recovering towards the 
end (Figure 3.4). Variations in the phase-averaged count rate of 100 count s -1  on 
timescales of a few minutes were observed in the first two intervals, increasing to 

200 count s -1  during the third interval. No significant pulse profile variations were 
observed over the course of the observation. The full-range profile was rather flat 
topped, mildly asymmetric with a very sharp dip feature. The dips from individual 
pulsations were noticeable also in the 1 s lightcurve. 

A spectra was extracted for the interval during which only 4 PCUs were on 
(R2), and since this divides the first and last parts of the observation separate 
spectra were extracted for those intervals also (R1 and R3 respectively). Fitting 
results using the Comptonization continuum component (which gives the best x2v  of 
the models tested; see section 3.2) are shown in Table 3.3. The fit parameters were 
generally consistent across the three intervals. The absorption column density was 
significantly lower than for the 12-13 February 1996 observation at 1.3x 10 22  cm-2 . 
Also different were the scattering plasma parameters, with T e  10 keV and T 3. 
This variation may have been related to the flux, which was marginally decreased 
compared to the February 1996 results. The source spectrum temperature To  was 
quite consistent with the fit values for spectra from the first half of the earlier 
observation at 1.3 keV. The Fe line energy was somewhat greater at 6.47-6.53 keV. 
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Figure 3.4 RXTE observation of GX 1+4, 16 January 1997 (TJD 10464.25). The 
top panel shows the count rate for 5 PCUs on, scaled appropriately when less than 5 are 
operating. The points represent counts accumulated over 1 s bins, while the thick line 
shows the count rate averaged over the pulse period 125.4551(6) ± 0.0003(0) s (see section 
4.1). The bottom panel shows the mean pulse profile over the full PCA energy range. A 
representative la error bar is shown at the left. Two full cycles are plotted for clarity. 
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Table 3.3 Spectral fit parameters using the Comptonization continuum component from 
the 16 January 1997 RXTE observation of GX 1+4. Fit parameters and units are as for 
Table 3.2. Energy band for fitting is typically 2.5-35 keV. 

Parameter 	R1 
	

R2 
	

R3 

(keV) 

Te  (keV) 

Ac 

EFe  (keV) 

a 

AFe 

EW (keV) 

120 1 '54  ' 	0.85 

1361 1.381  • 1.343 

10 81 11.96  ' 	9.99 

c3.32 

129'3°  • 1.16 

6 4686.48°  6.446 

0.292°336  0.245 

172 133  • 1.63 

210224  197  

792.00 
' '1.43 

2271.345 
-1-•""' 1.321 

103,3 11.25  • 9.72 

3 15333  U . 	3.00 

12'71.36  • 1.17 

U.UU 6.523 
cqi 6.548 

n n70.149 
`-'0.000 

1 29 1.36  • 1.24 

167 176  159 

1.24 	0.19 

130 165  

	

' 	0.96 

1 333 1 ' 352  • 1.314 

9 "874 

3 433.51  

	

' 	3.28 

2101.48 

6 4986-51°  

	

' 	6.474 

(1 Q 70.380 
'•"" ' 0.290 

160 1.7°  • 1.51 

010226 
198 

1.22 ± 0.18 Lx 	1.32 ± 0.16 
2 

Xv 0.79 1.39 0.91 

3.1.3 V-Y 26 February - 20 May 1997 

In the first half of 1997 GX 1+4 was observed in four groups of observations each 
spanning several days, and separated by just under one month. The phase-averged 
count rate ranged from P--20-600 count s' (Figure 3.5). The spacing of the observa-
tions clearly shows the variability in the source on timescales of minutes, days, and 
months. During February (observation V) the count rate was reasonably steady at 
between 100 and 200 counts'. During March (W) the source was both brighter and 
more variable, with the mean count rate ranging from100-600 counts' and the 
1 s rates peaking at almost 1000 count The April observation (X) showed the 
source to be faint once more, with typical phase-averaged rates of 100 count s -1 , 
while May (Y) saw a return to the greater variability of March. The observations 
were divided into subintervals based on the count rate. Observation W was sub-
divided into two intervals with W1 covering the first three pointings between TJD 
10527 and 10532, and W2 the remaining 2. Observation Y was divided into a 
subinterval for each pointing, numbered Yl...5. No background spectrum could be 
extracted for the final pointing in observation Y due to problems with the extent 
of the filter file, and so the background spectrum for the previous days' observation 
was used instead. 

Spectral fits with the Comptonization continuum component showed significant 
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10556 10558 10560 	10584 10586 10588 

Time (TJD) 

Figure 3.5 RXTE observations of GX 1+4, 26 February — 16 May 1997. Each panel 
shows the count rate for all 5 PCUs, with points showing counts accumulated over 1 s 
bins. The integration times are much shorter than the span of each observation, making 
the short-term variation in the 1 s binned rate difficult to see. The horizontal markers 
show the count rate averaged over the pulse period (see section 4.1). 
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variability in several parameters (Table 3.4). The column density n H  was initially 
5 x 1021  cm-2  but increased during observation W to around 2.2 x 10 22  cm-2  (25 
March). Observation X (18-22 April) exhibited a slightly higher value again. Be-
tween 16-20 May however, n H  was around an order of magnitude higher than previ-
ous observations and exhibited variability on timescales of a few days (observation 
Y). The scattering plasma temperature Te , when it could be measured reliably, was 
between 6-8 keV. For the fainter observations V and W1 the fit value was closer to 
10 keV, but no confidence limits could be determined; for observations X and Y1 
no fit value could be determined, and so this parameter was frozen at the calculated 
mean for the low-Lx  observations (see section 3.2). The optical depth T increased 
significantly between April and May fromPs.,- 3.5 to 4.78 by May 20, with the notable 
exception of observation Y2 when it jumped to around 20. The equivalent width 
of the Fe line steadily increased between February and May, also with a dramatic 
jump during observation Y2. These variations occured as the luminosity varied be-
tween — 0.3-2 x 10 37  erg s -1 . The X2 v  fit statistic values indicate good fits in all but 
observation Y2. 

The spectrum extracted during this pointing was quite remarkable (Figure 3-.-8). 
The spectrum did not resemble any of the other 50 spectra extracted over the 
course of the RXTE observations, and featured unusually strong Fe line emission 
with EW 1.7 keV (see also Figure 3.11c). The peak in the count rate spectrum 
(neglecting the Fe line) occurs at > 10 keV, although the slope of the high-energy 
tail is roughly similar to that of observation B. The spectrum strongly suggests an 
order-of-magnitude increase in the optical depth with respect to scattering compared 
to the other spectra. The fitted To  value was much larger than was consistent than 
for the other spectra and so was fixed at 1.3 keV. The resulting fit statistic X2, = 2.75 
was higher than for several of the alternative continuum models considered, but the 
otherwise excellent agreement of GX 1+4 spectra with the compTT model makes a 
case for further examination of the resulting fit parameters. The fits suggest an 
optical depth around 5 times more than for other spectra close to this time. Both 
T and the strength of the iron line places this spectrum in a region of parameter 
space far from all the others (Figures 3.10, 3.11c). It is somewhat reassuring that the 
other spectra from these observations also appear to be unusual, in that they feature 
values of To  (e.g. X and Y1) and T (W2, Yl, Y3 and Y4) which are atypically large 
compared to those measured for other spectra at comparable luminosity levels. The 
values of T measured during May in particular place all of these spectra between the 
two main groupings in Figure 3.10b, and at an appropriately intermediate luminosity 
of 1.4 x 1037  erg s -1 . 

The lightcurve during observation Y2 was also unusual (Figure 3.6). Generally, 
the sharp dips in the mean pulse profiles (see Chapter 4) were clearly observed once 
every pulse period in the lightcurves (provided the time resolution was sufficient). 
The 1 s lightcurves for observations Y1 and Y3-5 clearly exhibited these dips. In 
the first part of the lightcurve for Y2, however, the location of the dips could not be 
determined accurately, and the minima were broader and more irregular. The dips 
appeared to make a partial return in the latter half of the observation. The absence 
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 W1 W2 

0.56g 

To  (keV) 	1.296 1 ' 316  1.277 

Te  (keV) 	9.15 (fixed) 

Ac  

EFe  (keV) 

AFe 

EW (eV) 

Lx 

	

0.89 1.93 	2.2gg 0.75 

1.00,41.305 	1.2671'2°3 

	

'"`-'1.281 	1.240 

10.59 (fixed) 	8.27?:g1 

	

.4 . 1 103.21 	
3•75M . " '318 

	

n.070.98 	0.91°'99 

	

" '0.96 	 0.82 

	

6.4826.5°4 	6.5006 ' 53°  

	

6.461 	6.471 

0 . 1 q 0.206 

	

 
0.000 	0.313°37° '0.247 

	

1.12 1.19 	1.04,1 V 
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188 199 	240259  

	

178 	 222 

3.063 ' 4°  2.79 

1.356 1374  1.330 

9.00 (fixed) 

3.403.44  3.37 

0.362T6  

6.461 6 ' 498  6.438 

0.2659.311  0.224 

0  550.59  .  0.51 

282299  259 
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q .  4 Q3.46 
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0 471152  • 0.43 
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Parameter 	Y1 Y5 

1.00 

Y2 

0.90 

Y3 

0.97 

Y4 

0.87 

nH 

To  (keV) 

Te  (keV) 

7-  

Ac 

EFe  (keV) 

AFe  

EW (eV) 

Lx 

18.462015  16.73 

1 .  A 7 ,-41.560 
-3A  "1.393 

9.00 (fixed) 

4.2411 

1.28g1  

6.4586.496  6.420 

0.3550.424 
0.283 

2.7912 

440358°47  

1.17± 0.28 

12.1_2 12 ' 86  11.34 

1.3 (fixed) 
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'2.30 

1730 177°  1680 
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Table 3.4 Spectral fit parameters using the Comptonization continuum component for 
the February-May 1997 RXTE observations of GX 1+4. Fit parameters and units are as 
for Table 3.2. 
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Figure 3.6 RXTE observations of GX 1+4, 16-20 May 1997. Each panel shows the 
count rate on 1 s bins for all 5 PCUs for the short observations on 16, 17, 18, 19 and 20 May 
from top to bottom respectively. Shown at the right are the corresponding mean pulse 
profiles (over two full cycles) with a representative error bar. The profiles are calculated 
by folding the 1 s lightcurves on the pulse period 126.4319(0) ± 0.0005(5) s estimated from 
regular BATSE monitoring of the source. Note the change in scale on the y-axis between 
the panels 
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of the dips was reflected by the unusually low pulse fraction 0.5 (see Chapter 4). 
The data from each of the observations V-Y were divided into 10 phase bins 

based on the pulse period P = 126.4319(0) ± 0.0005(5) s estimated from regular 
BATSE monitoring of the source. The ephemeris for each day was chosen arbitrarily 
so that the first phase bin was centered on the primary minimum, defined as phase 
0.0. Each of the resulting phase-selected spectra were fitted with the usual spectral 
model with at most Te , T and the compTT and Gaussian component normalisations 
free to vary. The other parameters were fixed at the fit values for the phase-averaged 
spectrum on the same day. For the May 16 and 19 observations Te  was also fixed 
at the same value as for the phase-averaged spectrum (see Table 3.4). Variation of 
Te  and T with phase is small except close to the primary minimum. The fitted T 

around phase 0.0 on May 16 and 18-20 was significantly greater than the value for 
the phase-averaged spectrum, by 20-60 per cent. This is typical for GX 1+4; see 
Chapter 5. For the May 17 observation however, at the much shallower primary 
minimum T is instead marginally lower than the phase-averaged fit values, while Te  
is somewhat higher (Figure 3.7). 

3.2 Mean X-ray spectra 

The observations which have been described in detail so far illustrate several aspects 
of spectral variability in GX 1+4. The column density n H  was particularly variable 
on timescales as short as hours. When the 2-20 keV unabsorbed luminosity was 
below 1.4 x 10 37  erg s -1  the scattering plasma parameters were typically Te  
9 keV and T Ps,' 3. At higher luminosities all fit parameters could be measured 
more precisely and generally Te  7.5 and T 5. Spectral analysis over many more 
observations would be necessary to determine whether this variation of fit parameters 
with luminosity is a general feature of the source. Fortunately, an extensive archive 
of RXTE observations of GX 1+4 and other sources is now available courtesy of 
the High Energy Astrophysics Science Archive Research Center (HEASARC) at the 
WWW address http : //heas arc . gsf c . nas a . gov. 

In this section I combine the spectral fitting results from the previous sections 
with results from previously published RXTE data obtained through the HEASARC 
archive. As before, Standard-2 mode spectra were extracted from each individual 
observation; examples are shown in Figure 3.8. Where significant count rate vari-
ations were seen within the observation (e.g. observation A, section 3.1.1) or the 
number of PCUs functioning varied, the observation was subdivided into two or 
more separate intervals and a spectrum extracted from each. As the spectral fit pa-
rameters (particularly the column density n H ) tended to vary on hourly timescales 
it was necessary in some cases to further subdivide intervals to obtain adequate fits. 
A summary of the results from the spectral fitting is shown in Table 3.5. 

For any spectral model, the fit statistic 7(2, depends strongly on the count rate 
during the observation. When the count rate (and hence the source-to-background 
ratio) is low, error bars on the spectral bins will be large, and typically more than 
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Figure 3.7 Pulse-phase spectroscopy of data from the RXTE observation of GX 1+4 
on 1997 May 17 (Y2). The top and middle panels show the variation in fitted Te  and 
T respectively with phase. The solid and dotted lines show the fitted values and la 
uncertainty limits for the phase-averaged spectrum. Error bars represent la uncertainty 
limits. The bottom panel shows the pulse profile over the full PCA energy range (as shown 
in Figure 3.6). 
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Figure 3.8 Sample raw RXTE spectra from GX 1+4. The top panel plots mean spectra 
from observations B (17 February 1996), E (8 June 1996) and Y2 (17 May 1997). The 
bottom panel shows the PHA ratio calculated by dividing the count rate in each spectral 
bin for spectra from observations E and Y2 by the spectrum from observation B. 
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log (Lx ) 
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Figure 3.9 Reduced-x2  for fits to RXTE spectra from GX 1+4 using an analytic Comp-
tonization continuum component (compTT in xsPEc) as a function of 2-20 keV luminosity 
(assuming a source distance of 10 kpc). Spectral range for fitting is typically 2.5-35 keV. 
Circles indicate those fits where all the spectral parameters are free to vary, while for 
observations marked by triangles at least one parameter (usually Te ) is fixed in order to 
obtain error limits on the other parameters. The markers are labelled with the letter 
corresponding to the observation, in some cases also with a number where the observation 
has been divided into separate intervals for spectral analysis. Error bars show lo -  limits 
calculated from the variance in the phase-averaged count rate over each observation (see 
Figure 3.1). 
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one (if not all) of the models will give a statistically acceptable spectral fit. The 
comparison between the models for those observations at the highest available count 
rates (e.g. A...E, Q...U) provided a much more stringent test. For the powerlaw 
continuum during these intervals x2, varied between 2-150, typically 5. A pow-
erlaw modified by an exponential high-energy cutoff provided some improvement, 
with typical values 1.5-6, as did a broken power law (with two spectral indexes 
above and below some 'break' energy) giving x2, ,-% 1.5-4. A combination powerlaw 
and blackbody was acceptable for most of the observations with typical values 1.3, 
but can be as high as e.g. x2v  ;,N-2,  25 for observation Al. Only the Comptonization 
continuum (see section 2.1.2) gave x2v  2.5 for each of the spectra tested. Spectral 
fitting results using this model for the remaining RXTE observations are listed in 
Table A.1, Appendix A. 

The expected correlation between x2, and source flux is readily apparent al-
though there was also substantial scatter (Figure 3.9). Significant variations in )(2v  
were seen even between immediately adjacent observations (e.g. Rl/R2/R3). While 
it was necessary to subdivide certain intervals (most noticeably the second half of 
observation A; see section 3.1.1) to obtain reasonable values of x 2  the Comptoniza-
tion model still unambiguously offered the best fit over the shorter integration times 
which resulted. 

The fitted values of the source spectrum temperature To  were seen to cluster 
strongly around the weighted mean of 1.28 ± 0.05 keV i  over a wide range of lu-
minosity (Figure 3.10a). Below 3 x 10 36  erg s' (2-20 keV, assuming a source 
distance of 10 kpc) the fit values were subject to large uncertainties but were yet 
consistent with the mean. The fit parameter ranges are limited at the lower bound-
ary by the minimum allowed by the compTT implementation in XSPEC of 0.001. 
Several previously noted spectra suggest much lower values of To , with observations 

'The quoted error for each set of spectral fit parameter values {x i } with associated errors { a i } 

E(xi  — X) 2 /ol  
E(1/ai ) 2  

(3.1) 

where -X = E(x,/a)/E(1/q) is the conventional weighted mean. An added complication arising 
from the XSPEC parameter ranges is that they are often asymmetric about the best fit value. 
If xi  > the lower la uncertainty range ai_ is used, while if x i  < X the upper range ai_ is 
used instead. Since must be calculated in the same manner, both X and a, are determined 
simultaneously using an iterative procedure where the initial value of X is the unweighted mean. 

While the formal statistical properties of aw  have not been established (to my knowledge), it is 
an obvious extension of the usual definition of the standard deviation, appropriate for data with 
heteroscedastic errors. Note that just as the weighted mean X reduces to the normal definition 
of the mean when a, = a for all i, so does aw  to the usual definition of the standard deviation. 
Furthermore, aw  is clearly a better descriptive parameter than the other alternative, the standard 
error in the mean a-t  = E(1/q) since this does not take into account the spread of the x i  values. 
(The calculation of a implicitly assumes that each measurement x, is drawn from the same parent 
population, with the same mean and standard deviation; clearly this is not necessarily true for 
the spectral parameter values, where there may also be intrinsic scatter due to genuine spectral 
variation). 

is 

aw = 
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A5, A9 and also Fl resulting in values of To  < 0.5 keV (although at rather low 
significance). 

Parameter Lx  < 1.4 x 10" erg s' Lx  > 1.4 x 1037  ergs' 

To  (keV) 1.28 0.05 

Te  (keV) 7.4 ± 0.9 

3.1 ± 0.3 5.2 + 0.5 

0.78 ± 0.09 1.7 ± 0.2 

EFe (keV) 6.52 ± 0.04 6.43 ± 0.03 

a 0.30 0.07 
2 

Xv 1.12 + 0.44 

Table 3.5 Weighted mean and standard deviation crw  (equation 3.1) of spectral-pa-
rameters for GX 1+4 as a function of the 2-20 keV luminosity. Shown are the compTT 
component source spectrum temperature To, scattering plasma temperature Te  and optical 
depth T, Compton y-parameter (calculated according to equation 1.7), Fe line component 
center energy EFe  and Gaussian width a, and the mean reduced-x 2 . Note that the calcu-
lation of the mean T and y in the low-luminosity class excludes the results for observations 
P and Y2 (see section 3.1.3). 

The fitted optical depth T varied between 2-6 over the measured luminosity 
range of 1035-5-1037.5  erg s' (Figure 3.10b). Note that this figure omits the value 
for observation Y2, which was by far the highest measured at around T = 20.9M 
(see section 3.1.3). When the luminosity was 1.4 x 10 37  erg s' the 7 values 
clustered around 3, whereas above that a range of 4-6 was more typical. While the 
mean values disagree at the 3a level only (Table 3.5), the calculated T-statistic for 
the two groups is 10.4, indicating a significantly different mean at a confidence level 
of 8a (P = 1.69 x 10 -13 ; however this does not take into account the varying errors 
on each parameter). The variance was somewhat greater at high luminosity. 

The observed variation may instead be interpreted as a rough correlation between 
r and L. To test the significance of the relationship I used the BCES(Y-X) 
estimator of Akritas and Bershady (1996). Ordinary weighted least squares methods 
are not strictly appropriate for fitting data with heteroscedastic (varying) errors in 
both parameters, and where there are thought to be systematic errors in addition 
to measurement errors in the parameters. The resulting gradient for a linear fit 
confirms a significant (6a) relationship, with gradient b = 0.851 ± 0.141 (curved 
line in Figure 3.10b). The straight line represents a logarithmic fit with a slope of 
2.02 ± 0.38, significantly different from zero at a similar level (5a). However, note 
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log (Lx) log (Lx ) 

Figure 3.10 Fit values for the Comptonization continuum component ('compTT' in 
xsPEc) parameters for spectral fits to RXTE observations of GX 1+4 versus unabsorbed 
2-20 keV luminosity (assuming a source distance of 10 kpc). a) Source spectrum temper-
ature To; b) optical depth for scattering r; c) plasma temperature Te ; and d) Compton 
y-parameter (calculated from the fitted T and Te  values). The weighted mean and law  
(see equation 3.1) ranges for To and Te  are shown by solid and dashed lines respectively. 
Linear and logarithmic fits to T and y versus Lx are plotted as solid lines. Error bars 
show la confidence limits from XSPEC. Other details are as for Figure 3.9. 
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that separate fits to the data above and below Lx  = 1.4 x 10 ergs' tell a different 
story, with (linear) gradients b = —0.63 ± 0.49 and 0.62 + 0.30 respectively. 

It is possible that the variation of fitted T values was due to aliasing by some 
dependence of the fitting algorithm on the varying count rate. This can be tested 
by (for example) selecting a spectral model with parameters from one of the higher 
flux observations, generating a simulated spectra with much lower flux, and com-
paring the resulting spectral fitting results. In general the spectral parameters were 
found to depend only weakly on flux for simulated observations. There was certainly 
no abrupt drop to lower T values as the simulated flux was decreased. Visual in-
spection of representative spectra from the high- and low-T groups further supports 
the significant differences between the two (Figure 3.8). Fits to mean spectra from 
observations B and E gave similar column densities of nH = 5.3521 and 4.3511 
respectively. However, the peak in the spectra clearly occurred at different energies. 
The PHA ratio between the two demonstrates that the high-energy slopes are dif-
ferent, as is the turnover energy (where the slope changes around 10 keV; note the 
'kink' in the PHA ratio around that energy). 

The corresponding plot for Te  shows much more evenly distributed fit values, 
with no significant variation observed with luminosity. The mean value was Te  = 
7.4 ± 0.9 keV. With low count rates it was much more difficult to determine Te  
precisely, and in fact for approximately half the spectra which fell into the lower 
half of the luminosity range (< 1.4 x 10' erg s -1 ) the value could not be determined 
at all (note the smaller number of points in Figure 3.10c compared to a,b). For 
these spectra I fixed the value at 9 keV, consistent with the mean for this group. 

The Compton y-parameter was calculated for each spectra from the fitted T, 

Te . Since kTe  < nie c2  the nonrelativistic form is more appropriate (equation 1.7). 
The plot of y as a function of source luminosity exhibits similar clustering, to the 
corresponding plot with T (Figure 3.10d). The two groups fall neatly on either side 
of the line y = 1, normally considered the limiting value between spectra which are 
weakly modified (y <1) and spectra strongly modified (y 1) by Comptonization. 
The mean values for the low- and high-luminosity groups were 0.78±0.9 and 1.6±0.2 
which differ at the 3.6a level. Linear or logarithmic fits (solid lines) again resulted 
in slopes which are significantly different from zero at the 6a level (0.338 + 0.056 
and 1.17 + 0.19 respectively). 

The mean center energy of the Gaussian component, representing fluorescent Fe 
Ka emission, was 6.45 + 0.05 keV. Least squares fits to the center energy versus L x  
suggest systematic variation at a significance level of at least 4a, with higher center 
energies measured at lower flux (although with correspondingly larger error bars; 
Figure 3.11a). The equivalent width (EW) on the other hand, did not appear to 
depend systematically on the luminosity (Figure 3.11b), but was roughly correlated 
with the absorption column density n H , as has been found in previous observations 
(Kotani et al., 1999 Figure 3.11c). The correlation has significant scatter, with the 
results from 11-21 July 1996 (G,H) in particular populating a distinctly different area 
of the graph than the majority of measurements. The column density n H  varied by 
more than two orders of magnitude over the course of the observations, often on 
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Figure 3.11 Measurements of the strong Fe fluorescence line in OX 1+4. a) Line center 
energy and b) equivalent width (EW) as a function of the 2-20 keV luminosity (assuming 
a distance of 10 kpc). c) EW plotted as a function of the absorption column density n H • 

Solid lines show the lines of best fit; error bars represent the la uncertainties. Other 
details are as for Figure 3.9. 
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short timescales. In particular, the 1 d observation in February 1996 (observation 
A, section 3.1.1) featured a dramatic rise in scattering column density n H  over just 
a few hours. Also notably different was the measurement for observation Y2, with 
nH  1023  cm-2  but EW 1.8 keV. 

3.3 Discussion 
The archival data accumulated through RXTE observations of GX 1+4 cover a wide 
range of source conditions for this enigmatic pulsar. Particularly clear is the degree 
of variability of the source on all timescales, from seconds to years. 

Analysis of the previously unpublished observations have provided some impor-
tant new results. During February 1996 the source was close to the brightest level 
seen by RXTE between 1996 and mid-1997, and the — 1 d observation at that 
time featured a dramatic rise in scattering column density nH  over just a few hours. 
This event was very similar to that observed during the July 1996 observation ('11'; 
Galloway et al., 2000). Such events are clearly relatively common and may occur at 
both high and low luminosities. This strongly suggests n H  variations area a signif-
icant source of observed count rate modulation on hourly (and longer) timescales. 
The sensitivity limit of RXTE does not provide a high enough count rate to resolve 
spectral variations on smaller timescales, but n H  variations may have a significant 
influence there too. 

The extremely unusual spectra observed during May 1997 (Y2) provides evi-
dence for source conditions which do not appear to have been repeated in any of the 
other RXTE observations, and which has perhaps been observed just once or twice 
before. (The observation during which GX 1+4 was discovered found the source to 
be pulsing strongly during the first pointing, but not the second, which occurred 
only a short time later; Lewin et al. 1971). An even lower 20-100 keV pulse fraction 

35% was obtained from balloon-borne instruments on 11 December 1993 (Rao 
et al., 1994). Then also the spectrum was found to be unusually hard with power 
law energy index 0.54 + 0.18. Power law fits to 20-40 keV RXTE spectra during ob-
servation Y2 were even more extreme with power law photon index 1.1611)94 . BATSE 
flux measurements indicate that following the December 1993 observation the source 
entered a hard X-ray low state with L x  0.1 keV cm-2  S -1  (20-60 keV) which per-
sisted (with brief interruptions) for the next 250 d. In contrast, observation Y 
was made during a flare lasting 20 d where the flux peaked at 0.2 keV cm -2  s-1 . 

The interpretation of these results are quite problematic. If the spectral fit pa-
rameters are reliable the source has apparently switched briefly to a completely 
different accretion regime. As I discuss in Chapters 4 and 5, the dip normally ob-
served in the 1 s light curves and mean pulse profiles is probably related to enhanced 
Compton scattering due to the closest passage of the accretion column axis to the 
line of sight. Its disappearance suggests that the accretion column has been dis-
rupted, or perhaps that the column has moved sufficiently that the column axis no 
longer passes close to the line of sight each rotation period. The pulse-phase spectral 
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variation was also different to that normally observed in the source. Typically 7 is 
significantly greater than the mean value around the primary minimum (see Chap-
ter 5); this is the case for the other observations in 1997 May, Y1 and Y3-5. For 
observation Y2 T was instead somewhat less than the phase-averaged value around 
the primary minimum. These results point to a substantially different distribution 
of matter close to the source. 

That the optical depth has increased fivefold compared to values obtained before 
and after suggests that the source has been 'smothered' by hot accreting material, 
which presumably also contributes to the unusually strong Fe line emission. The 
increase in the equivalent width was not accompanied by the usual increase in the 
neutral column density n if , further indicating varying conditions close to the star 
rather than the outer circumstellar matter. That material can enter the magneto-
sphere of the star apparently without being channeled along the field lines suggests 
either that the magnetic field strength is in fact low, or that some global magneto-
hydrodynamic instability is operating which can significantly disrupt the flow. The 
other spectra from observation Y give fitted values at intermediate levels between 
the two groups suggested by Figure 3.8b. Both Y2 and the earlier observation with 
similar spectra (Rao et al., 1994) were made coincident with moderately significant 
variations in the 20-60 keV flux measured by BATSE. It seems possible that obser-
vation Y2 was made at a time of transition between the two mean spectral states 
(see below). 

The iron line energy and the observed relationship between equivalent width 
and nfi  are roughly consistent with the spherical distribution of matter inferred 
by Kotani et al. (1999). However the minimum timescale of n H  variations 2 h 
is much too rapid to be attributable to the negative feedback effect which those 
authors suggest regulates mass transfer to the neutron star in the long term. The 
variation may instead be an indication of significant inhomogeneities in the stellar 
wind from the companion on spatial scales of 

w  Ss 	7 x 109 	
v 	

(3.2) 
10 km s -1  

along the line of sight to the neutron star. Infrared observations suggest that v w  
may be as much as 250 km s -1  (Chakrabarty et al., 1998), but since the line of 
sight may intercept the system at varying distances form the companion (depending 
upon the orbital phase) the local wind speed may also vary due to deceleration. The 
suggestion of an increase in EF e  at lower Lx  is contrary to what might be expected 
if the ionisation balance of the circumstellar material depends solely on the X-ray 
emission from the pulsar. Clearly, the situation is much more complex than that, 
and future observations with high-resolution instrument such as Chandra may be 
the only way to improve our understanding of the wind dynamics in this source. 

The inclusion of all the archival RXTE data in the spectral analysis has confirmed 
the general applicability of the Comptonization model of Titarchuk (1994) (compTT' 
in xsPEc) to GX 1+4 spectra. Similar models have been used to fit spectra for 
this source in previous analyses (e.g. Staubert et al., 1995, Galloway et al., 2000); 
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0.001 0.01 0.1 1 1 0 

Figure 3.12 Scattering plasma temperature Te  versus Titarchuk 0-parameter appropri-
ate for disc geometries (equation 3.3). The enclosed regions are those plotted in Figure 7 
of Hua and Titarchuk (1995), and delineate the range of parameters over which the ana-
lytical model of Titarchuk (1994) is consistent with equivalent Monte Carlo calculations. 
Error bars show la confidence limits. 
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however it has only been possible to eliminate all other candidate models on the basis 
of the x2  fit parameter using data from RXTE. To assess the reliability of the model 
over the range of parameters obtained for GX 1+4, I calculated the /1-parameter 
appropriate for disc geometries: 

7T 2 
= 	 12(r + 2/3)2 

(1 e -1.35T ) + 0.45e -3.7r In (-1° ) 	 (3.3) 
3r 

(Hua and Titarchuk, 1995). For the range of T and Te  appropriate for GX 1+4, the 
analytic model has been shown to yield results consistent with Monte-Carlo simu-
lations (Figure 3.12; Hua and Titarchuk, 1995) and thus should provide reasonable 
results. The model simulates Comptonization in an unmagnetised plasma, and since 
the available evidence points towards a strong magnetic field in GX 1+4 (although 
this awaits confirmation by more direct measurements such as a cyclotron resonance 
line) the model fit parameters may not be an accurate measure of the source condi-
tions. It is likely that the principal effect of the magnetic field will be to make the 
spectral parameters dependent on the emission angle. Hence the model fit parame-
ters obtained from the mean spectra are expected to be an approximate measure of 
the actual physical conditions in the source (L. Titarchuk, pers. comm.). 

The source spectrum presumably originates from the polar cap itself, or perhaps 
a slab-shaped post-shock region of the column. Assuming that the majority of the 
X-ray emission originates from a blackbody at most the size of the neutron star 
(R, 10 km) the calculated temperature is To  0.5 keV. The model fit values for 
the input spectrum temperature To  1.3 keV was consistent with this calculation. 
The fit values for To  were remarkably consistent for the majority of spectra. The 
observation of a much lower value during subintervals of observation A was the ex-
ception but the errors were quite large. Since there was a suggestion of reduced pulse 
fraction at times during this observation, it is possible the latter measurements were 
related to a spectrum similar to that from observation Y2. The polar cap temper-
ature is presumably maintained by the supply of energy from residual thermal and 
kinetic motion of the accreting plasma in competition with cooling by radiation and 
conduction through the neutron star crust. That the temperature varies little over 
the range of source luminosities points to extremely efficient cooling mechanisms. 

Estimating the physical dimensions of the scattering region from the measured T 

values is complicated by the degree of inhomogeneity likely to exist in both density 
and velocity of the accretion column plasma (e.g. Becker, 1998, Klein et al., 1996). 
The accretion luminosity (which is equal to the X-ray luminosity L x  to within the 
uncertainty of the source distance) is Lacc G R and thus 

M 
R*  r  

GM* i:cc * 

= 5.0 x 10 16  L37 gs -1 	 (3.4) 

where Lacc = L37 x 1037  erg s -1 . The cross-sectional area of the base of the accretion 
column is some fraction of the surface area of the neutron star, i.e. A = f 471-R*2. 
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The value of f is thought to depend on the magnetic field strength and also the 
inner disc radius, since this determines which magnetic field lines form the accretion 
column between the inner disc edge and the polar cap. It is usually estimated that 
f 10 -4-10' (e.g Frank et al., 1992) with smaller values appropriate for higher 
magnetic field systems. Increased M is thought to push the disc to smaller radii 
(Ghosh and Lamb, 1979a,b), resulting in an increase in the extent of the accretion 
column since the field lines which delineate the accretion column will be pushed to 
lower magnetic latitudes, i.e. a greater distance from the magnetic pole itself. 

The optical depth for each photon trajectory will be different due to the tem-
poral and spatial variations of the plasma density and velocity within the column. 
However, because each spectrum is comprised of many photons each following dif-
ferent trajectories, we may adopt an effective mean bulk velocity i3 and density 1V, 
over the scattering region. Assuming (for arguments' sake) that the column is later-
ally homogeneous, essentially all the accreting mass will pass through the scattering 
region in which case 

r-  e= 	 C M — 3 	 (3.5) 
Aiimp  

where mp  is the proton mass. Thus the optical depth for a photon moving perpen-
dicular to the column axis may be approximated by 

NrA 5-Ne  (r) 

0.01) 

—1/2 k 	f 	( 	L37  
(3.6) 

0.5 	c ) 
--2 6 (measured) - 

where & = ko-T  is the effective cross section for Compton scattering. In actual fact 
the cross section depends upon both the photon energy and the angle between the 
photon propagation direction and the local magnetic field vector (e.g. Daugherty and 
Harding, 1986). However, since the cyclotron energy in GX 1+4 is 200 keV (given 
the estimated surface magnetic field strength), the variation with energy over the 
(relatively small) energy band of interest will also be small. And since each spectrum 
is averaged over all neutron star phases, we also average over a range of viewing 
angles .  with respect to the magnetic axis, which is unlikely to change significantly 
with M. From examination of Fig. 3 in Daugherty and Harding (1986), for GX 1+4 
a range of k = 0.1-0.5 is probably reasonable, depending upon the source aspect. 

Equation 3.6 illustrates the broad-scale relationships governing the (laterally ho-
mogeneous) column structure: firstly, if the cross-sectional area f of the column 
increases with the other free parameters held constant, the mean density (and hence 
T) must decrease; and secondly, if the mean velocity should decrease, T must in-
crease. With Lx  varying by more than two orders of magnitude over the RXTE 
observations of GX 1+4, either f or f) must also vary to a comparable degree in 
order to be consistent with the small observed range of T. And since ro is expected 
to be inversely proportional to Lx  (due to the increasingly important effects of ra-
diative deceleration of the flow), equation 3.6 implies that the cross-sectional area of 
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the accretion column must increase appreciably with L. In fact, f must vary by a 
factor of at least 103  over the observed range of Lx , more if decreases significantly 
with Lx . Given reasonable estimates for f at low luminosity, such an increase in 
area would indicate the accretion column growing to cover the entire surface of the 
neutron star over the range of Lx  spanned by the RXTE observations. This does 
not seem feasible given the estimated high magnetic field of the source and also the 
fact that strong pulsations are observed at the highest measured L. Measurements 
of the width of the dip which forms the primary minimum in the pulse profile suggest 
a much more modest variation of the column dimensions with L x  (see Chapter 4). 

It appears that the initial assumption is incorrect, and there probably is a signif-
icant lateral density gradient within the accretion column. An optically thick (per-
haps shock-heated) core region may be surrounded by a less dense region through 
which X-ray photons are emitted, from optical depths corresponding in the mean to 
the measured value. In that case the mass flow rate through the scattering region 
would be only a small fraction of the total M, and similarly the cross-sectional area 
of the scattering region is only a fraction of the total column area. In that case 
equation 3.5 is no longer valid, and the observational properties of the accretion 
column are instead dominated by the lateral density gradients present within it. 

The suggested correlation between T and Lxmay partially arise from grouping of 
the fit values around different mean values above and below Lx  1.5 x 1037  erg s -1 , 
since the correlation does not seem to be present in the both the high- and low-
luminosity observations fitted separately. This implies two distinct spectral states 
for the source, which appears to be borne out by the clustering of T values for high-
and low-luminosity spectra around significantly different mean values. A possible 
explanation for the distinction is the presence of a radiative shock in the higher 
luminosity observations. The Te  parameter is a measure of the temperature of the 
plasma within the scattering region; the generally lower Te  at higher luminosities 
is the opposite of what might be expected if shock heating is present. However, in 
the low Lx  case the kinetic energy of the plasma from the infall velocity may be 
comparable to the thermal energy, in which case the spectral shape may owe more to 
the bulk fluid properties than 71. Note the significant variations in the fitted Te  as a 
function of pulse phase in phase-selected spectra from both GX 1+4 (Chapter 5) and 
RX J0812.4-3114 (Chapter 6). For spherical inflow, neglecting shock deceleration 
of the flow close to the surface of the neutron star, bulk Comptonization will give 
rise to a turnover at energies > 100 keV (Titarchuk et al., 1996), far higher than 
the — 10 keV typically seen in the spectra from GX 1+4 (Table 3.5). However, the 
velocity structure in the accretion column is substantially more complex, and it is 
not clear how this may interact with the thermal properties of the plasma to give 
rise to the observed cutoff energy. 

There was significant overlap in luminosity between the two groups, even neglect-
ing the uncertainties which were also present in the luminosity estimations. This 
was particularly true for observation A, when the latter half of the observation found 
the luminosity decreasing to below 1.4 x 1037  erg s -1  (2-20 keV), but with a fitted 
r 5. The implication is that the shock, once formed, may be present at lower 
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luminosities than it first arose, indicating a hysteresis between the shock formation 
and the luminosity. (On the other hand, bolometric corrections to the flux for the 
two different classes of spectra may eliminate the overlap). The combined variation 
of T and Te  result in the calculated Compton y-values forming two groups which 
are separated by the line y = 1. It is compelling to suggest that the switch is due 
to a change from a situation when Comptonization is relatively unimportant to one 
where it is the dominant effect in spectral formation, but such distinctions are really 
only appropriate for the asymptotic cases y << 1 and y >> 1 respectively. Addi-
tionally there is no way to estimate the systematic errors on any of the parameters 
involved (recall that the measured T is only a relative measure of the optical depth 
in the column, as noted in section 2.1.2), and so the fact that the y-values cross the 
y = 1 line as Lx  increases was perhaps merely a coincidence. 
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4.1 Pulse period determination 

Pulse periods for each of the observations listed in Table 3.1 were determined as 
described in section 2.1.3 (Table 4.1). When an observation spans several days (with 
the long gaps this entails) peaks in the x 2-P plot were rather poorly defined, and it 
was then necessary to separate the observation into two or more distinct intervals. 
These are denoted in the table with a letter and number 1... n (observation F). 
Ideally in such a case the two separate measurements might be combined to give a 
better overall estimate of the pulse period, but the discrepancy between the errors 
on the measurements for interval Fl and the much shorter F2 makes this somewhat 
pointless. (Note that the disagreement between the two period values is only at the 
2o-  level and thus not significant). For some observations (in particular V-Y) it was 
not possible to determine a period at all using phase folding. Instead the period 
interpolated from BATSE measurements was used; these values are also shown in 
Table 4.1. 

From February 1996 to May 1997 GX 1+4 experienced steady spin-down at a 
mean rate of 7 x 10-8  s s' 1.8% yr-1 ; Figure 4.1, top panel). Between TJD 
10120 and 10320 the mean rate was somewhat lower, 5.0 x 10 -8  s s' (1.2% yr'); 
following the low flux period between TJD 10350 and 10400 the rate more than 
doubled to 1.0 x 10 s s' (2.6% per year). During the intervals of low flux (e.g. 
TJD 10260-80, TJD 10320-420) the BATSE-measured period exhibited frequent 
excursions above and below the line of best fit of the order of 0.5 s. Transitions 
from spin-down to spin-up, as might be suggested by these excursions, are rather 
rare in this source and have only been definitely observed a few times over the 
— 30 yr of observations (Chakrabarty et al., 1997). Despite the large variation, the 
quoted errors in frequency are still of the order of 0.01% and it seems more likely 
that the error is grossly underestimated. A more detailed re-analysis of the BATSE 
measurements during the RXTE observation on 19-21 July 1996 (TJD 10283-5) 
did however confirm a suspected short-lived torque reversal (Giles et al., 2000). In 
comparison the Pfi t  values from RXTE observations generally increase monotonically 
through the low-flux interval. 

The discrepancy between the two methods is clearer from the plot of Pfit  against 
PBATSE (Figure 4.1, middle and bottom panels). The significant scatter of points 
about the line of equality between 124 and 125 s is probably due to errors in the 
BATSE period estimations from the low-flux interval (as discussed above). Other-
wise the agreement is quite good, to the order of 0.1 s. One additional source of 
disagreement is the choice of energy range for the lightcurve to fold. The BATSE 
data used was from channel 1 of the DISCLA mode (20-50 keV), while the PCA 
typically is most sensitive between 2-20 keV. As a test, the pulse period for obser-
vation C was estimated by folding RXTE lightcurves in the 2-7, 7-20 and > 20 keV 
bands. The resulting periods were 123.9399, 123.9541 and 123.9625 s respectively, 
a variation several orders of magnitude greater than the estimated error on the full 
range lightcurve determination (Table 4.1). 
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ID 	TJ Dmean ATJD 
Period (s) 

Pfit 	 PBATSE 
A 10126.07861 0.97500 123.61548(6) + 0.00003(9) 123.6177(2) + 0.0004(0) 

	

10130.23760 0.20818 	123.6368(1) + 0.0003(8) 	123.6425(0) + 0.0003(0) 

	

10196.89689 0.19378 	123.9475(9) ± 0.0004(3) 	123.9392(8) ± 0.0002(0) 

	

10224.70640 0.09837 	124.105(4) ± 0.002(0) 	124.0917(2) ± 0.0004(1) 

	

10242.34997 0.29820 	124.1677(0) ± 0.0005(6) 	124.1701(4) ± 0.0008(6) 

	

Fl 10262.32518 0.09334 	124.248(4) ± 0.007(9) 	124.238(5) + 0.001(2) 

	

F2 10262.97675 0.01260 	124.4(8) ± 0.1(2) 	124.251(2) + 0.001(1) 

	

10275.84449 0.15640 	124.309(2) ± 0.006(2) 	124.327(3) ± 0.001(4) 

	

10284.40497 1.41095 	124.3662(2) ± 0.0001(6) 	124.282(3) ± 0.001(0) 

	

10331.03424 0.18848 	124.506(5) ± 0.001(5) 	124.346(3) ± 0.001(0) 

	

10351.55255 0.17140 	124.575(0) ± 0.006(9) 	124.8718(1) ± 0.0001(3) 

	

10364.42440 0.03834 	124.64(3) ± 0.01(5) 	124.604(5) ± 0.001(3) 

	

10372.86800 0.19066 	124.67(0) ± 0.01(4) 	124.8183(8) + 0.0008(8) 

	

10380.76740 0.12000 	124.70(7) ± 0.06(3) 	124.609(7) + 0.001(0) 

	

10388.19080 0.08234 	124.78(7) ± 0.01(9) 	124.974(6) + 0.001(0) 

	

0 10394.80903 0.08194 	124.81(8) ± 0.01(2) 	124.6711(0) ± 0.0009(6) 

	

10397.55185 0.08108 	124.87(6) ± 0.02(6) 	124.806(7) ± 0.001(1) 

	

10464.05946 0.08116 	125.445(9) ± 0.002(1) 	125.451(3) + 0.001(5) 

	

10464.23565 0.19825 	125.4551(6) ± 0.0003(0) 	125.452(9) + 0.001(4) 

	

10469.84944 0.09630 	125.508(2) ± 0.001(3) 	125.4679(6) + 0.0009(3) 

	

10474.99699 0.08138 	125.544(1) ± 0.002(8) 	125.533(8) + 0.001(4) 

	

10481.65460 0.09364 	125.622(7) ± 0.002(5) 	125.6853(4) + 0.0006(7) 

	

V 10505.90618 1.75505 
	

125.798(2) ± 0.001 (3) 

	

W 10530.24134 5.09516 
	

125.991(8) ± 0.001(4) 

	

X 10558.75678 4.46567 
	

126.197(4) ± 0.001(5) 

	

Y 10586.22225 4.14524 
	

126.4319(0) ± 0.0005(5) 

Table 4.1 Calculated pulse periods for GX 1+4. Pfi t  is calculated from Gaussian fitting 
to X2  versus trial period curves, with la errors estimated from period determinations 
of simulated lightcurves including Poisson noise appropriate for the combined source and 
background rate. PBATSE  is interpolated from BATSE archival pulse-period measurements 
over the equivalent time period. 
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Figure 4.1 Pulse period measurements of OX 1+4 between February 1996 and May 
1997. The top panel shows the pulse period determined from BATSE monitoring of the 
source P BATSE; typical la errors are 10-3  s. The period calculated from trial period 
folding of RXTE data (PO is plotted for comparison as crosses. The middle panel plots 
Pfit against PBATSE interpolated over the duration of the appropriate RXTE observation. 
The bottom panel shows the residuals once the Pfi t  = PBATSE line is subtracted out. 
Errors, where shown, represent 1a confidence limits. 
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4.2 RXTE pulse profiles 
The pulse profile F(0), q E [0.0, 1.0) for each of the RXTE observations listed in Ta-
ble 4.1 was calculated from lightcurves with 1 s resolution folded on the best-fit pulse 
period from RXTE data where available, or from interpolated BATSE measurements 
otherwise (e.g. observations V—Y). Standard-1 data were used to calculate the pro-
files over the full PCA energy range, while the greater flexibility of GoodXenon, 
generic Event or generic Bin mode data allowed extraction of lightcurves and cal-
culation of pulse profiles over restricted energy ranges. When changes in the profile 
occurred on timescales shorter than the span of the observation it was broken into 
two or more intervals and separate profiles calculated for each. The ephemeris was 
defined so that the primary minimum fell at phase 0 = 0.0. The resulting pulse 
profiles exhibited a wide range of shapes, so much so that it is somewhat difficult 
to make any generalisations at all (Figure 4.2). The profiles are all rather smooth 
with a single minimum, which may be quite sharp. When the flux was high the 
profiles approached a symmetric sin2  0-type profile with one maximum, while at low 
fluxes the profile was generally flatter (accentuating the sharpness of the primary 
minimum) and sometimes with more than one local maxima, at varying phases. At 
times the profile varied significantly on timescales of 1 d (e.g. observation H). In 
general the profiles showed little variation within the energy range of the PCA. 

The pulse fraction is calculated from the maximum and minimum count rate 
over the phase range and is defined as 

Fmax Frain 
fP  = 	

where 	 (4.1) 
Fmax   

Frain <F(0) <Fmax  V E [0.0, 1.0) 

For the RXTE pulse profiles fp  varied significantly with luminosity (Figure 4.4). At 
low luminosities the primary minimum typically reached zero and the corresponding 
pulse fraction was 1. In fact, the profile count rate in the dip dropped below zero 
in some cases, presumably due to systematic errors in the background estimation. At 
higher luminosities the minimum generally did not reach zero and the pulse fraction 
was somewhat lower, typically around 0.8. Linear fits to the pulse fraction versus 
the log of the luminosity indicate a systematic variation at the 3-4a level, depending 
upon the energy range for the profile calculation. There was no significant overall 
variation in the pulse fraction from profiles in different energy bands. The mean 
for the full-range profiles was 0.831 + 0.086, compared to 0.83 ± 0.11, 0.829 + 0.086 
and 0.91 + 0.14 in the 2-7, 7-20 and > 20 keV energy bands respectively. One 
notable observation which has been discussed previously was Y2 (labelled in Figure 
4.4), when the sharp dip all but disappeared and the pulse fraction became 0.5. 
The period interpolated from BATSE data was used to fold the lightcurve for this 
observation, and errors noted in these period estimations (Figure 4.1) may have 
contributed to a reduction of the calculated pulse fraction compared to the true 
value. However, the dip was clearly defined in the other profiles from observations 
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Figure 4.2 Pulse profiles from RXTE observations of GX 1+4 between February 1996 
and May 1997 (Table 3.1) calculated from folding 1 s lightcurves on Pfi t  (see Table 4.1). 
The four profiles in each panel represent profiles in the full PCA energy range 2-60 keV 
and subranges 2-7, 7-20 and > 20 keV from top to bottom respectively. Typical la error 
bars are shown at the left of each profile. 



H4-5 

50 

0 
20 
10 
0 

40 
20 

0 
5 

0 

;-11H 	 

.:111(11111111111111111III ,  

111111111 	11111111r 

R
X

TE
 co

un
tra

te
  (5

  P
C

U
s  

or
  e

qu
iv

al
en

t)  

  

20 
10 
0 

- 18 
5 
0 

20 

1 0 

- 4 
-6 
- 8 

300 
200 
100 
158 111111111 
100 
50 E- 

1 58 5 	I H 
100 

50 :-.- 
0 	 1111 	 

10 

0 

15 
10 

5 
18 

E.1111 

11 \911 )1 Jt 

5 

18 

5 

0 
0 

-2 

100 
50 

0 
60 
40 
20 

0 
60 
40 
20 

0 

-5 

1 400 

200 

J1111111111111111 

E.-  

11IlI f iIII l IIII !IIIIIII r 

MI  1111 WI 11111 

illif  111111111 	1111111 

208 

100 

208 

100 

28 

1 0 

150 
100 
50 

0 

50 

0 

50 

10 
5 
0 

-1111[11111 

400 - 

200 = 

208 
 -1111  

- 

100 

	

0 :1111 	 
200 
100 

3 8 	 

20 
10 
0 	 

=tIII f iIIiIIIIiIlI I IIIr:  

1111 	1111 	1111-  

100 

10g 

50 

0 

50 

200 

18 
5 
0 

1111 11111:  

4.2. RXTE pulse profiles 	 71 

0 0.5 1 	1.5 2 0 0.5 1 	1.5 2 0 0.5 1 	1.5 2 

Phase 

Figure 4.2 continued 
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Figure 4.2 continued 
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Figure 4.2 continued 
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Figure 4.3 Schematic showing the dip width wd calculated for an example pulse profile. 

V—Y, and also the lightcurves (see Figure 3.6). Observation Y2 was unusual in other 
ways (see section 3.1.3). 

The profiles exhibited the greatest variation with energy close to the primary 
minimum. When the flux was moderately high (e.g. observations C, D), the mini-
mum appeared in the low energy profiles as a sharp drop from close to the mean level 
extending AO 0.2 in phase. At higher energies the count rate immediately before 
and after the dip tended to decrease relative to the mean, and in the highest energy 
profiles the sharp dip almost disappeared altogether, replaced by a much broader 
dip with Aq5 0.4. This decrease in count rate surrounding the dip also occurred at 
low flux, but the dip instead appeared to get significantly narrower with increasing 
energy (e.g. H, I). The narrowing of the dip in some cases was accompanied by 
the appearance of local maxima immediately before and after the dip, which were 
typically more prominent at higher energies (e.g. J, T—U). As a measure of the dip 
width I define 

Wd =(I) — _ 	where 	 (4.2) 

F(0±) 	
Fbase  + Fmin  

2 

Fbase
0.9 	 0.2 

= 0.2-1 	F(5) dO + f F() c10) 
0.8 	o.i 

where the integrals are approximated by summing the count rate in the phase bins 
within the limits of integration. With the finite resolution of the pulse profiles the 
q5±  are determined by interpolating between successive bins with count rates falling 
above and below (Fbase  +Fmin )/ 2 (Figure 4.3). The error in phase is then determined 
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according to the calculated slope dF/d0 between the two bins and the errors in Fb ase  
and & in . Since the count rate on either side of the dip generally varied significantly 
with phase, and was also quite different on average before and after, the definition 
of Fbase  is problematic. However the dip ingress and egress are usually so steep that 
the error due to this parameter is likely to be small. 

The increase of wd  with luminosity is shown conclusively in Figure 4.5. When 
Lx  1036  erg s -1  the dip in the full range profiles was AO 0.03, whereas as the 
flux increased it reached AOP..- 0.14. Linear fits to the data result in slopes which are 
distinct from zero at the 5-7u significance level, depending upon the energy band in 
which the profile is calculated. Similar relations were seen for profiles in each energy 
band, although the scatter was much greater for the > 20 keV measurements because 
of the generally low count rates and the difficulty of unambiguously locating 0 + . 
Additionally there was some suggestion of a narrowing of the dip in higher energy 
bands, which was more noticeable at lower luminosities. It may be argued that the 
correlation between wd  and Lx  is partially or wholly an artefact of the definition 
of wd . However the correlation is obvious even on visual inspection of the profiles 
(Figure 4.2), and is also found using an alternative definition of w d  where I instead 
calculate 0+  by solving F(0+ ) = 2Frain  about 0 = 0.0. (Clearly this definition will 
only work well when the luminosity is relatively high and the count rate in the dip 
does not reach zero). 

4.3 Pulse profile asymmetry 

4.3.1 RXTE profiles 
The profiles measured by RXTE were typically asymmetric, with the maximum 
leading the primary minimum by AO > 0.5 (e.g. E; these profiles are termed 
'leading-edge bright') or by AO < 0.5 (e.g. F; 'trailing-edge bright'). The highest 
flux observations (e.g. A. ..D, Yl...4) generally featured profiles with very slight 
asymmetry tending to trailing edge bright, whilst the asymmetry wasmuch more 
variable at lower fluxes. The sense of asymmetry in some cases changed dramat-
ically on timescales 1 d. It is possible to qualitatively measure the asymmetry 
using a number of methods, including the second moment, but I choose instead the 
or-parameter of Greenhill et al. (1998): 

a = f00.75.5 F(0) dO 
fo0:255 F(0) dO 

(4.3) 

with the primary minimum defined as phase 0.0 (Figure 4.6). 
For trailing-edge bright profiles, with the maximum following the primary min-

imum in phase by AO > 0.5, a > 1 whereas for leading-edge bright profiles a < 1. 
This measure has the advantage that it does not depend strongly on the precise 
location of the primary minimum, which is not a problem for the RXTE profiles 
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log (Lx ) log (Lx ) 

Figure 4.5 Dip width wd (equation 4.2) in units of phase from RXTE pulse profiles of 
GX 1+4 plotted against the unabsorbed source luminosity in the range 2-20 keV (assuming 
a distance of 10 kpc). Error bars show the la confidence limits. The four panels plot wd 
versus luminosity in different energy ranges: a) Full PCA energy range, b) 2-7 keV, c) 
7-20 keV and d) > 20 keV. 
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F2 

F1  

I 	I 	I 	I 	I 	11111 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Figure 4.6 Schematic showing the asymmetry a-parameter calculated for an example 
pulse profile. 

but is more difficult for low time resolution profiles from previously published ob-
servations. The a-parameter for each of the observations or sub-intervals listed in 
Table 4.1 is shown in Figure 4.7. 

For most profiles a 	1, indicating that they are trailing edge bright, although 
typically the degree of asymmetry was modest a 1.3. The scatter of a with L x  
was significant, and (as suggested from the pulse profiles) seemed to be greatest at 
moderate luminosities Lx  103" erg s-1 . That the pulse profile variation seen dur-
ing observation H was unusual (Galloway et al., 2000) is confirmed by the atypically 
high value of a measured during the second half of this observation, at 1.6-1.7. The 
distribution of points as a function of the luminosity was similar between the 2-7 and 
7-20 keV profiles, whilst in the > 20 keV profiles the errors were again very large due 
to the low count rate in this energy band. Each plot suggests a marginal correlation 
between a and Lx , which can again be tested using the BCES(Y—X) estimator of 
Akritas and Bershady (1996). In each band a linear relationship was found with 
slope different from zero at less than the 2o-  confidence level. The Spearman rank-
order correlation coefficient and Kendall's T indicate that there is a relationship 
between the luminosity and asymmetry parameters to a maximum confidence level 
of just over 3a (Table 4.2). 

4.3.2 BATSE profiles 

The number of RXTE pulse profiles available for analysis was limited by the small 
number of observations. A potentially more useful set of profiles can be calcu- 
lated from the public BATSE data obtained from regular monitoring of the source 
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log (1-x) log (Lx ) 

Figure 4.7 Asymmetry in RXTE pulse profiles of GX 1+4 measured by the a-parameter 
(equation 4.3) plotted against the unabsorbed source luminosity in the range 2-20 keV 
(assuming a distance of 10 kpc). The errors on the luminosity are calculated from the 
variance in the phase averaged count rate over the observation. The four panels plot a 
versus luminosity in different energy ranges: a) Full PCA energy range, b) 2-7 keV, c) 
7-20 keV and d) > 20 keV. 
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Energy band rs  P(> 7.3 ) Tk P(> Tk) 
full PCA range 0.449 0.00253 0.294 0.00548 
2-7 keV 0.465 0.00168 0.334 0.00157 
7-20 keV 0.442 0.00302 0.287 0.00665 
20-60 keV 0.424 0.00462 0.260 0.0140 

Table 4.2 Rank correlation coefficients between the asymmetry parameter a (calcu-
lated from pulse profiles in various bands) and the unabsorbed 2-20 keV luminosity Lx 
(assuming a distance of 10 kpc). The first column gives Spearman's rank-order correla-
tion coefficent rs , with the calculated significance (the probability that T., could exceed 
the calculated value through chance alone) in the second column. The third and fourth 
columns contain Kendall's T and corresponding significance, respectively. 

throughout the lifetime of that satellite. Whilst these profiles were determined from 
much more frequent (and long-running) observations, they too suffer from limita-
tions. The apparent lack of precision of period determination during the low-flux 
intervals (Figure 4.1) implies that the calculated coefficients will not describe the 
'true' pulse profile, resulting in an underestimation of the pulse fraction and hence 
the asymmetry parameter. Indeed, comparing the BATSE and RXTE pulse pro-
files in similar energy bands confirms that agreement between the two instruments 
was worst when the source flux was low (observation H; Figure 4.8). Furthermore, 
the Fourier coefficients were normally determined from pulse profiles averaged over 

1 d intervals, whilst the RXTE observations demonstrated that significant profile 
evolution may take place on timescales as short as 6 h (Figure 4.2 and Giles 
et al., 2000). Profile variations on these timescales will clearly not be resolved by 
the BATSE data and the profiles calculated from the Fourier coefficients will not 
always accurately reflect the source variation with pulse phase. 

For each set of Fourier coefficients I generated a pulse profile on 100 phase bins, 
shifted the profile in phase to ensure the primary minimum fell at = 0.0 and 
calculated the asymmetry parameter alpha (equation 4.3). The most noticeable 
feature of the variation of a with the pulsed BATSE flux is the large scatter (Figure 
4.9, top panel). As is clear from the comparison with RXTE profiles, erroneous 
determination of the Fourier components may have contributed to this scatter at low 
flux, but at higher flux there was still significant variation between observations at 
comparable levels. While there is a suggestion that the mean asymmetry parameter 
was greater in the highest flux bin (Figure 4.9, lower panel), clearly there was no 
systematic variation in asymmetry with flux. It is worthwhile recalling that the flux 
in Figure 4.9 is pulsed flux only. The addition of a non-zero offset to the profile, 
representing the unpulsed flux from the source, will tend to decrease a and thus the 
calculated values represent an upper limit only. Results from RXTE suggest the 
pulse fraction may fall to 0.8 in the > 20 keV energy band for observations at 
the highest luminosity. The neglect of this component is sufficient to overestimate 
a by 5-10% in the highest Lx  band, which will contribute to the increase observed 
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in the mean. 
Additionally, the flux measured by BATSE is calculated assuming a constant 

spectral model for GX 1+4, an optically thin thermal bremsstrahlung with tem-
perature T = 28.4 keV. The mean spectral variation with luminosity seen in the 
RXTE observations (Chapter 3) means that this assumption may introduce sys-
tematic luminosity-dependent errors in the calculated flux from BATSE. RXTE 
spectra from observations B and E (Table 3.1) were chosen as representatives for 
the two spectral regimes and fit with thermal bremsstrahlung components above 
20 keV. The resulting plasma temperatures were 55.3211 and 45.8n keV respec-
tively. That both these fit values are distinctly different from the BATSE value may 
be due to the contribution of the unpulsed flux in the RXTE spectra. Despite this 
discrepancy, the fit values do indeed disagree significantly, indicating that a constant 
spectral model for GX 1+4 at all flux levels is inappropriate. 

4.3.3 Previously published profiles 
Finally, it is instructive to compare the more recent BATSE and RXTE pulse profiles 
with those from the literature, which in some cases have been obtained when the 
source flux was much higher than during the period covered by these satellites. 
During the 1970s observations found the source to be in a bright state with flux levels 
which have not been matched over the last 20 yr. Pulse profiles at times exhibited 
complex dependence with energy (White et al., 1995), which is not observed (over the 
PCA energy range at least) for the RXTE observations. In general the profiles from 
this era exhibit trailing-edge bright asymmetry, i.e. a > 1. In some cases the sharp 
primary minimum is not observed, which may be a function of limited temporal 
resolution. For those high-energy observations where the primary minimum can 
be reliably located the asymmetry parameter a is calculated as before (equation 
4.3). The plot of a against source flux exhibits strong evidence for a correlation 
(Figure 4.10). The calculated slope using the BCES(Y—X) estimator confirms the 
relationship, with b = 0.178 + 0.0408. The range of intensity observed .by RXTE 
throughout 1996-7 however is substantially lower than for these earlier observations. 
For observation B, when the source was at its brightest over that period, the intensity 
at 20 keV was only 2.9 x 10-4 cm -2 s-i kev-i. Thus even the weakest observation 
plotted in Figure 4.10 is almost 3 times the intensity as seen by RXTE. 

4.4 Discussion 
The spin period and pulse profile evolution of GX 1+4 is enigmatic. Whilst the 
observations to date have suggested that the source exhibits long-term periods of 
almost constant spin-up or spin-down, closer analysis of the recent BATSE observa-
tions seems to suggest more complex behaviour, with spin-down rate perhaps 'quan-
tised' to some degree. This is in stark contrast to the predictions of the widely-cited 
Ghosh and Lamb (1979a,b) model, which includes a correlation between M (and 
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BATSE flux 20-60 keV ( keV cm-2 s-I  ) 

Figure 4.9 Asymmetry parameter a versus flux in the 20-50 keV range as measured by 
BATSE. The top panel shows a calculated for individual monitoring observations, while 
the bottom panel shows the mean a calculated over regularly spaced flux bins. The errors 
are la based on the variance of the a calculated for the individual observations. 
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1 0 -4 
	

1 0 -3 
	 10 -2  

Flux 

Figure 4.10 Asymmetry parameter a vs. 20 keV intensity (cm -2  s-1  keV I ) for pub-
lished hard X-ray (> 20 keV) measurements. a) White et al. (1983), b) Doty et al. (1981), 
c) Greenhill et al. (1993), d) Kendziorra and Staubert (1982), e) Laurent et al. (1993), f) 
Maurer et al. (1982), g) Mony et al. (1991). Reproduced from Greenhill et al. (1998). 
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hence Lx ) and the spin-up or spin-down rate. A number of theorists have attempted 
to refine this picture to include the possibility of 'torque reversals' between intervals 
of almost constant spin-up or spin-down at approximately the same magnitude (e.g. 
Lovelace et al., 1995, Li and Wickramasinghe, 1998, Torkelsson, 1998). However 
none of these models attempt to explain torque 'switches' between intervals with 
the same sign, and in fact no model to date offers any explanation for the regulation 
of torque despite significant changes in luminosity. I suggest that this may be the 
most important feature of pulse period evolution in this (and perhaps other) X-ray 
pulsars, and deserves future attention. 

The RXTE and BATSE pulse profiles described here are an important addition 
to the already large set of observations of the source. The BATSE data offer a long-
term timeseries of moderate quality, high-energy profiles which is unprecedented in 
scope. Complementing this is the RXTE data which have provided excellent sensi-
tivity over intervals when the source has been fainter than ever before. The quality 
and quantity of data now available make it even more frustrating that the under-
standing of pulse profile formation is lacking in so many respects. Past modeling 
has made use of geometric models featuring opposed (or offset) disk (or annular) 
emission regions on the surface of neutron stars, with idealised beam patterns (e.g. 
Leahy, 1991). While such models are successful in explaining broad features of pulse 
profiles from a range of sources, they offer no explanation as to the variation of pro-
files. The observed variation in pulse profile shapes measured by RXTE, which may 
take place on timescales 1 d, suggests that profile formation is a consequence of 
a much less permanent feature of the neutron star. 

The sharp dip generally observed in GX 1+4 profiles may be associated with 
the passage of the magnetic axis close to the line of sight (see Chapter 5). The 
variation of fitted optical depth for Compton scattering 'T observed in the mean 
spectra (which provides constraints on the variation of the extent of the accretion 
column with luminosity; see Chapter 3) is in contrast with the measured variation 
of dip width with luminosity. If the magnetic axis (and hence the accretion column 
axis) passes directly through the line of sight, the column radius (assuming a circular 
cross section) is related to the dip width wd  (see equation 4.2) by 

Re  irwd R. 	 (4.4) 

suggesting that the column radius is varying between 0.09 and 0.4R., or 900 to 
4000 m as Lx increases over two orders of magnitude. This represents a lower limit 
to the column radius, since if the magnetic axis does not pass directly through the 
line of sight w d  will measure the column radius off-axis and hence underestimate it. 
The inferred increase in Re is insufficient to maintain a relatively constant 'T (in turn 
a function of the accretion column plasma density) as L x  increases. However the 
cross-sectional area of the column may increase without an increase in the overall 
extent. For example, if at low luminosities an accretion 'curtain' is formed (e.g. 
Miller, 1996) the column cross-section will be an annulus which is not completely 
closed. The total cross sectional area can then increase by accreting material closing 
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the annulus and filling the central cavity, without increasing the outer radius of the 
annulus. It is important to note that the definition of w d  was somewhat arbitrary, 
and it is in no way suggested that this measure represents a firm boundary to the 
accretion column. On the contrary, as the luminosity increases the dip ingress and 
egress become more gradual, and it seems likely that the density profile across the 
column may become progressively more smooth at higher accretion rates. Significant 
accretion 'outside' the column will allow lower densities overall and help to maintain 
an approximately constant T. An additional caveat is that variations in the phase of 
primary minimum may serve to enhance the apparent width of the dip in the mean 
profiles. This effect is explored in more detail in Chapter 5. 

The pulse profile asymmetry observed in GX 1+4 and other X-ray pulsars is gen-
erally ascribed to non-dipolar magnetic field components near the surface. The in-
fluence of inherent asymmetries in the beam pattern about each polar cap is thought 
to be small, partly due to the effect of light bending resulting from the compactness 
of the neutron star. Both the RXTE and BATSE results confirm that the asym-
metry varies significantly over the entire observed range of L x , with no systematic 
trend. This is in contrast to the subset of previously published profiles examined, 
which show a very significant variation with L x  , although there is no overlap in 
source intensity between the two groups of observations. With only a small number 
of observations during the high-flux 1970s it is not possible to discount selection 
effects as giving rise to the observed variation. The rapid timescale of variations 
of the asymmetry 1 d as measured by RXTE suggests a more dynamic cause 
of asymmetry, perhaps related to accretion variability. Field lines approaching a 
neutron star with significant multipole components may reach a cusp where neigh-
boring field lines diverge and meet the neutron star surface at widely separated 
points. Slight variations in the initial location of the accretion column may result in 
the matter falling on completely different parts of the star, and producing variations 
in the beam pattern also on timescales of P. Whether such an effect can then 
be translated into a net variation in profile asymmetry is unknown, but note that 
in general the variations between profiles are much greater than would be expected 
from counting noise alone. 
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5.1 Pulse-phase spectroscopy 

The GoodXenon mode data from selected RXTE observations of GX 1+4 (see Table 
3.1) were divided into 10 equal phase bins, and a spectrum obtained for each phase 
range as described in section 2.1.4. Observations B (17 February 1996) and E (8 
June 1996) were chosen in particular for their high count rate and similar fitted 
values of nH  (see Appendix A). Furthermore, they represent examples of the two 
distinct groups of GX 1+4 spectra; the high-Lx , high T and low Te , and moderate-
Lx  , low T and high Te  respectively (see Chapter 3). The pulse periods used were 
calculated from Gaussian fitting to peaks in the x,2, - P - trial plot and are listed in Table 
4.1. The ephemeris was chosen so that the primary minimum fell at phase 0.0, 
with the first bin centred there. Each of the 10 spectra were then fitted with a 
model identical to that used for the phase averaged spectra, with a Comptonization 
component (` c ompTV in xsPEc) and a Gaussian component (representing Fe line 
emission) both attenuated by neutral interstellar material (see sections 2.1.2 and 
3.2) 

All fit parameters (barring those of the galactic ridge component) were left free to 
vary. The greatest spectral variation with phase was observed close to the primary 
minimum (Figure 5.1). The source spectrum temperature To  was generally quite 
consistent with the phase-averaged value, except at phase 0 = 0.0 where it fell 
to 	0.8 keV. The scattering plasma temperature also decreased significantly at 

= 0.0 as well as in the two adjacent bins, by at most 	20%. The optical 
depth T exhibited a highly significant increase at the phase of primary minimum, 
from around 5.6 for the phase-averaged spectrum to 10. The compTT normalisation 
exhibited the greatest variation of all the parameters, and traced the pulse profile 
quite well. The error limits on all the parameters were generally small except at 

= 0.0. The spectral variation and the pulse profiles were both quite symmetric 
about the primary minimum. 

Since T and Te  are typically strongly anticorrelated in compTT component fits, 
it is important to also examine the corresponding two-dimensional parameter space 
and the error limits therein. These can be determined by fixing both parameters 
on a grid of values, performing a fit (with the remaining model parameters free to 
vary), and determining the Ax 2  values at each point. Confidence intervals for a 
given level of significance are then plotted as contours, with Ax 2  values appropriate 
for 2 degrees of freedom. The confidence contours for the phase-selected spectra from 
observation B confirm the highly significant variation in both parameters (Figure 
5.2). The correlation between the two parameters is evident from the elongated 
shape of the confidence contours. 

The column density nH  also varied significantly with phase (Figure 5.3). At 
= 0.0 the measured value of n H  was around 60% greater than the phase-averaged 

value, at a significance of more than 50- . Some variation in the Fe line component was 
also measured, particularly the width o-  and the normalisation A Fe . While the peak 
deviation from the phase-averaged value of the former parameter was only significant 
at around the 2a level, AFe  reached a minimum between 0 = 0.3-0.4 distinct from 
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0 

CO 

CO 

6 6.5 7 7.5 8 8.5 9 

T (keV) 

Figure 5.2 Comparison of confidence contours in Te-T parameter space between the 
phase-averaged spectrum (lower right corner) for observation B and the spectrum extracted 
from the dip phases only (0 E —0.05,0.05). The best-fit parameter combinations for the 
two spectra are shown by a cross. Contours are plotted at Ax 2  values of 2.296, 6.180, 
11.83, 19.34 and 28.77 corresponding to confidence levels of 1, 2, 3, 4 and 5-a respectively 
for two degrees of freedom. 

the mean value at more than 4a. Additionally, these two parameters appeared to 
be somewhat out of phase with the Comptonization component parameters. 

The results from observation E were somewhat more complex (Figure 5.4). That 
the phase-averaged spectra were substantially different is clear from comparing the 
pulse profiles for the two observations. The 2-7 keV profile for observation B was 
typically twice that for 7-20 keV, whereas for observation E they are almost identical. 
The variation of spectral parameters with phase is also different; for observation 
E there is now evidence for significant asymmetry about the primary minimum. 
In contrast with the observation B results, no significant variation was observed 
in the column density n H  or the Gaussian Fe line component parameters. Thus 
these parameters were fixed at the values obtained for the phase-averaged spectrum 
(following the approach of Galloway et al., 2000).The source temperature T o  was 
again quite consistent with the phase-averaged value, except around the primary 
minimum. In the bin immediately before q5 = 0.0 To  decreased significantly (> 4a), 
while within the phase bin including the minimum To  increased instead by 20% (at 
lower significance however). For several of the phase-selected observation E spectra, 
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0 0.5 1 

Phase 

1 .5 2 

Figure 5.3 	Additional spectral model fit parameters versus pulse phase for the 17 
February 1996 RXTE observation of GX 1+4 (B). From top to bottom, the panels shows 
the neutral column density nH (in units of 10 22  cm-2 ), Fe line component centre energy 
EFe , width a and normalisation AFe  (units of photons cm-2 s-1  keV -1 ) and the pulse 
profiles in the 2-7 and 7-20 keV energy bands. Other details are as for Figure 5.1. 
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0 0.5 1 1 .5 2 

Phase 

Figure 5.4 Spectral model fit parameters versus pulse phase for the 8 June 1996 RXTE 
observation of GX 1+4 (E). The plot variables are identical to Figure 5.1; the pulse profiles 
in 2-7 and 7-20 keV energy bands are shown in the bottom panel. At phases where the 
scattering plasma temperature Te  was fixed ('frozen') at the phase averaged value no point 
is plotted (second panel from top). 
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the scattering plasma temperature Te  was not constrained or confidence limits could 
not be determined. In those cases the parameter was fixed at the value appropriate 
for the observation-averaged spectrum. For those phase bins for which Te  could 
be determined it appeared to decrease systematically with phase, with maximum 
deviation from the phase-averaged value at 0 = 0.1, significant at > 8a. 

The increase in T at 0 = 0.0 was not as large (or as significant) as for observation 
B, which may have been due to the decreased dip phase width. If the phase bin 
includes data from the dip ingress and egress, the contribution to the spectrum of 
these intervals may be disproportionate compared to their duration because of the 
substantially larger count rate. The most significant increase in T was observed at 

= 0.1, at > 8a. It is interesting to note that the T values for phases 0.0-0.1 are 
consistent with an elevated level compared to the mean (of 50%), but a decrease 
in emission is only observed within the phase range -0.05-0.05 (the dip). At 0 = 0.1, 
in order to fit for the much higher flux compared to that measured over the dip, A c  
is increased by a factor > 3 relative to the previous bin. In contrast with the results 
for Te , the measured T appeared to systematically increase with phase (up to the 
maximum at 0 = 0.1). Finally the normalisation A c  did not trace the pulse profile 
as well as for observation B, with marked deviations in particular at 0 = 0.1..when 
it is increased by almost a factor of two. 

As with the results for observation B, it is instructive to compare the confidence 
contours in Te-T parameter space for the dip phase 0 = 0.0, the phase-averaged 
spectrum and also the bin following the dip 0 = 0.1. The contours confirm that the 
deviations in the 0 = 0.1 phase bin from the phase-averaged spectrum are significant 
at much greater than 5a. However, the 5a contour for the 0 = 0.0 bin includes the 
best-fit value for the phase averaged spectrum. The 3a confidence region extends 
beyond the limits of the plot, to Te  > 15 keV. 

5.2 Dip timing 

At moderate count rates the individual dips forming the primary minimum were 
usually well defined in the 1 s lightcurves (e.g. Figure 3.6). These features seemed 
to be ideal for determining the pulse period, as described in section 2.1.3. The al-
gorithm was applied to 1 s barycentre-corrected lightcurves from the observations 
listed in Table 3.1, with several exceptions. For observations F, J-P and the latter 
part of observation H, the count rate was so low that individual eclipses were im-
possible to reliably identify in the lightcurves. For observations V-Y, the span of 
each observation was such that a constant period solution did not provide accurate 
enough predictions of arrival times to enable a fit to be made. For the remaining 
observations, the period was adjusted to give a least-squares line of best fit with 
gradient 10' s cycle-1 . However, in general the pulse period determined using 
this method did not agree exactly with the value calculated from x 2-P fitting or 
interpolation of the BATSE data. The likely reason was that the individual dip 
arrival times showed significant scatter with respect to the predicted arrival time 



94 
	

Chapter 5. Accretion column eclipses in GX 1+4 

Te  (keV) 

Figure 5.5 	Comparison of confidence contours in Te-r parameter space between 
the phase-averaged spectrum (lower right corner) for observation E, the spectrum ex-
tracted from the dip phase bin (0 E —0.05,0.05) and the bin immediately following 
(q5 E 0.05, 0.15). The best-fit parameter combinations for the two spectra are shown 
by a cross. Contours are plotted at Ax2  values of 2.296, 6.180, 11.83, 19.34 and 28.77 
corresponding to confidence levels of 1, 2, 3, 4 and 5-u respectively for two degrees of 
freedom. 

based on the period estimate (Figure 5.6). 
Typical values of At d  were 	±2 and --, ±1 s for observations B and E re- 

spectively. Clearly, such systematic errors on the dip arrival times combined with 
the generally rather short observation durations (a few hundred cycles) will signifi-
cantly influence the period required to give a zero-slope line of best fit. Indeed, the 
results which agreed best with periods from the other methods described were for 
the longest observations, A and H. Visual inspection of the individual fits confirms 
that the arrival time errors were genuine and not simply an artefact of counting 
noise between adjacent bins (for example). The residuals did not appear to ex-
hibit any periodic or quasiperiodic variation with cycle number (time). A search 
for periodic signals using the Lomb-Scargle periodgram (Press et al., 1996) over all 
residuals for each of the observations on which the analysis was performed did not 
result in any significant detections. The most significant peaks were found for low 
frequency signals in the longest observations, but these detections were most likely 
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Figure 5.6 Dip arrival time residuals plotted against cycle number for RXTE observa-
tions of GX 1+4. The difference between the expected dip arrival time and the measured 
time (based on parabolic fitting of the lightcurve in a 16 s window) is Atd (seconds). The 
plots show representative results from observations a) B and b) E (see Table 3.1). 
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due to aliasing related to regular interruptions to the data as a result of screening. 
Comparison of the residuals for observations B and E suggest that the variance 

may depend on the source luminosity, since the source was significantly brighter in 
observation B than E. The standard deviation of the dip residuals U(Ltd ) plotted 
against the luminosity for each of the analysed observations confirms this relation-
ship (Figure 5.7). Above 10 3' erg s-1  U(td) traced the luminosity well, but below 
that level the degree of variation varied between 0.6-1.3 for observations at compa-
rable luminosities. 

The fitted parameter wq  (see equation 2.2) represents a measure of the width of 
individual dips. However, it is not quite as straightforward as wd  defined in Chap-
ter 4 (equation 4.2) which is instead measured from the mean pulse profiles. From 
examination of equation 2.2, it is clear that w q  will depend on the count rate as 
well as the sharpness of the dip. To compare values between fits at different count 
rates it is first necessary to normalise wq  by the mean count rate over the fitting 
window. A larger value is then indicative of a narrower dip. On averaging the ap-
propriately normalised w q  over all the dips in each observation I find that individual 
dips were wider at higher source luminosity, although the uncertainties were sub-
stantial (Figure 5.7, lower panel). The points with the largest error correspond to 
observation G and the first half of observation H. This scatter cannot be attributed 
solely to the low count rate, since the error for observations with comparable (or 
lower) luminosity were much smaller. 

More qualitatively, the dip phase width at a given count rate can be determined 
using equation 2.2 and solving for At. I choose a level corresponding to half the 
mean (over the fitting window) above the baseline rate. This should give a reasonable 
approximation of wd  as follows: 

Wq At2  = 0.5Fmean 	or 

2At 	2 (Fmean  112  
P 2wq 	Wd (5.1) 

The dip width estimated in this manner corresponds quite closely with that mea-
sured from the mean profiles, although the luminosity range is significantly more 
limited (Figure 5.8). The two estimates deviated somewhat at the highest ener-
gies, with the width measured from the mean profile significantly greater than that 
estimated from the fits. 

5.3 Discussion 
The pulse phase spectroscopy results show that each of the Comptonization com-
ponent parameters are significantly modulated at the pulsar rotation period. As 
suggested in Chapter 3, these parameters represent a measure of conditions in the 
accretion column and on the neutron star poles. Variation in the spectral fit param-
eters with pulse phase may in turn provide clues to the distribution of matter in the 
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Figure 5.7 Analysis of dip arrival times for RXTE observations of GX 1+4. The top 
panel plots the standard deviation of dip arrival time errors a = (E /.td/n) °5  versus 
2-20 keV X-ray luminosity (assuming a source distance of 10 kpc) for each separate ob-
servation. The bottom panel plots the fitted wq , normalised by the mean count rate over 
the fitting window and averaged over all dips in each observation versus luminosity. Error 
bars are la. 
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accretion column. In addition, depending upon the luminosity, significant variations 
in nH  and the normalisation of the Gaussian component AF e  were found. 

The sharp dip in the pulse profiles is clearly associated with a significant in-
crease in the scattering optical depth T both for GX 1+4 (at distinctly different 
luminosities and phase-averaged spectral conditions) and also for RX J0812.4-3114 
(Chapter 6). Such an effect may be observed if the accretion column moves into the 
observers line of sight of the emission region — a partial 'eclipse' of the neutron star 
pole by the accretion column (see Figure 1.1). Accretion column eclipses have not 
before been convincingly shown to occur in any X-ray pulsar, and this result opens 
exciting new possibilities for understanding the dynamics of the accretion column in 
these sources. Narrow absorption dips in the orbital lightcurves of some polars (e.g 
RX J1802.1+1804; Greiner et al., 1998) have previously been associated with just 
such an effect. The spectral variation in the latter source during the eclipse suggests 
a warm absorber, in good agreement with the results described here. 

An eclipse of the neutron star by the accretion column requires that the incli-
nation angle i is greater than or equal to 0, the magnetic colatitude. If i 
the column axis passes close to the line of sight once every pulse period resulting 
in a 'near-field' eclipse, as opposed to a 'far-field' eclipse taking place well above 
the surface of the star. It might be expected that systems with i > are rather 
common, perhaps making up 	50% of all pulsars (neglecting any observational 
selection effects). That sharp dips are found in the pulse profiles of only 3 X-ray 
pulsars — GX 1+4, RX J0812.4-3114 and A 0535+262 (aemeljie and Bulik, 1998) 
— of --, 50 known sources seems to be more consistent with the dips being caused 
by near-field eclipses, given the relative unlikelihood of the necessary alignment. 
Furthermore, the accretion column will be less tightly constrained the further from 
the neutron star the interaction takes place, and the decrease in flux for far-field 
eclipses may be spread out over such a wide range of phases as to be essentially 
unnoticeable. Monte Carlo modelling based on Comptonization as the source of 
high-energy photons supports this as a possible mechanism (see Chapter 7). 

That the plasma temperature Te  is also low around the phase of primary min-
imum may be related to the bulk motion of the column plasma, since the relative 
velocity of the plasma in the observer's frame will depend on orientation (and hence 
pulse phase). The velocity of bulk motion is likely to be many orders of magnitude 
above the thermal velocity in the plasma rest frame. Photons emerging from the po-
lar cap will be preferentially scattered in the direction of motion of the plasma, and 
thus the spectrum observed in the opposite direction will be made up of a dispro-
portionately large number of unscattered photons compared to the phase-averaged 
spectrum. Model fits should give a significantly lower Te  at this phase (corresponding 
to a softer spectrum) than at other phases. Results from Monte-Carlo simulations 
suggest the measured Te  may be somewhat lower than the mean even without this 
effect (Chapter 7). 

The asymmetry of the spectral parameter variation with respect to the primary 
minimum in the lower luminosity observation E (and the March 1999 observation 
of RX J0812.4-3114, Chapter 6) points to asymmetry of emission on the 'leading' 
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and 'trailing' side of the pole. Particularly interesting is the fact that the T values 
for these observations are enhanced relative to the mean both in the dip phase and 
the one following, with a dramatic difference between the continuum normalisation 
Ac  measured within the two bins accounting for the count rate variations between 
them. It is compelling to speculate that the increase in A c  within the phase bin 
following the dip results from the decrease in the scattering cross section which is 
experienced by photons propagating directly along the field lines (Daugherty and 
Harding, 1986) — i.e. that in these two cases it is actually the 0 = 0.1 phase bin 
which corresponds to the closest approach of the local magnetic field direction to 
the line of sight, not the dip phase. If that is the case the amount of material along 
the line of sight in the 0 = 0.1 bin may actually be substantially more than for the 
dip phase to give rise to the same optical depth, and thus it is actually this phase 
in which the closest alignment of the accretion column and the line of sight occurs 
(which is of course consistent with the picture of the accretion column as being 
delineated by the field lines). Why this effect — and the asymmetry of accretion it 
implies — should be apparent in GX 1+4 only at lower luminosity levels (and not 
in e.g. observation B) is unknown. 

Count rates in pulse profiles from GX 1+4 immediately before and after the dip 
are frequently significantly different (see Chapter 4), which may be interpreted as 
further evidence for longitudinal asymmetry. Such asymmetry may originate in the 
boundary region where the disc plasma becomes entrained into the accretion col-
umn (e.g Wang and Welter, 1981). Any longitudinal density inhomogeneities which 
develop in the boundary region may persist to the neutron star surface due to the 
lack of motion (and hence mixing) of the plasma perpendicular to the field lines. 
This is one possible source of pulse profile asymmetry in X-ray pulsars which may be 
variable on short timescales, as are the observed profiles. However, if the asymmetry 
is the same relative to the sense of rotation of the neutron star in both poles, the 
variation in emission will tend to cancel out courtesy of light bending. This effect 
probably cannot generate profile asymmetry as is typically observed without addi-
tonal anisotropic emission effects (e.g. magnetic) or significant brightness variation 
between the two poles (see Chapter 7). 

The observation of significant eclipse arrival time residuals with respect to the 
ephemeris is an important result. Typical timing errors observed over the range of 
luminosities in the RXTE observations imply that the region of maximum density 
in the column is wandering stochastically in longitude by 2-6° (depending upon the 
source flux) on timescales of P. Although the plasma in the accretion column is 
fixed to the field lines from the neutron star, this does not necessarily imply that the 
field itself is moving relative to the star. The accretion column is roughly defined 
by the 'bundle' of field lines along which significant plasma flows. If conditions in 
the boundary region between the disk and magnetosphere are such that this set of 
field lines can vary with time, the accretion column will appear to change position 
relative to the star (and the corotating magnetic field). The conditions within the 
boundary region are poorly understood, and since hydromagnetic instabilities are 
thought to play an important role the uptake of plasma to the field lines is likely to 
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LC) 
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Figure 5.8 Combined analysis of dip arrival times for RXTE observations of GX 1+4 and 
comparison with theoretical estimates. Both the dip width wd (equation 4.2) calculated 
from mean pulse profiles (open circles), and wd estimated from the mean normalised w q  
(equation 2.2) for the available observations (filled circles) are plotted against the 2-20 keV 
luminosity (assuming a distance to the source of 10 kpc). The dotted line represents the 
theoretical calculation (equation 5.2). Error bars represent the la uncertainties. 
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be unpredictable and time-varying. The flow of denser 'blobs' of plasma (which are 
threaded more slowly by the neutron stars magnetic field) into the threading region 
can also significantly alter the position and size of the accretion column (Warner, 
1995 page 314). 

Finally, the dip fitting results have quantified the role of dip arrival time errors in 
the width measurements from mean pulse profiles (Chapter 4). As Lx  increases the 
individual dips do appear to become significantly wider on average. The dip arrival 
time residuals appear to contribute to the proportionality in Figure 4.5, but only to 
exaggerate the underlying relationship. Variance in the widths for each observation 
appear to be more or less constant over the luminosity range investigated, however 
the variance is very large for two of the observations: G and the first part of ob-
servation H. In the latter case the significant variation of flux over the observation 
may be responsible for the large variation, but this does not seem to be the case for 
the former. 

The dynamics of the boundary layer between the accretion disc and the magneto-
sphere may be responsible for the increasing dip width with luminosity, as follows. 
At higher Lx  (and consequently higher M) the Alfven radius TA  decreases (see 
equation 1.3), and the inner disk edge moves closer to the neutron star. As a con-
sequence, the radial velocity of the disk plasma just outside the boundary layer will 
increase. Recall that in the absence of significant magnetic pressure the disk rotates 
at approximately the Keplerian velocity v K  (equation 1.2). A necessary condition 
for X-ray pulsations to be observed is that the magnetic field axis is misaligned 
with the spin axis, i.e. 0 > 0. In this case the area of the boundary region on the 
inner disc edge where significant uptake of plasma to the accretion column occurs 
will probably span a limited phase range (giving rise to an accretion 'curtain' at 
the neutron star surface). Assuming there exists some characteristic timescale At e  
for the plasma to become entrained onto the field lines (which is roughly constant), 
the time required for all the plasma flowing into the uptake region to move into 
the accretion column will also be roughly constant. At higher M, and hence higher 
Keplerian velocities in the uptake region, entrainment will clearly take place over a 
wider range of phases with respect to the neutron star rotation. The result will be 
an accretion column which is wider at the boundary region, and hence will be wider 
also at the neutron star surface and produce a broader dip. Combining equations 
1.1, 1.2 and 1.3, it is straightforward to show that in this case 

vK Ate  
Wd 
	 or 

R-rA  

wa a L3,1 7 
	

(5.2) 

The comparison of this relation (with arbitrary normalisation due to the free pa-
rameters) with the dip width measurements from the curve fitting is very good, 
although the uncertainties are significant (Figure 5.8). Dip width measurements at 
even higher luminosities, as well as analysis over shorter timescales to resolve pos-
sible flux variations, may improve the measurements and allow a better assessment 
of consistency with this model. 
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6.1 Observations 
RX J0812.4-3114 was observed by RXTE during two intervals in February 1998 and 
one in March 1999 (Table 6.1). The source count rate was found to be 20 count s -1  
(3-30 keV) on 1 February 1998, increasing to 	40 count s -1  on 3 February and 
undergoing a modest flare to 80 count s -1  over 2 h in the latter part of the 
observation (Reig and Roche, 1999). The 25 March 1999 observation was scheduled 
at the expected time for an outburst, which have occurred regularly on an 81 d 
period since 1998 (Corbet and Peele, 2000). 

ID  
A 

Start 	 End 
01/02/1998 11:28:47 01/02/1998 16:24:47 
03/02/1998 09:53:51 03/02/1998 14:01:51 
25/03/1999 07:55:11 25/03/1999 13:42:07 

On-source 
(sec)  
10128 
8912 
13584 

Ref.  

[1] 

[2] 

Table 6.1 RXTE observations of RX J0812.4-3114. Start and end times and on-source 
durations are calculated from Standard-2 spectra taking into account screening (see section 
2.1.1). Times are terrestrial time (TT). Publications quoting observations are 1. Reig and 
Roche (1999) and 2. Corbet and Peele (2000) 

PCU #1 was not functioning during the 25 March 1999 observation, so the count 
rates were scaled appropriately to represent expected rates for 5 PCUs. The results 
indicate that this was the brightest yet seen by RXTE, with full-range PCA count 
rate consistently 80 count s -1  over 6 h (Figure 6.1). The phase-averaged count 
rate varied by 20 count s -1  on timescales of 1 min. No evidence of spectral 
variation ,(as indicated from the count rate hardness ratio in 2-7 and 7-20 keV PCA 
energy bands) was observed over the course of the observation: The pulse profiles 
were very similar to those observed in the February 1998 observation, with strong 
trailing-edge asymmetry, a sharp dip forming the primary minimum, and a small 
local maximum around phase 0.3 relative to the dip. As before the profiles exhibited 
little variation with energy, although the dip appeared to become shallower at higher 
energy bands. 

The pulse period was determined through Gaussian fitting of the peak in )(2- 
Ptri al , with errors determined from equivalent analysis on 100 simulated lightcurves. 
The calculated solar system barycentre-corrected period was P = 31.885623(9) ± 
0.000007(5) s, in excellent agreement with the value P = 31.8856±0.0001 s obtained 
by Corbet and Peele (2000) for the same observation. This value is somewhat greater 
than found for the February 1998 observations, providing marginal evidence for spin-
down at a mean rate of (1.5 + 1.1) x 10 -11  s s -1  (or 0.0014% yr-1 ). 

Previous spectral analyses primarily used a power-law model with an exponential 
cutoff (Reig and Roche, 1999, Corbet and Peele, 2000). Using the recently updated 
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response matrices and faint background models, the cutoff power law model results 
in generally unacceptable fits, as do power law, power law and blackbody, and 
broken (two index) power law. Instead the best fitting spectral model was the 
Comptonization continuum component of Titarchuk (1994), implemented in XSPEC 
as `compTI" with a maximum x2, = 1.52 for the 25 March 1999 observation. Resulting 
spectral fit parameters for each of the RXTE observations are shown in Table 6.2. 
Note that at the beginning of the 1 February 1998 observation only four PCUs were 
on for 2900 s; data from this interval were extracted and analysed separately 
(Al). The remaining portion of the 1 February observation is termed A2. During 
the 1 February observation the count rate was at the lowest seen by RXTE, and it 
was not possible to determine error limits for the fitted Te . Instead, this parameter 
was fixed ('frozen') at the fitted value for the 3 February 1998 spectrum (B). 

Table 6.2 Fit parameters for RXTE PCA spectra of RX J0182.4-3114 using a model 
based on Comptonization of soft photons by hot plasma. To is the temperature of the 
thermal input spectrum, Te  and T are the temperature and optical depth respectively of 
the scattering plasma, and Ac is the normalisation parameter for the Comptonized model 
component in units of 10 -3  photons cm-2  s-1  keV-1 . The model spectra is attenuated by 
photoelectric absorption by cold matter along the line of sight, with column density nll. 
The luminosity Lx is integrated over 2-20 keV assuming a source distance of 9 kpc, with 
errors calculated from the variance of the phase-averaged PCA count rate. Data used is 
from PCA mode Standard-2. Confidence intervals are 1u; fit statistic is reduced-x2  (x2v ). 

Parameter 	Al 
	

A2 

nH  ( X 1022  CM-2 ) 

To  (keV) 

Te  (keV) 

Ac  

Lx  (x1036  erg s -1 ) 0.45 ± 0.20 

0.3C4  

0.966 1.91  0.897 

6.39 (fixed) 

3.79M 

1.21 1-30  1.17 

0.48 ± 0.21 

	

<0.068 	0.71 01 1 

	

1.151:12 	1.101.22 
1.16 

	

6.392: 778 	5.18539  5.01 

	

4.13M 	A . c74.71 
" ' 4.40 

3.20 3 ' 54  

	

3.04 	5 . 932:g? 

1.45 + 0.55 2.08 ± 0.26 

0.643 
	

0.873 
	

1.21 	1.52 

With the measured increase in unabsorbed source flux (2-20 keV) from 10 36  erg s -1  
to 	2 x 1036  erg s -1  between February 1998 and March 1999, the most significant 
variation in any spectral parameter was in the optical depth for scattering T (Table 
6.2). During observation A T 3.8, however during B and C T 4.1-4.4. The T 

confidence limits for observations A2 and C indicate an increase at > 4o -  significance 
level. A less significant increase was seen in the source spectrum temperature To. 
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Initially To 	1 keV, increasing during observations B and C to 	1.15 keV. The 
confidence limits for observations A2 and C indicate an increase at almost 3o-  sig-
nificance. The neutral column density was consistent with zero during the February 
1998 observations but increased to around 7 x 10 21  cm' by March 1999. Despite the 
different continuum spectral model, the measured flux and nH  variation is roughly 
consistent with that measured by Corbet and Peele (2000). 

The sharp primary minimum has been attributed to interactions between the 
emitting region and the accretion flow, although previous pulse phase spectroscopy 
offered no support to this idea (Reig and Roche, 1999). Given the new mean spectral 
models, I divided the GoodXenon data from the 25 March 1999 observation into 10 
equal phase bins (with the first bin centred on the primary minimum) and extracted 
a spectrum from each. Initial fitting of the mean spectral model to the phase-
selected spectra resulted in poorly constrained fit values of n H  and To  which offered 
no significant evidence for spectral variation with phase. Following the approach 
of Galloway et al. (2000), I fixed these two parameters at the values determined 
for the phase-averaged spectra and re-fit the phase-selected spectra. The remaining 
parameter fit values do show evidence for significant variation with phase (Figure 
6.2). The phase bin covering the dip and following it both show evidence for reduced 
Te  and increased y. The most significant deviation from the mean 7 -  is in the 0-= 0.1 
phase bin, with an increase of 20% at a significance of > 4a. The preceding bin, 
which covers the dip itself, exhibits a slightly smaller enhancement significant at 
only the 2o-  level. Variations in the Comptonization component normalisation are 
significant, and Ac  reaches a maximum also in the bin following the dip. Throughout 
almost all of the phase range Te  increases with increasing phase, while T decreases. 
This behaviour is in curious contrast to the results for observation E of GX 1+4 
(see Chapter 5), which exhibits a general decrease in Te  and increase in T with 
increasing phase. It is interesting to note that the sense of asymmetry in the pulse 
profiles is opposite between these two observations (compare Figures 6.2 and 5.4), 
with the peak emission for observation E of GX 1+4 closer to the leading edge of the 
pulse, while for the March 1999 observation of RX J0812.4-3114 the peak emission 
is almost immediately before the dip. 

As previously noted, it is inadequate to simply compare the confidence intervals 
obtained for each parameter individually when two or more of those parameters are 
strongly correlated (or anticorrelated). Instead, the joint confidence regions for Te  
and T are determined adopting Ax2  values appropriate for two degrees of freedom, 
as was done for the analysis of the pulse-phase spectra from GX 1+4 (see Chapter 
5). For the March 1999 observation of RX J0812.4-3114 the confidence contours 
show that Te  and T values for the 0 = 0.1 phase bin are in fact different from the 
mean at much greater than 50-  significance (Figure 6.3). In contrast, the 5-o -  contour 
for the 0 = 0.0 phase bin almost completely encompasses the corresponding region 
for the phase-averaged spectrum, with the best fit-value for the latter spectrum 
distinct from the former at between 3-4o- . Note that the phase range for the bin 
which encompasses the dip (0 = —0.05-0.05) also includes some of the much stronger 
emission on the ingress and egress. Clearly, the significantly larger confidence regions 



LC) 

LO 

0 

RX
TE

 c
ou

n t
ra

te
  

0 

108 	 Chapter 6. X-ray observations of RX J0812.4-3114 
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Figure 6.2 	Spectral model fitting parameters versus pulse phase for the 25 March 
1999 RXTE observation of RX J0812.4-3114. From top to bottom, the panels shows the 
scattering plasma temperature Te , optical depth for scattering T, normalisation Ac and 
the pulse profile in 2-7 and 7-20 keV energy bands respectively. Fitted parameter values 
for the phase-averaged spectra covering the same interval are shown by the solid lines; 
error bars and the dotted lines show the la confidence intervals. Two full pulse periods 
are shown for clarity. 
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Figure 6.3 Comparison of confidence contours in Te -T parameter space between Spectra 
extracted from the March 1999 observation of RX J0812.4-3114. Solid contours represent 
the confidence regions for the phase-averaged spectrum (lower right) and the = 0.1 
phase bin (upper left). Contours for the = 0.0 bin (which covers the dip) are shown 
as dotted lines. The best-fit parameter combinations for each spectra are shown by a 
cross. Contours are at Ax 2  values of 2.296, 6.180, 11.83, 19.34 and 28.77, corresponding 
to confidence intervals of 1, 2, 3, 4 and 5a respectively for two degrees of freedom. 

for this phase range are to some extent a consequence of the rapidly varying spectra 
around the dip phase (note the difference in spectral parameters between the 0 = 0.9 
and 0 = 0.1 phase bins). 

6.2 Discussion 
RX J0812.4-3114 provides a second example of an X-ray pulsar whose mean spectra 
are consistent with a Comptonization continuum component. In contrast to GX 1+4 
(Chapter 3), this source is probably very typical, since Be/X-ray binaries make 
up a significant proportion of all known X-ray pulsars. This lends strong support 
to the picture of spectral formation as originiating with approximately blackbody 
spectra emitted from the polar cap, and undergoing Compton scattering within 
the accretion column. The phase-averaged spectral fit parameters fall within the 
ranges expected for neutron star accretors, as previously discussed for GX 1+4. 
The measurement of a disproportionate increase in T as Lx  increases fourfold again 
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suggests that the accretion column increases substantially in cross-sectional area as 
M increases, maintaining a relatively constant column density. Note however that 
the spectral fitting results for GX 1+4 indicate that such an effect cannot account for 
the small variation in T over the full range of luminosity seen in RXTE observations 
of that source (Chapter 3). In any case Comptonization continuum components are 
excellent candidates for fits to spectra from these sources. 

In contrast to GX 1+4, no Gaussian model component is required for spectral 
fits, suggesting that the system is relatively free from cold matter surrounding the 
neutron star. The increase in nH  observed in the March 1999 observation as com-
pared to February 1998 does however suggest variations in the circumstellar region, 
possibly related to an episodic mass ejection of the companion star or, more likely, 
regular variations related to an eccentric orbit. The earlier observations were made 
at a phase of 0.9 relative to the calculated ephemeris based on the regular outbursts 
observed by the RXTE ASM, whilst the most recent observation was coincident 
with a flare ( orb orb 0.0; Corbet and Peele, 2000). It is likely that the flares coincide 
with the periastron passage of the neutron star in a mildly eccentric orbit, which 
is common in Be/X-ray binaries (e.g. Stella et al., 1986). The increase in both Lx  
and n11  arise from the increased wind density (and hence mass capture rate for the 
neutron star) closer to the massive companion. 

Pulse profiles from the source appear to be quite stable on yearly timescales. 
Pulse phase spectral analysis of the most recent RXTE data support interactions 
with the accretion column as the dip origin. Both the phase bin coincident with the 
dip and the one immediately following exhibit spectra with enhanced T compared 
with the phase-averaged spectra. This is to be expected if at this phase the column 
axis is aligned or almost aligned with the line of sight, providing greater optical depth 
due to the accretion columns extension above the polar cap (see also Chapter 5). 
Although the increase is relatively modest, particularly in the phase bin including 
the dip, note that that phase interval also covers the dip ingress and egress. The 
spectrum will tend to be dominated by emission at these phases due to the higher 
count rate. It is possible that a spectrum taken over the phases covering only the 
bottom of the dip may exhibit a much higher T, although the current observations 
do not provide sufficient count rate to confirm this. 

The results bear a striking similarity to the analysis of RXTE observations of 
GX 1+4 at comparable count rates, despite the distinctly different pulse profile 
(observation E, Chapter 5; and Galloway et al., 2000). Note in particular that 
the arguments for the closest approach of the accretion column to the line of sight 
occurring within the 0 = 0.1 phase bin apply equally well here. While the dip 
may indeed be caused by an increase in optical depth due to partial alignment of 
the column and the line of sight, the recovery of the count rate in the following 
bin may be attributed to a decrease in the scattering cross section indicative of 
closer alignment of the line of sight with the local magnetic field direction within 
the scattering region. If that is the case then the approximately equal values of T 

for the 0 = 0.0, 0.1 phase bins will not accurately reflect the discrepancy in the path 
length for photons to escape the column, which will actually be much greater in the 
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In this chapter I investigate the model described in section 2.3. For a first es-
timate of appropriate physical conditions for the model, parameters roughly corre-
sponding to the spectral fitting results from Chapter 3 are chosen: To,input = 1 keV, 
Te,in put = 8 keV and T input = 3. The column radius Rc  is more difficult to estimate; I 
set Rc  = 1 km corresponding to f = Rc/R,, = 0.1, roughly consistent with theoret-
ical estimates (e.g. Frank et al., 1992) and the measurements from mean GX 1+4 
pulse profiles (Chapter 4). 

7.1 Comptonization in a spherically symmetric 
cloud 

As a preliminary test of the agreement of the Monte-Carlo model with compTT I first 
simulate the spectra originating from Comptonization of a point source of blackbody 
photons at the centre of a homogeneous, spherical cloud. Input parameter values 
are as above except for the input spectrum temperature, which takes the values 
To  = 1, 0.5, and 0.1 keV. The ratio of each of the Monte-Carlo simulation results 
to the compTT spectrum with the same input parameters over the range 2-90 keV 
demonstrates the clear differences between the two models (Figure 7.1). 

With T = 3, the corresponding Titarchuk 0-parameter (calculated assuming a 
'disc' geometry; equation 3.3) is 0.06 (Titarchuk, 1994), placing this set of parame-
ters well inside the region of the 13—Te  diagram where agreement is good (see Figure 
3.12 and Hua and Titarchuk, 1995). Despite this, the agreement is rather poor 
for spectra with To  = 0.5, 1 keV. As To  is reduced, the agreement improves, and 
the spectral ratio approaches a constant over all energy bands, indicating a much 
improved agreement. The contribution from numerical noise, particularly at high 
energies and for low input spectrum temperatures, is apparent. 

7.2 Comptonization in an accretion column 
It is not obvious that the differences found between the two simulations in the 
spherical situation will translate directly to the spectra originating from an accretion 
column (Figure 2.1). With the source photons emitted evenly across the polar cap, 
those from near the edge will experience a smaller effective optical depth than those 
near the centre. The resulting spectra will thus be characterised by an average 
optical depth which will depend not only upon the plasma density but the geometry. 
Furthermore, a significant proportion of photons will be scattered directly back on 
to the neutron star surface. The physics at this detailed level are poorly understood, 
and for computational convenience these photons are removed from the simulation. 
These two effects are likely to have significant impacts on the shape of the emitted 
spectrum. 

To quantitatively assess the influence of the input parameters on the simulation, 
mean spectra originating from a single accretion column with are generated over 
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log (E/I keV) 

Figure 7.1 Spectral ratios calculated by dividing Monte-Carlo simulation spectra by 
simulated compTT spectra for equivalent input parameters Te  = 8 keV, T = 3, and To = 1, 
0.5, and 0.1 keV. Corresponding spectral ratio for a 1 keV blackbody is also shown. The 
normalisation is arbitrary. 
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LI 

Figure 7.2 Model fit results from Monte-Carlo simulations of Comptonization of a cir-
cular source of blackbody photons on the surface of a nonreflective neutron star. Nominal 
model parameters are To,input=  1 keV, T ,input = 8 keV, nput = 3 and Rc = 1 km. 
Each panel describes the effects of varying one of the input parameters with the other 
three kept constant. Clockwise from top left, the varied parameters are To, T e , Rc and 
T. Within each panel the fit parameter Pfi t  from the compTT model divided by the input 
value P input is plotted, with 90% error bars from the fit. Each line represents one of the 
three fit parameters; only one input parameter is varied for each panel. The histogram 
and the right-hand y-axis shows the reduced chi-squared x 2„ value for each fit. Maximum 
energy range for fitting is 2-90 keV. 
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a range of input parameters. Since a proportion of input photons will be lost at 
the neutron star surface, the number of input photons for each simulation is set so 
that there are 106  photons in total contributing to each output spectrum. These 
spectra are then fit with the compTT model from XSPEC; fit parameters and x 2,, are 
shown in Figure 7.2. Although model spectra are generated over the energy range 
2-90 keV the influence of numerical noise in the highest energy range means that 
the useful energy range for fitting is typically 2-50 keV. The geometry parameter 
for the compTT model component was set to 1.0, in accordance with the spectral 
fitting for the observational data (see Chapter 3). 

Within the explored region of parameter space it is generally observed that 
To , fit  P.,- (0.5 — 0.7) TO,input, Te,fit (0.7 — 1 - 2 ) Te,input and Tfit  P.,- (0.3 — 0.8) T input 
Input 710  values are almost always underestimated by the fits. When Tonput  is well 
below the minimum energy of the spectrum the fitted value is 2.5T onput  with large 
uncertainties. The curves are otherwise quite featureless. The plot versus T shows 
Tfi ,fi t  decreasing monotonically with T input As the number of photons lost (after 
being reflected back into the neutron star's surface following collisions with plasma 
electrons) will increase with increasing plasma density (i.e. r), the contribution to 
the output spectrum of photons from the edge of the polar cap will increase,:and the 
fitted input temperature will decrease. The fits exhibit a rather complex relation-
ship between TO,input and x2 . The most outstanding feature is the large values of the 
x2v  for the worst fits (see below). In general as Tonput  is increased, x2v  also increases. 
This may be related to the observation that for the spherical case the agreement 
between the two models is best for the very low T0  case. However the relationship is 
not monotonic and from increasing TO,input  from 0.5 to 1.0 Xv2  decreases significantly, 
possibly related to the slight improvement in accuracy of the fitted Tfi . 

The fitted Te  depends significantly on variations in the other input parameters, 
and in general does not trace Te , input  . The principal observational signature of the 
plasma temperature is the 'break' in the spectrum at 3kTe  (Pozdnyakov et al., 
1983) which can presumably be located reasonably accurately by the fitting algo-
rithm so long as the break energy is within the energy range of the fit and the optical 
depth is > 1. If the optical depth is < 1 the compTT model becomes very insensitive 
to the Te  parameter and a reliable, stable fit in XSPEC is impossible. The apparent 
anticorrelation of the fitted Te  and 7-  ratios is clear in almost all the panels. This 
effect is also seen when fitting the observational data (see Chapter 3). 

Fitted T values vary somewhat erratically with variations in the other input pa-
rameters, in part due to the anticorrelation generally observed with T e ,fi t . As T input is 
increased, Tfit increases disproportionately (lower left panel), substantially underesti-
mating the input value for the highest optical depth. This effect, combined with the 
dramatic increase in x2v  as T input increases, is further evidence for the superposition 
of the highly Comptonized spectrum from photons originating near the pole and the 
relatively unscattered photons from the edge in the output spectrum. Finally note 
that the effect of the column radius Rc  is relatively minor. 

The values of x2,, for the simulation fits are much greater than 1, which generally 
indicates a statistically unacceptable fit. The main reason for this is the generally 
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low optical depth and the form of the input spectrum for the Monte-Carlo simula-
tion, as illustrated in the previous section. Another reason is that the expectation 
of x2, %--,% 1 depends on the specific assumption that the errors are Poisson distributed 
(e.g. Press et al., 1996). For the Monte-Carlo simulation there is a contribution due 
to numerical noise which cannot be neglected given a finite number of input pho-
tons. This contribution is illustrated in Figure 7.3. When the number of simulation 
photons is small, so is x 2v ; however the fit parameters exhibit large uncertainties and 
vary significantly with N. As N increases, the fit parameters approach a asymptotic 
values with decreasing uncertainties, but above N 106  the )(2, begins to increase 
dramatically with N (particularly for the compTT only fits, top panel). The compTT 
model is an analytic approximation to a Comptonized spectrum assuming a par-
ticular geometry and simplified form of the input spectrum, and it is at this point 
the numerical errors are small enough that the discrepancy between this and the 
Monte-Carlo simulation becomes significant. 

It is worthwhile pointing out that a formally unacceptable value of x2v  does not 
necessarily mean a bad fit in qualitative terms. Plotting the two models for the 
column geometry with N = 106  on logarithmic and linear scales demonstrates that 
the fit is actually quite good, despite the large X2v  = 18.96 (Figure 7.4). Despite any 
reservations, the x2v  value remains a useful fit statistic in a relative sense. 

Given the problems encountered in fitting the simulated spectra with the compTT 
model (primarily resulting from the form of the input spectrum), it may be instruc-
tive to add a blackbody component to the model and re-fit. Conceptually this 
corresponds to a spectrum formed from a blackbody input and a hard tail from 
Comptonization of an arbitrarily low-energy input spectrum. This should improve 
the x2v  and potentially also improve the agreement of input and fit parameters. Re-
sults from fits of the comptt+bbody fit in XSPEC over the range 2-90 keV are shown 
in Figure 7.5. 

As expected, the x2v  values are dramatically lower in every case. For the fitted 
compTT parameter values using the composite model, T0 fit  (1— 1.3) TO,input, Te,fit 

(0.6 — 0.8) Te,input and Tfi t 	(0.5 — 1.0) 7 input in general. To ,fit  now typically slightly 
overestimates the input value. As with the compTT only fit the accuracy is worst 
when the input value is below the energy range of the spectrum. A correlation 
between To,fi t  and Te,input  is found on varying the latter input parameter (top right 
panel). Apart from this and the dramatic drop in Tot  at the maximum riinput  the 
curves are encouragingly flat and featureless, and in general the input To  is measured 
to an accuracy of 20%. Similar to the previous set of results, x2, tends to be higher 
for extreme values of input To . 

The situation with the fitted Te  values has improved dramatically from the 
compTT only case. The input value is consistently underestimated by 30%, but 
the variation with the input parameter values is small as are the uncertainties. The 
fitted value is no less accurate even when the input Te  is outside the spectral energy 
range (top right panel), although note that x2v  increases in general with input Te . 

The Tfit values show significantly less variation with varying input parameters. In 
general the Tfit underestimates the input value by 30%. Particularly problematic is 
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4 	 5 	 6 	 7 

log (N) 

Figure 7.3 Model fit results from simulations of Comptonization in an accretion column, 
with input parameters To = 1 keV, Te  = 8 keV and T = 3. As with Figure 7.2, fit 
parameters divided by input parameters are plotted as points with error bars showing 
the 90% confidence intervals; )(2, values for each fit are plotted as a histogram with the 
scale on the right-hand y-axis. The top panel shows the effect of varying number of input 
photons N on fits using the compTT model in XSPEC. The bottom panel shows results 
using the compTT+bbody composite model. The energy range used in each case is (at 
most) 2-90 keV. 
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Figure 7.5 Model fit results from simulations of Comptonization in an accretion column. 
The spectra are identical to those used in Figure 7.2, but the fitted model includes a 
blackbody component (bbody in xsPEc). All the model parameters for the blackbody 
component are free to vary independently to those of the compTT component. 
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the rfi t irinput  curve versus the input Te  which is no longer monotonic. Such behaviour 
would make it difficult to unambiguously estimate source conditions from observed 
spectra. As the input T increases, note that Tfit I Tinpu t decreases as with the compTT 
only fits, so that at low T the input value is substantially overestimated while at 
large T it is underestimated. The behaviour of x 2,, is somewhat complicated, reaching 
a maximum for the T - input = 10 case and dropping at higher r. The drop in this case 
is accompanied by a dramatic decrease in the T0 fit,  as previously noted. 

As before, note that the effect of the accretion column diameter R e  on the fit 
values and x2, is relatively minor. The best fit is found for R e  = 1 km. 

7.3 Influence of the source aspect 

Examination of the mean spectra originating from the accretion column model is 
instructive, but is not strictly speaking representative of what is expected in the ob-
servational situation. In that case the combination of the source aspect (inclination 
angle i, magnetic colatitude 0) and the anisotropy of the X-ray emission from the 
star means that the phase-averaged spectra will be an average over a limited range 
of emission angles with respect to the accretion column axis. This may introduce 
systematic variations in pulsar profiles which are dependent only upon the system 
aspect. 

A typical example of the angular dependence of X-ray flux (the 'beam pattern') 
for the Monte-Carlo simulation resembles what is conventionally referred to as a 
'fan' shape (Figure 7.6). The decrease of emission at small angles is caused by 
the increased optical depth (due to the column geometry) for photons propagating 
along trajectories close to the column axis. The beam pattern generated by the 
simulation will be a fan beam unless T 0.01. Maximum emission from the column 
at < 7 keV occurs at an angle of 135° with respect to the column axis. This 
is a direct consequence of the gravitational light bending; the amount of deviation 
also depends on the size of the column R. Note the localised peak in emission at 
o = 712 relative to the column axis, particularly evident in the 7-20 keV contour. 
This peak is dependent upon the extent of the polar cap, and is analogous to a 
caustic amplification event in stellar microlensing. 

It is straightforward to determine the phase-averaged spectra of pulsars with the 
beam pattern in Figure 7.6 over a grid of source aspects. Fit parameters obtained 
by fitting these spectra with the compTT model on the range 2-90 keV are shown 
in Figure 7.7. It is firstly worth noting that the plotted surfaces are all moderately 
symmetric about the line i = This is to be expected since the set of emission 
angles observed if i and are exchanged are essentially the same. Any discrepancy 
between the cases is likely to be mainly due to numerical noise. 

As with the mean column spectra, the fitted To  values consistenly underestimate 
To,input (top panel). Variation over the entire grid is 	10%, with the maximum 
fitted value measured close to i 	0°. This corresponds to the case in which 
the column is viewed essentially along the axis at all phases, and very little emission 
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Figure 7.6 The X-ray beam pattern originating from a neutron star accretion column 
with 11,, = 10 km, To = 1 keV, and column plasma Te  = 8 keV, T = 3 and Rc = 1 km. 
The beam pattern is symmetric about the y-axis, which also represents the column axis; 
the origin is the intersection of the column axis and the neutron star surface. Contours 
represent beam shapes for varying energy ranges; from outermost to innermost 2-4 keV, 
4-7 keV and 7-20 keV. Normalisation (and hence scale) is arbitrary. 

is seen from the sides. In this case a large fitted optical depth is expected since 
photons must propagate through a significant part of the length of the column to 
escape. Variations in the fitted Te  values are more dramatic; 	50%. The fitted 
value is at a minimum at i 	0°, and increases with both i and 0. When 
i + < 60° the fitted value generally underestimates the input value, while above 
60° it is overestimated. Fitted T values generally underestimate Tinput by 	50%. 
The maximum value is found at i 	00 as expected. As i and 0 increase, 
the fitted T decreases, primarily due to the column being viewed at greater angles 
with respect to the axis and thus a generally smaller optical depth experienced by 
the photons in their path to the observer. The x2, (not shown) varies between 3-7, 
lowest at i = = 0° and increasing with both i and 0. Due to the nature of the 
algorithm, different numbers of photons are accumulated for each particular choice 
of i, 0 and thus the contribution of numerical noise to x2, varies. Thus it is not 
generally possible to compare the values between different source aspect cases. 
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1.5 - 

Figure 7.7 Fit parameters divided by input parameters (Pfit /P input) for Comptonization 
component fits to phase-averaged spectra as a function of inclination angle i and magnetic 
colatitude O. Spectra are generated with i, /3 taking the values = 7•5 0 , 22.5°, 37.5 0 ...). 
Model conditions are as for Figure 7.6. From top to bottom, the three panels show To , Te , 
and T. 
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As with the mean column spectral fits, an improvement is achieved by adding 
a bbody component to the fit. The resulting fitted parameters versus geometry are 
shown in Figure 7.8. The x2s, values are now 2.5-3, indicating significantly better 
fits than for the compTT only model. In contrast to the previous set of results, fitted 
To  values for the composite model show little systematic variation but a larger overall 
range of 50%. The fitted Te  and T distributions are roughly similar to the compTT 
only case, but also exhibit some larger variations. The increased scatter in the fit 
parameters is due to the fit parameter variations of the additional fit component. 

7.4 Pulse profiles 

Typical pulse profiles for the model are shown in Figures 7.9 and 7.10 for energy 
ranges 2-7 keV and 7-20 keV respectively. The pulse profile varies significantly as 
a function of the source aspect. When ji — /3 c 450  a strong modulation in the 
2-7 keV flux is observed, with the primary minimum corresponding to the closest 
passage of the line of sight with one of the magnetic polar axes. These minima can 
be rather narrow (AO 0.3) for certain choices of geometry. When i 90°, 
a secondary minimum is observed due to the passage of the opposite column axis 
through the line of sight. Pulse profile shapes range from roughly sinusoidal, through 
triangular to the more typical flat-topped type. In the higher energy band a strong 
modulation is seen when i — 01 30° (Figure 7.10), although the pulse fraction is 
not as large. Pulse profiles are generally similar to those in the lower energy band, 
with some notable exceptions. When i 45° a local maximum centred on 
phase 0.0 appears, at the centre of the primary minimum. At the minimum i, 
this maximum may even dominate the usual maximum at phase 0.5. This maximum 
is caused by the peak in emission at 0 = 7r/2 as seen in the beam pattern (Figure 
7.6), and is indeed much more prominent in the high energy profiles. The appearance 
of this maximum is strongly dependent upon the column size, and disappears in all 
but the i = = 7.5° case when Rc <0.5 km. 

The pulse fraction (defined as for the observational pulse profiles, equation 4.1) 
is essentially a function of i — 01, and is only weakly dependent upon the optical 
depth (Figure 7.11). In the case of T = 1, the overall increase in pulse fraction in 
the 7-20 keV band compared to the cases with T = 3, 10 can be partially attributed 
to numerical noise due to the low numbers of counts. It is interesting to note that 
the energy dependence of pulse fraction appears to be primarily a consequence of 
light bending, as the results with no bending exhibit virtually identical pulse fraction 
between the two energy bands. The column diameter Rc  is clearly also an important 
influence, particularly in the higher energy band. 
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Figure 7.8 Fit parameters divided by input parameters (Pfi t /Pinput ) for the Comp-
tonization component in model fits (including a blackbody component) to phase-averaged 
spectra as a function of inclination angle i and magnetic colatitude 0. Conditions are 
otherwise identical as for Figure 7.7. 
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7.5° 	22.5° 	37.5° 	52.5° 	67.50 	82.5°  

Figure 7.9 Pulse profiles in the energy range 2-7 keV versus inclination angle i, and 
magnetic colatitude # (which take the same values as for Figure 7.7). Model conditions are 
as for Figure 7.6. Each profile is independently normalised; typical error bars are plotted 
on the left. Two full cycles are shown for clarity. 
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Figure 7.10 As for Figure 7.9, with energy range 7-20 keV. 

7.5 Pulse phase spectroscopy 

Since the emission angle varies significantly with phase (depending upon the aspect), 
so too may the spectral fit parameters. For any significant spectral variation clearly 
it is important to sample a wide range of emission angles. For the case i = fd = 67.5°, 
the column is viewed over the range 0 = 0-135° throughout each neutron star 
rotation period. Spectral fit parameters using the compTT model with 20 phase-
selected spectra are plotted with phase in Figure 7.12. 

The most significant deviations from the mean spectral fit parameters occurs 
around phase 0.0, which corresponds to the passage of the magnetic axis through 
the line of sight. The fitted value of To  is increased by around 10%, while Te  
appears to be somewhat decreased. The optical depth 7—  and the normalisation Ac 
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Figure 7.12 Parameter values and 90% confidence ranges for spectral fits to pulse-phase 
selected data using the compTT model in XSPEC. Model aspect is i = /3 = 67.5°. The top 
four panels show To, Te  , T and Ac (compTT normalisation) from top to bottom respectively. 
The 90% confidence intervals for the same fit to the phase-averaged spectra are shown by 
the dashed lines. The dotted lines show the 90% confidence intervals for the fit parameter 
averaged over phase (where different from the phase-averaged spectral fit parameter). 
The bottom panel shows the corresponding normalised pulse profile in the energy range 
2-7 keV. Two full cycles are plotted for clarity. 
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exhibit the most significant deviations, with dramatic increase in particular for T 
of around 100%. For the fitted To  and Ac the fit parameter for the phase-averaged 
spectrum corresponds closely to the mean calculated from the individual phase-
selected fits. For Te  and T however, there is a significant discrepancy. This is not 
entirely surprising, since in general the phase-averaged spectrum may not be strictly 
representative of the 'typical' phase-selected spectra; that both parameters exhibit 
an opposite bias is related to their previously noted anticorrelation. 

7.6 Pulse profile asymmetry 
Profile asymmetry, frequently observed in X-ray pulsars, can be attributed to a 
variety of causes. One possibility is a longitudinal density differential across the 
column, from 'east' to 'west'. Such a density differential could potentially develop 
in the region where the disc plasma becomes entrained onto the magnetic field lines. 
Closer to the star plasma flow across the field lines is increasingly limited as the local 
magnetic field strength rises, and thus an asymmetry within the entrainment region 
could persist to the footpoint of the accretion column on the neutron star. Pulse 
profile asymmetry will then depend on the column asymmetry in both the accretion 
columns. Symmetry suggests that the sense of the differential will be identical for 
each column, i.e. both will be denser on the 'leading' or 'trailing' side. Since both 
poles are visible over a wide range of angles courtesy of gravitational light bending, 
the emission asymmetry in one pole will generally cancel the asymmetry in -the other 
pole. Thus to obtain any appreciable asymmetry it is also neccesary to introduce a 
brightness differential between the two accretion columns. 

I measure profile asymmetry using the a-parameter of Greenhill et al. (1998), as 
with the observational pulse profiles (see equation 4.3). Note that since a does not 
depend on the count rate around = 0.0, the local maximum sometimes observed 
at phase 0.0 will have no effect. Model results with different plasma density in either 
half of the accretion column (i.e. T i  'T2 in Figure 2.1) indicate that the asymmetry 
depends only weakly on system aspect, and confirm that the profiles are indeed quite 
symmetric unless one pole is brighter than the other (Figure 7.13). For a density 
differential factor of 2 (T1  = 3, T2  = 6) the maximum a is around 1.8, while for a 
factor of 10 (Ti  = 3, T2 = 30) it is 4.5. In general the asymmetry is slightly greater 
in the 7-20 keV energy band. 

Previously I discussed the contribution to the total spectrum of photons originat-
ing near the edge of the polar cap, which may experience a negligible optical depth 
for scattering compared to those originating closer to the centre. With To  = 1 keV 
these photons will contribute primarily to the 2-7 keV profiles, and since they will 
not be as affected by the column plasma density differential the profile asymme-
try in that band should be less. To test this conjecture I generate spectra with 
T = 3/6 as before but with the emission region on the neutron star only half the 
radius of the accretion column. Every photon will now experience a minimum op-
tical depth and the contribution of unscattered photons to the final spectrum will 
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Relative brightness of south pole 

Figure 7.13 Asymmetry parameter a (see equation 4.3) versus south pole brightness 
fraction. a is calculated from pulse profiles in two energy bands 2-7 keV and 7-20 keV 
from model runs with a varying longitudinal density asymmetry, TI = 3, 7-2 = 6 and 7-1 = 3, 
T2 = 30. Error bars show the la confidence limits. 
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be decreased. The resulting a in each band is significantly greater compared to the 
previous result. As expected there is better agreement between the energy bands, 
with am ax  = 2.158 + 0.008/2.019 + 0.014 in the 2-7 and 7-20 keV bands respectively. 

7.7 Observational effects 

To qualitatively assess the influence of observational influences on the model spectral 
fitting I select a mean spectrum from the Monte-Carlo simulation with i = = 67.5° 
(see section 7.3). Pulse profiles from the model with these parameters correspond 
approximately to those observed in GX 1+4 (see Chapter 4). A simulated obser-
vation by RXTE is generated as described in section 2.3. For the column density 
choose n H  = 1023  cm -2 ; the exposure time for the example is 24 ks and the resulting 
net count rate is 144.3 count Comparison fit parameters and statistic are shown 
in Table 7.1. 

In stark contrast to the fits of the raw model data, the Te  parameter for the 
simulated observational spectra (with emission over the entire polar cap as usual) 
appears to be effectively unconstrained. As a result of this, the optical depth T 
falls almost to the minimum allowed by the compTT model, 0.01. This is not due to 
the inclusion of an absorption component since an equivalent unabsorbed spectrum 
exhibits the same large fit values of Te . It is not obvious why there should be 
such a discrepancy between the raw model fits and the simulated observation. A 
possibility is that once more the contribution from essentially unscattered photons 
emitted near the edge of the polar cap is driving the spectral fits to erroneously large 
values of Te . Columns 3 and 4 of Table 7.1 list corresponding results for the modified 
simulation described in section 7.6, with photon emission from only half the polar 
cap. compTT model fit parameters to the mean spectrum for i = = 67.5° are listed 
in column 3 while the simulated observational fit (using the same data) is shown in 
column 4. The agreement between the model fit and the simulated observation is 
much improved. Note that the model fit parameters for the half-cap model feature 
a significantly lower Te  and higher T than for the full-cap model. 

7.8 Discussion 

As discussed in section 2.3, the Monte-Carlo simulation may be expected to qual-
itatively reproduce the emission characteristics of X-ray pulsars at low accretion 
rates. The broad-scale physical description of an accreting neutron star adopted 
for this simulation is widely accepted. The presence of a polar hot spot and scat-
tering atmosphere within the accretion column are both robust predictions of basic 
accretion theory. Input parameters used in the model correspond closely both to 
values determined from spectral fitting of selected pulsars and order-of-magnitude 
estimates from theoretical calculations (see Chapter 3). The physics of Compton 
scattering in relativistic plasmas is well understood, as are the general relativistic 
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Table 7.1 Spectral fit parameters for the phase-averaged spectrum originating from the 
Monte-Carlo model with i = = 67.5°. The first column is the parameter values from 
compTT model fits to the Monte-Carlo model spectrum as converted to fits format using 
f 1x2xsp. Energy range is 2-90 keV. The fits for the second column use the same data 
converted to a simulated RXTE observation using appropriate background and response 
matrices, with a neutral absorption column density of nH = 1023  cm-2 . The model fit 
includes a component to account for the neutral column absorption; the energy range for 
fitting is 2.2-40 keV. The third and fourth columns present equivalent results for a model 
where photons are emitted from a region only half the radius of the accretion column. 
The symbols have their usual meanings; Ac is the normalisation of the compTT model 
component in units of 10 -2  photons cm-2  s -1  keV-1 . 

Full cap emission 	Half cap emission 

Parameter 	Model fit Simulation Model fit Simulation 
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2 

xv 
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-`"153 

0.01 28"293  0.01 
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effects of photon propagation within the strong gravitational field of an object as 
compact as a neutron star. 

The results suggest that phase-averaged spectra from X-ray pulsars will typically 
be consistent with Comptonization spectra, with possible additional components 
as described. Analytic model fit parameters correspond roughly to the physical 
conditions but may vary significantly as a function of source aspect. This effect may 
contribute to the range of spectral conditions measured from the presently known 
source catalogue. The discrepancy between the analytic Comptonization model 
and the simulation is a strong function of the source spectrum temperature, and is 
presumably due to the different input spectra. The disagreement is exacerbated by 
the contribution by photons emitted near the edge of the polar cap, which experience 
a much lower than average optical depth. At the most extreme, 50% of photons 
emitted from the very edge of the cap will leave the column having experienced no 
scattering whatsoever. Observationally these photons will contribute significantly 
to the spectrum, requiring addition of a blackbody component for the best fit. That 
the pulsar spectral model fits undertaken in this thesis do not require such additional 
components (Chapter 3) suggests the polar cap does not extend to the edge of the 
column. Analysis of the phase-averaged spectrum in a simulated observation by 
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RXTE supports this hypothesis, with accurate fits essentially impossible for full 
polar cap emission. 

A fan-type beam is observed for typical values of the column optical depth T 3. 
The plasma infall velocity in the absence of deceleration is estimated to be close to 
the free-fall velocity for spherical infall vff 0.5c. The mass accretion rate M is 
then related to the optical depth for scattering by the relation 

11.1 	
71-Rcvffr 

Rc vff  
= 2.35 x 10', () ( )7gs- 	 (7.1) 

where NA = 6.022 x 1023  mol -1  is the Avogadro constant. The lower limit of T 

0.01 for the observation of a fan beam for the model corresponds to an accretion 
rate limit of M 	1.18 x 10 14  g s -1 . This finding corresponds approximately with 
the conventional picture that the emission switches to a 'pencil' type beam at low 
accretion rates (White et al., 1995), but in this case because of the low T, the 
smoothing effect of gravitational light bending and the isotropy of the source photons 
the resulting beam pattern will also be quite isotropic. 

The combination of the beam pattern and the source aspect can give rise to a 
wide range of pulse profile shapes. These profiles are qualitatively similar to those 
observed for X-ray pulsars (e.g. White et al., 1995), although are generally rather 
smooth and featureless as a consequence of the simple geometry and gravitational 
light bending. The sharper features generally observed in pulsar profiles may be a 
consequence of more complex accretion column geometries possibly including ad-
ditional scattering material outside the column (Sturner and Dermer, 1994). The 
primary minimum is coincident with the closest passage of one of the magnetic axes 
to the line of sight; at high inclination angles a secondary minimum from passage 
of the opposite pole may also be observed. For some source aspects the primary 
minimum is rather narrow, but still 3 times as wide as that found in typical 
observations of GX 1+4 and RX J0812.4-3114 for example (see Chapters 3 and 6). 
Pulse-phase spectroscopy of simulation spectra indicate that the primary minimum 
is associated with an increase in the model fitted T, as well as a decrease in both the 
Te  and compTT component normalisation. This variation is in excellent agreement 
with results from the observational data (Chapter 3) and provides perhaps the most 
convincing validation of the model so far. 

At the phase of primary minimum (when the viewing angle is closest to the 
magnetic axis) magnetic effects are most likely to be important. The magnetic 
cross section reaches a minimum for photons propagating along the magnetic field, 
and thus emission will be enhanced along the accretion column. This effect will 
compete with the increase in column depth due to the geometry for moderate T. 

(When 7 0.01 this may give rise to the 'pencil' type beam as opposed to the 
more isotropic emission resulting in the non-magnetic case). Again, the effects are 
somewhat difficult to predict, but note that for B = 0.1.Bcr  (where Be,. = 4.413 x 
10 13  G is the magnetic field strength at which the cyclotron energy corresponds to 

UT NA 
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the rest mass energy of the electron) the magnetic cross section reaches a minimum 
of 0.010-T for photons with v = 0 propagating exactly along the magnetic field 
(see e.g. Figure 3d in Daugherty and Harding, 1986). The increase in column 
depth due to the geometry is limited instead only by the minimum angle between 
the line of sight and the accretion column axis, and the curvature and radius of 
the column. For certain choices of the system geometry it may still be possible 
for the increase in column depth from geometrical effects to more than counteract 
the increase in transmission due to decrease in scattering cross section along the 
column. In this case a dip should still be observed, but the dip may be narrower, 
shallower, or both. Note that the dips observed in GX 1+4 and RX J0812.4-3114 
are significantly narrower than those predicted by the model (Chapters 3 and 6), 
and that for GX 1+4 on either side of the dip are 'shoulders', local maxima which 
may be a signature of the magnetic cross section effects 

When i = fi a local maximum is observed centred on the phase of primary 
minimum. Appearance of this maximum is strongly dependent on the column radius 
Rc , and is no longer observed for any source aspect if R c  0.5 km. This 'spike' 
is strongly reminiscent of that observed in Ginga data from GX 1+4 during March 
1987 (Dotani et al., 1989) and results from photons emitted towards the star from 
the accretion column above the pole pointing away from the observer, which reach 
the observer due to significant deviation of their trajectories by general relativistic 
effects. This can be seen in the small increase of emission at 0 = 1800  relative to 
the column axis in Figure 7.6. In contrast to the Gznga results, the simulation gives 
rise to a maximum which is strongly energy dependent; the reason being that only 
photons from relatively high in the accretion column (which have likely undergone 
several scatterings to enhance their energy) may be observed in this way. That the 
maximum observed in GX 1+4 is essentially energy independent suggests that the 
emitted spectrum during the 1987 observation is much less dependent on the height 
above the star, and perhaps that an extended, optically thick column is present. This 
is not simply a function of the accretion rate since the RXTE observations span up 
to an order of magnitude greater luminosity without any comparable observations 
of local maxima centred on the primary minimum. 

Profile asymmetry, which is frequently observed in X-ray pulsars, can be gen-
erated in the simulation by a combination of lateral density differentials in the 
accretion column and unequal brightness of the two neutron star poles. That a 
density differential is strictly required is suggested by profiles from both GX 1+4 
and RX J0812.4-3114, which exhibit significantly different levels of X-ray emission 
on either side of the primary minimum (Chapter 3). As demonstrated, a density 
differential alone cannot provide sufficient asymmetry to match that observed in 
X-ray pulsars, since asymmetry in the two columns tends to cancel courtesy of light 
bending. An additional asymmetry in accretion rate to the two poles is necessary. 
Unequal accretion rates to the two poles is possible in particular if the magnetic 
field deviates from a pure dipole, or if the dipole is not centred within the star. 
This effect further suggests a mechanism for the rapid changes in profile asymmetry 
observed in GX 1+4 (Giles et al., 2000); that is, the relative brightness of the poles 
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and possibly also the sense of asymmetry in the column changes, and consequently 
so does the pulse profile. 

Despite its simplicity, the Monte-Carlo code described offers a promising frame-
work for future investigations. Simulation of more complicated accretion column 
geometries, which are relatively straightforward to implement in the code, may re-
fine the generation of profile asymmetry from the model. Addition of magnetic 
effects in the Compton scattering cross section could improve predictions of the dip 
measurements, particularly the narrow width from observations. This would also 
make the model applicable to sources with cyclotron resonance spectral features. 
Finally, the addition of radiation pressure to the model would extend applicability 
to the high M regime. 
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Table A.1 Results for spectral fits to RXTE spectra of GX 1+4, observations B to Q 
and S to U (see Table 3.1). Parameter values and units are as for Table 3.2. 
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Table A.1 Continued 
Parameter 	M 	 N 	 0 
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Publications and presentations 

The research presented in this thesis has already been the subject of several pub-
lications: Greenhill et al. (1998), Greenhill et al. (1999), Galloway et al. (2000), 
Galloway (2000), Giles et al. (2000) and Galloway et al. (2001). Some of the results 
were also presented at conferences as listed below. 

D. K. Galloway, A. B. Giles, J. G. Greenhill and M. C. Storey. Order from 
chaos—A coherent picture of GX 1+4 pulse profiles. Poster presentation at the As-
tronomical Society of Australia Annual Scientific Meeting, University of NSW, 7-10 
July 1997. 

D. K. Galloway, A. B. Giles, J. G. Greenhill. Spectral characteristics of GX 1+4 
throughout a low flux state. Astrophysical Theory Centre Workshop on Magnetic 
Fields and Accretion, Australian National University, 12-13 November 1998. 

D. K. Galloway, A. B. Giles, J. G. Greenhill and M. C. Storey. GX 1+4: High 
field neutron star system. Research Centre for Theoretical Astrophysics Workship on 
Supernova Remnants, Pulsars and the ISM, University of Sydney, 18-19 March 1999. 

D. K. Galloway, A. B. Giles, J. G. Greenhill, M. C. Storey and J. Swank. A 
serendipitous RXTE observation of the strong field X-ray pulsar GX 1+4. AAS 
High Energy Astrophysics Division Meeting, 12-15 April 1999, Charleston SC. Also 
presented at the ASA Annual Scientific Meeting, University of Western Sydney Ne-
pean, 9-13 July 1999. 

D. K. Galloway and K. Wu. X-ray beaming in the high magnetic field pulsar 
GX 1+4. Poster presentation at the ASA Annual Scientific Meeting, University of 
Western Sydney Nepean, 9-13 July 1999. 

D. K. Galloway and K. Wu. Beaming due to Comptonization in X-ray Pulsars. 
Proceedings, IAU Colloquium 177: Pulsar Astronomy — 2000 and Beyond, Bonn, 
Germany, 30 August – 3 September, 1999. 
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D. K. Galloway and K. Wu. X-ray beaming in the high magnetic field pulsar 
GX 1+4. Proceedings, X-ray Astronomy '99: Stellar Endpoints, AGN, and the Dif-
fuse Background, Bologna, Italy, 6-10 September 1999. 

D. K. Galloway, A. B. Giles, K. Wu and J. G. Greenhill. Accretion column 
eclipses in the X-ray pulsars GX 1+4 and RX J0812.4-3114. Poster presentation at 
the AAS High Energy Astrophysics Division Meeting, 6-9 November 2000, Honolulu, 
HI. 



Bibliography 

M. G. Akritas and M. A. Bershady. Linear regression for astronomical data with 
measurement errors and intrinsic scatter. Astrophysical Journal, 470:706-714, 
1996. 

K. A. Arnaud. XSPEC: The first ten years. In G. Jacoby and J. Barnes, editors, 
Astronomical Data Analysis Software and Systems V, page 17, San Fransisco, 
1996. ASP Conf. Ser. 101. 

G.J. Babu and E.D. Feigelson. Astrostatistics. Chapman & Hall, London, 1st edition, 
1996. 

M. M. Basko and R. A. Sunyaev. Radiative transfer in a strong magnetic field and 
accreting X-ray pulsars. Astronomy and Astrophysics, 42:311-321, 1975. 

P. A. Becker. Dynamical structure of radiation-dominated pulsar accretion shocks. 
Astrophysical Journal, 498:790-801, 1998. 

R. H. Becker, E. A. Boldt, S. S. Holt, S. H. Pravdo, R. E. Rothschild, P. J. Ser-
lemitsos, and J. H. Swank. Spectral variability in the X-ray pulsar GX 1+4. 
Astrophysical Journal Letters, 207:L167-L169, 1976. 

K. Belczynski, J. Mikolajewska, U. Munari, R. J. Ivison, and M. Friedjung. A 
catalogue of symbiotic stars. Astronomy and Astrophysics Supplements, 146: 
407-435, 2000. 

K. Beurle, A. Bewick, P.K.S. Harper, J.J. Quenby, N.J.C. Spooner, A.G. Fenton, 
K.B. Fenton, A.B. Giles, J.G. Greenhill, and D.M. Warren. Balloon altitude stud-
ies of southern hemisphere hard X-ray sources by the Imperial College-University 
of Tasmania-INPE collaboration. Advances in Space Research, 3(10-12):43-46, 
1984. 

L. Bildsten, D. Chakrabarty, J. Chiu, M. H. Finger, D. T. Koh, R. W. Nelson, 
T. A. Prince, B. C. Rubin, D. M. Scott, M. Stollberg, B. A. Vaughan, C. A. 
Wilson, and R. B. Wilson. Observations of accreting pulsars. Astrophysical 
Journal Supplements, 113:367-408, 1997. 

T. M. Braje, R. W. Romani, and K. P. Rauch. Light curves of rapidly rotating 
neutron stars. Astrophysical Journal, 531:447-452, 2000. 

145 



146 	 BIBLIOGRAPHY 

D. J. Burnard, J. Arons, and R. I. Klein. Accretion powered pulsars - continuum 
spectra and light curves of settling accretion mounds. Astrophysical Journal, 367: 
575-592, 1991. 

M. aemeljie and T. Bulik. The influence of reprocessing in the column on the light 
curves of accretion powered neutron stars. Acta Astronomica, 48:65-75, 1998. 

D. Chakrabarty, L. Bildsten, M. H. Finger, J. M. Grunsfeld, D. T. Koh, R. W. 
Nelson, T. A. Prince, B. A. Vaughan, and R. B. Wilson. On the correlation of 
torque and luminosity in GX 1+4. Astrophysical Journal Letters, 481:L101–L105, 
1997. 

D. Chakrabarty and P. Roche. The symbiotic neutron star binary GX 1+4/V2116 
Ophiuchi. Astrophysical Journal, 489:254-271, 1997. 

D. Chakrabarty, M. H. van Kerkwijk, and J. E. Larkin. Infrared spectroscopy of 
GX 1+4/V2116 Ophiuchi: Evidence for a fast red giant wind? Astrophysical 
Journal Letters, 497:L39–L42, 1998. 

R. H. D. Corbet. The three types of high-mass X-ray pulsator. Monthly Notices of 
the Royal Astronomical Society, 220:1047-1056, 1986. 

R. H. D. Corbet and A. G. Peele. The orbital period of the Be/neutron star binary 
RX J0812.4-3114. Astrophysical Journal Letters, 530:L33–L36, 2000. 

W. Cui. Evidence for 'propeller' effects in X-ray pulsars GX 1+4 and GRO J1744-28. 
Astrophysical Journal Letters, 482:L163–L166, 1997. 

E. P. Cutler, B. R. Dennis, and J. F. Dolan. An elliptical binary orbit model of 
GX 1+4. Astrophysical Journal, 300:551-556, 1986. 

J. K. Daugherty and A. K. Harding. Compton scattering in strong magnetic fields. 
Astrophysical Journal, 309:362-371, 1986. 

A. Davidsen, R. Malina, and S. Bowyer. The optical counterpart of GX 1+4 — a 
symbiotic star. Astrophysical Journal, 211:866-871, 1977. 

K. Davidson and J. P. Ostriker. Neutron-star accretion in a stellar wind: Model for 
a pulsed X-ray source. Astrophysical Journal, 179:585-598, 1973. 

T. Dotani, T. Kii, F. Nagase, K. Makishima, T. Ohashi, T. Sakao, K. Koyama, and 
I. R. Tuohy. Peculiar pulse profile of GX 1+4 observed in the spin-down phase. 
Publications of the Astronomical Society of Japan, 41:427-440, 1989. 

J. P. Doty, W. H. G. Lewin, and J. A. Hoffman. SAS 3 observations of GX 1+4. 
Astrophysical Journal, 243:257-262, 1981. 

R.P. Fender and M.A. Hendry. The radio luminosity of persistent X-ray binaries. 
Monthly Notices of the Royal Astronomical Society, 317 (1):i-8, 2000. 



BIBLIOGRAPHY 	 147 

J. Frank, A. R. King, and D. J. Raine. Accretion power in astrophysics. Cambridge 
University Press, Cambridge, England; New York, NY, USA, 2nd edition, 1992. 

G. Fritz, R.C. Henry, J.F. Meekins, T.A. Chubb, and H. Friedman. X-ray pulsar in 
the Crab nebula. Science, 164:709, 1969. 

F. Frontera and D. Dalfiume. The high-energy properties of X-ray pulsars. In Two 
Topics in X-ray Astronomy Volume I: X-ray Binaries, pages 57-69, 1989. 

D. K. Galloway. Accretion column disruption in GX 1+4. Astrophysical Journal 
Letters, 543:L137-L140, 2000. 

D. K. Galloway, A. B. Giles, J. G. Greenhill, and M. C. Storey. Spectral variation 
in the X-ray pulsar GX 1+4 during a low-flux episode. Monthly Notices of the 
Royal Astronomical Society, 311:755-761, 2000. 

D. K. Galloway, A. B. Giles, K. Wu, and J. G. Greenhill. Accretion column eclipses 
in the X-ray pulsars GX 1+4 and RX J0812.4-3114. Monthly Notices of the 
Royal Astronomical Society, 325 (1):419, 2001. 

P. Ghosh and F. K. Lamb. Accretion by rotating magnetic neutron stars. II, Radial 
and vertical structure of the transition zone in disk accretion. Astrophysical 
Journal, 232:259-276, 1979a. 

P. Ghosh and F. K. Lamb. Accretion by rotating magnetic neutron stars. III - 
Accretion torques and period changes in pulsating X-ray sources. Astrophysical 
Journal, 234:296-316, 1979b. 

R. Giacconi, H. Gursky, F.R. Paolini, and B. Rossi. Evidence for X-rays from sources 
outside the solar system. Physical Review Letters, 9:439-443, 1962. 

A. B. Giles, D. K. Galloway, J. G. Greenhill, M. C. Storey, and C. A. Wilson. Pulse 
profiles, accretion column eclipses and a flare in GX 1+4 during a faint state. 
Astrophysical Journal, 529:447-452, 2000. 

A. B. Giles, K. Jahoda, J. H. Swank, and W. Zhang. Prospects for coordinated 
observations with XTE. Publications of the Astronomical Society of Australia, 
12:219-226, 1995. 

J. G. Greenhill, D. K. Galloway, and J. R. Murray. Angular momentum transfer 
in the binary X-ray pulsar GX 1+4. Publications of the Astronomical Society of 
Australia, 16:240-246, 1999. 

J. G. Greenhill, D. K. Galloway, and M. C. Storey. Luminosity dependent changes 
of pulse profiles in the X-ray binary GX 1+4. Publications of the Astronomical 
Society of Australia, 15:254-258, 1998. 



148 	 BIBLIOGRAPHY 

J. G. Greenhill, D. P. Sharma, S. W. B. Dieters, R. K. Sood, L. Waldron, and M. C. 
Storey. Observations and modelling of the hard X-ray emission from GX 1+4. 
Monthly Notices of the Royal Astronomical Society, 260:21-27, 1993. 

J. Greiner, R. A. Remillard, and C. Motch. The X-ray stream-eclipsing polar 
RX J1802.1+1804. Astronomy and Astrophysics, 336:191-199, 1998. 

W.A. Heindl, W. Coburn, D.E. Gruber, M. Pelling, Rothschild. R.E., P. Kretchmar, 
I. Kreykenbohm, J. Wilms, K. Pottschmidt, and R. Staubert. RXTE studies of 
cyclotron lines in accreting pulsars. In Proceedings of the 5th Compton Symposium, 
2000. 

R.F. Hirsh. Glimpsing and invisible universe: the emergence of X-ray astronomy. 
University Press, Cambridge, 1983. 

X-M. Hua. Monte Carlo simulation of Comptonization in inhomogeneous media. 
Computers in Physics, 11(6):660-668, 1997. 

X-M. Hua and L Titarchuk. Comptonization models and spectroscopy of X-ray and 
gamma-ray sources: a combined study by Monte Carlo and analytical methods. 
Astrophysical Journal, 449:188-203, 1995. 

F. A. Jansen and R. Laine. The XMM observatory, a technical and scientific 
overview. In Proceedings of the American Astronomical Society Meeting #191, 
Washington DC, pages 9601-, 1998. 

J. G. Jernigan, R. I. Klein, and J. Arons. Discovery of kilohertz fluctuations in 
Centaurus X-3: Evidence for photon bubble oscillations (PBO) and turbulence in 
a high-mass X-ray binary pulsar. Astrophysical Journal, 530:875-889, 2000. 

P. Jetzer, M. Stra§sle, and N. Straumann. On the variation of pulsar periods in 
close binary systems. New Astronomy, 3/8:619-630, 1998. 

E. Kendziorra and R. Staubert. The pulsating X-ray source GX 1+4 (4U 1728-24). 
In P.W. Sanford, P. Laskarides, and J. Salton, editors, Galactic X-ray Sources, 
pages 205-216. John Wiley & Sons, Chichester, 1982. 

J.G. Kirk. The formation of the continuum spectrum in X-ray pulsars. Astronomy 
and Astrophysics, 158:305-309, 1986. 

R. I. Klein, J. Arons, G. Jernigan, and J. J. . Hsu. Photon bubble oscillations in 
accretion-powered pulsars. Astrophysical Journal Letters, 457:L85-+, 1996. 

A.S. Kompaneets. The establishment of thermal equilibrium between quanta and 
electrons. Soviet Physics, JETP, 4:730, 1957. 

T. Kotani, T. Dotani, F. Nagase, J. G. Greenhill, S. H. Pravdo, and L. Angelini. 
ASCA and Ginga observations of GX 1+4. Astrophysical Journal, 510:369-378, 
1999. 



BIBLIOGRAPHY 	 149 

M. Lampton, B. Margon, and S. Bowyer. Parameter estimation in X-ray astronomy. 
Astrophysical Journal, 208:177-190, 1976. 

P. Laurent, L. Salotti, J. Paul, F. Lebrun, M. Denis, D. Barret, E. Jourdain, J. P. 
Rogues, E. Churazov, M. Gilfanov, R. Sunyaev, A. Dyachkov, N. Khavenson, 
B. Novikov, I. Chulkov, and A. Kuznetzov. Photon spectrum and period evolu-
tion of GX 1+4 as observed at hard X-ray energies by SIGMA. Astronomy and 
Astrophysics, 278:444-448, 1993. 

D. A. Leahy. Modelling observed X-ray pulsar profiles. Monthly Notices of the 
Royal Astronomical Society, 251:203-212, 1991. 

W. H. G. Lewin, G. R. Ricker, and J. E. McClintock. X-rays from a new variable 
source GX 1+4. Astrophysical Journal Letters, 169:L17-L21, 1971. 

W. H. G. Lewin, J. van Paradijs, and E. P. J. van den Heuvel, editors. X-ray 
Binaries. Cambridge University Press, Cambridge, 1995. 

J. Li and D. T. Wickramasinghe. On spin-up/spin-down torque reversals in disc 
accreting pulsars. Monthly Notices of the Royal Astronomical Society, 300:1015- 
1022, 1998. 

R. V. E. Lovelace, M. M. Romanova, and G. S. Bisnovatyi-Kogan. Spin-up/spin-
down of magnetized stars with accretion discs and outflows. Monthly Notices of 
the Royal Astronomical Society, 275:244-254, 1995. 

M. Matsumoto and T. Nishimura. Mersenne Twister: A 623-dimensionally equidis-
tributed uniform pseudorandom number generator. ACM Transmissions on Mod-
eling and Computer Simulation, 8(1):3-30, 1998. 

G.S. Maurer, W.N. Johnson, J.D. Kurfess, and M.S. Strickman. Balloon observa-
tions of galactic high-energy X-ray sources. Astrophysical Journal, 254:271-278, 
1982. 

P. Meszaros and W. Nagel. X-ray pulsar models. I — Angle-dependent cyclotron 
line formation and comptonization. Astrophysical Journal, 298:147-160, 1985a. 

P. Meszaros and W. Nagel. X-ray pulsar models. II — Comptonized spectra and 
pulse shapes. Astrophysical Journal, 299:138-153, 1985b. 

G.S. Miller. The accretion curtain and pulse phase variations of the bursting X-ray 
pulsar GRO J1744-28. Astrophysical Journal Letters, 468:L29-L32, 1996. 

B. Mony, E. Kendziorra, M. Maisack, R. Staubert, J. Englhauser, S. Dobereiner, 
W. Pietsch, C. Reppin, J. Trumpler, E. M. Churazov, M. R. Gilfanov, and R. Sun-
yaev. Hard X-ray observations of GX 1+4. Astronomy and Astrophysics, 247: 
405-409, 1991. 



150 	 BIBLIOGRAPHY 

C. Motch, F. Haberl, K. Dennerl, M. Pakull, and E. Janot-Pacheco. New massive 
X-ray binary candidates from the ROSAT galactic plane survey. I. Results from 
a cross-correlation with OB star catalogues. Astronomy and Astrophysics, 323: 
853-875, 1997. 

F. Nagase. Iron lines in X-ray pulsators. In A. Treves, G. C. Perola, and L. Stella, 
editors, Iron Line Diagnostics in X-ray Sources, Varenna, Como, Italy, 9-12, 
October, 1990, pages 111-121, Heiderberg, 1991. Springer-Verlag. 

I. Negueruela. On the nature of Be/X-ray binaries. Astronomy and Astrophysics, 
338:505-510, 1998. 

I. Negueruela, P. Reig, M.H. Finger, and P. Roche. Detection of X-ray puslations 
from the Be/X-ray transient A 0535+26 during a disc loss phase of the primary. 
Astronomy and Astrophysics, 356:1003-1009, 2000. 

M. G. Pereira, J. Braga, and F. Jablonski. The orbital period of the accreting pulsar 
GX 1+4. Astrophysical Journal Letters, 526:L105—L109, 1999. 

L. A. Pozdnyakov, I. M. Sobel, and R. A. Syunyaev. Comptonization and the 
shaping of X-ray source spectra — Monte Carlo calculations. Astrophysics and 
Space Physics Research, 2:189-331, 1983. 

W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery. Numerical 
Recipes in Fortran 77: The Art of Scientific Computing. Cambridge University 
Press, Cambridge, New York, Melbourne, 2nd edition, 1996. 

J. E. Pringle and M. J. Rees. Accretion disc models for compact X-ray sources. 
Astronomy and Astrophysics, 21:1-9, 1972. 

A. R. Rao, B. Paul, V. R. Chitnis, P. C. Agrawal, and R. K. Manchanda. Detection 
of a very low hard X-ray pulse fraction in the bright state of GX 1+4. Astronomy 
and Astrophysics, 289:L43—L46, 1994. 

P. Reig and P. Roche. Discovery of X-ray pulsations in the Be/X-ray binary 
LS 992/RX J0812.4-3114. Monthly Notices of the Royal Astronomical Society, 
306:95-99, 1999. 

A. P. Reynolds, A. N. Parmar, M. T. Stollberg, F. Verbunt, P. Roche, R. B. Wilson, 
and M. H. Finger. Accretion torques in the transient X-ray pulsar EXO 2030+375. 
Astronomy and Astrophysics, 312:872-878, 1996. 

H. Riffert and P. Meszaros. Gravitational light bending near neutron stars. I - 
Emission from columns and hot spots. Astrophysical Journal, 325:207-217, 1988. 

R. E. Rutledge, L. Bildsten, E. F. Brown, G. G. Pavlov, and V. E. Zavlin. The ther-
mal X-ray spectra of Centaurus X-4, Aquila X-1, and 4U 1608-522 in quiescence. 
Astrophysical Journal, 514:945-951, 1999. 



BIBLIOGRAPHY 	 151 

G.B. Rybicki and A.P. Lightman. Radiative processes in astrophysics. John Wiley 
& Sons, New York, 1979. 

A. Sandage, P. Osmer, R. Giacconi, P. Gorenstein, H. Gursky, J. Waters, H. Bradt, 
G. Garmire, B.V. Sreekantan, M. Oda, K. Osawa, and J. Jugaku. On the optical 
identification of Scorpius X-1. Astrophysical Journal, 146:316-322, 1966. 

A. Santangelo, A. Segreto, S. Giarrusso, D. dal Fiume, M. Orlandini, A. N. Parmar, 
T. Oosterbroek, T. Bulik, T. Mihara, S. Campana, G. L. Israel, and L. Stella. A 
BeppoSAX study of the pulsating transient X0115+63: The first X-ray spectrum 
with four cyclotron harmonic features. Astrophysical Journal Letters, 523:L85- 
L88, 1999. 

E. Schreier, R. Levinson, H. Gursky, E. Kellogg, H. Tananbaum, and R. Giacconi. 
Evidence for the binary nature of Centaurus X-3 from Uhuru X-ray observations. 
Astrophysical Journal, 172:L79-L89, 1972. 

N. I. Shakura and R. A. Sunyaev. Black holes in binary systems. Observational 
appearance. Astronomy and Astrophysics, 24:337-355, 1973. 

R. Staubert, M. Maisack, E. Kendziorra, T. Draxler, M. H. Finger, G. J. Fishman, 
M. S. Strickman, and C. H. Starr. Observations of a large flare in GX 1+4 with 
the Compton Gamma Ray Observatory. Advances in Space Research, 15:119-122, 
1995. 

L. Stella, N. E. White, and R. Rosner. Intermittent stellar wind accretion and the 
long-term activity of Population I binary systems containing an X-ray pulsar. 
Astrophysical Journal, 308:669-679, 1986. 

S. J. Sturner and C. D. Dermer. Energy-dependent effects of scattering atmospheres 
on X-ray pulsar pulse profiles. Astronomy and Astrophysics, 284:161-173, 1994. 

J.H. Swank. Observations of type I bursts from neutron stars. In S.S. Holt and 
W.W. Zhang, editors, Cosmic Explosions, the 10th Annual October Astrophysics 
Conference, Maryland, October 11-13 1999, AIP Conf. 522, Woodbury NY, 2000. 
AIP. 

L. Titarchuk. Generalized Comptonization models and application to the recent 
high-energy observations. Astrophysical Journal, 434:570-586, 1994. 

L. Titarchuk, A. Mastichiadis, and N. D. Kylafis. Spherical accretion onto neutron 
stars and black holes. Astronomy and Astrophysics Supplements, 120:171-174, 
1996. 

U. Torkelsson. Magnetic torques between accretion discs and stars. Monthly Notices 
of the Royal Astronomical Society, 298:L55-L59, 1998. 



152 	 BIBLIOGRAPHY 

A. Valinia and F. E. Marshall. RXTE measurement of the diffuse X-ray emission 
from the galactic ridge: Implications for the energetics of the interstellar medium. 
Astrophysical Journal, 505:134-147, 1998. 

M. van der Klis. Millisecond oscillations in X-ray binaries. Annual Reviews of 
Astronomy & Astrophysics, 38:717-760, 2000. 

Y. M. Wang and G. L. Welter. An analysis of the pulse profiles of the binary X-ray 
pulsars. Astronomy and Astrophysics, 102:97-108, 1981. 

B. Warner. Cataclysmic Variable Stars. Cambridge University Press, Cambridge, 
1st edition, 1995. 

M. C. Weisskopf. The Chandra X-ray Observatory (CXO). In Proceedings, NATO 
Advanced Study Institute, Crete, Greece, 7-18 June, 1999. 

• N. E. White, F. Nagase, and A. N. Parmar. The properties of X-ray binaries. In 
Lewin et al. (1995), pages 1-57. 

N. E. White, J. H. Swank, and S. S. Holt. Accretion powered X-ray pulsars. Astro-
physical Journal, 270:711-734, 1983. 

S. N. Zhang, B. A. Harmon, G. J. Fishman, and W. S. Paciesas. Hard X-ray all-sky 
imaging with BATSE/CGRO. Experimental Astronomy, 6:57-62, 1995. 


