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Summ;iry

Information on the life cycle and associaﬁons of the mountain pinhole borer,
- Platypus subgranosus Schedl (Coleoptera : Curculionidae Platypodinae) is reviewed.
Existing unpubvlished'data combined with data collected in this study are used to
provide quantitative descriptions of aspects of P.subgran'osus biolbgy.

The within-tree spatial pattem of attack was found to be highly aggregated both
at high and low density of attack. Aggregation was very high .a:ound host btissue
infected with the pathogenic fungus Chalara australis Walker and Kiie. A minimum
spacing between pinholes of approximately one centimetre was indicated but densities
were not sufﬁciently' high for this to result in spatial regularity.

 Use of larval head capsule width énd body length in a non-hierarchical
classification proéedure ‘confirmed the presénce of five instars. Initial oviposition
occurred when the gallery ranged between 5 and 25cm in length. The natality rz-ite, at -
initial oviposition was roughly one‘ egg per centimetre beyond an initial length of 4cm._
Initial oviposition in galleries establishé,d in the late summer/aUturﬁn period occurred at
roughly the samevdate ﬁespective of establishment date. This was paralleled by a faster -»
rate of gallery development 'for_ autumn compared to late summer e,sta_blishment.
Timing of emergence exhibited an analogous trénd to that of initial oviposition. It is
posuﬂatcd that these trends as well as a trend for emcrgence and subseqilent vgallery
establishment to occur less commonly in spring/early summer than late summer/autumn
are a response to hlgh mortality of eggs and early instars in summer from desiccation.

For a sample of galleries estabhshed in the late summer/autumn period, mmal
oviposition occurred in winter one to eight months after gallery establishment with eggs

usually laid in a batch with median size of seven. First to third instars appeared through

x1ii



the following spring and early summer with fourth and final instars appearing in
summer and subsequently the final instar_bfedominating through winter until pupation
in the following spring. Emergence began in early summer.

A new model of insect phenology based on conditional probabilities is
developed and compared to existing ordinal regression and gamma entry time modeis.

The sex ratio of emergents over the population is very close to unity but
individual galleries can deviate markedly from this with an excess of either sex. The
mean.number of emergents per gallery was 19.7 with a maximum of 92. The gallery
failure rate was 8% but negligible mortality of immature stages was observed.

o Development time ranged from teh months to two years depending on the
timing of gallery establishment as predicted by the lineér day-degree model. Threshold
temperature for develo'pment. and total day-degrees above this threshold from ga.llery
vestablishment to emergence, DD, were estimated from field data at 11°C and a mean of
DD, of 4047 respectively. A new estimation procedure based on meximum likelihood.
is developed to estimate the parameters of the day-degr_ee model und_er ambient
temperatures. Both gamma and inverse normal d1stnbut10ns were found to adequately
describe the empirical distribution of DDy;. Only for the gamma, though, was the
estimation algorithm successful. |

The unphcatlons of P subgranosus biology for ramforest ecology and

management are d1scussed

Xiv



1. INTRODUCTION
Platypus subgranosus Schedl (Coleoptera: Curculionidae: Platypodinae) is a
small- brown cylindrical beetle commonly called the mountain pinhole borer. It is about
4mm long and Imm in diameter and is typical of the _'platypodid beetles in shape and its
habit of boring a system of itunnels, called a gallery, in the wood of trees or logs énd
introducing, feeding on, and rearing its brood on symbiotic (ambrosfa) fungi which
grow on the gallery walls. P.subgranosus bclongs to the group of Coledptera classified
- by this habit as ambrosia beetles. P subgranosus ai)pears to bé endenﬁc to Australia
where it is common in the cool temperate rainforests of Tasmania and the Victorian
cenﬁal highlands. Its main host tree is myrtle beech, Nothofagus cunninghamii Oerst. It
is similar in appearance and habits to other spgcies of platypodid beetles, P.apicalis
.White, P.grﬁcilis' Broun and P.caviceps Broun (Milligan 1979), which attack
'Nothofagus spp. in cool temperate rainforests in New Zealand. v |
| P._subgranosus was first described by Schedl (1936) from specimens contained
" in the Soutthl_lst'ralian Museum. The specimens examined by Schedl were collected
from Waratah, Tasmania (Lea and Carter) (A.Simson collection) and from the Dividing
Rangé, Queensland (Blackbum collection). Apart from the above Queensland collection
P.subgranosus has only been recorded in or near temperate rainforests in Tasmania and
Victoria. The first mvestigatiohé of the biol’ogy of P.subgranosus. were carried out by
Hogan (1944,1948) in Victoria. Hogan (1948) descn'Bed ihe immature stages, life
history and habits, techniqués fdr insectary rearing and observations on symbionts,
parasites and predators of P.subgranosus. Webb (1945) identified. the fungus
Leptographium lundbergia from P.subgranosus gallery walls. After Hogan's work no
other published studies on P.subgfanosus have been found by the author until Howard
(1.973) gave the first report on a wilt disease affecting N .cunniﬁghamii in Tasmania and
observed that dying trees were attacked by an ambrosia beetle, Platypus sp., and had

extensive discoloration of the stem sapwood. The wilt disease was given the colloquial



name 'myrtle wilt'. Elliott ez al. (1983) established the important role ethanol plays as a
primary attractant and boring stimulant for P.subgranosus. They established that '
ethanol is the major volatile produced by fermentation of logs under anokic conditions.
Later work has concentrated on the relationship between attack by P.subgranosus,
myrtle wilt and infection of‘ N.cunninghamii by the pathogenic hyphomycete Chalara
australis Walker and Kile, a vascular stain disease, which has been identified as the
cause of 'myrtie wilt' (Kile and Walker 1987, Kile and Hall 1988, Kile 1989, Kile et al.
1990a). | ” |
Death of N.cunninghamii due to myrtle wilt is virtually synonymous with attack
by P.subgranosus (Elliott et al. 1987). .Elliott et al. (1987) carried out an éxtensive
survey of the incidence of P.subgranosus attack on N.cunninghamii in rainforests
undisturbed by fire, roading or logging in Tasmania. They found that the cumulative
death of N.cunninghamii, ‘where the time since death was judged by_the. ainouﬁt of dead
| foliage or fine branches remaining, ranged from 9 to 53% of the ‘stand stocking with an-
average of 24.6% for the 20 sites surveyed. The average annual death rate was
estimated to be 2.4 trees ha-1 or 1.6% of li\./e trees. The incidencé__of attack was not
found to be strongly related to stand or site variables with tﬁe exception of altitude
where incidence decreased with increasing altitude and they ‘suggested this relatiohship
was determined by the effect of temperature on development of both P.subgranosus
and C.dustralis. A&acked trees were also found to be clumped which was hypothesised
to be the result of either or both of (i) the spread of C.australis via root grafts rendering
freshly infected trees highly attractive to attack and (ii) the close proximity of a tree to
-a source of emerging beetles. |
The possibility that P.subgranosus is a véctor of C.australis rather than sirnpl-y a
secondary factor attacking trees already infected by C.australis was investigated by

Kile and Hall (1988). Their work indicated that infectidn by C.australis is not primarily

. due to vectoring by P.subgranosus. The adult beetles were rarely found to be carrying



spores of C.australis and the fact that the saprophyti_c survival of the fungus is
considerably shorter than the beetles- life. cycle suggested that emergent adults £pom
infected trees would not be a souree of infection for newly attacked trees.
P.subgranosus is more probably. (Kile et al. 1990a) an indirect .source of infection
through frass contammated with conidia (K.lle and Hall 1988) created by gallery
excavations in infected tissue of live trees, producing aLr- or water-bome inoculum.
This inoculum then enters the tree through wounds which in some cases could be
pinholes produced by initial P.subgranosus attack. Another source of air- and
water-borne inoculum are the conidia from mycelial felts on the bark of infected trees
or other wood surfaces (K11e et al. 1990a). Wound infection can occur without beetle
attack (Kile et al. 1990a) and the most likely cause of between—tree disease foci is
wound infection, apparently without beetle attack, via air- and water-bome inoculum.
- Local spread is then likely to be due to below-ground spread via root grafting or attack
by P. subgranosus (Kile et al. 1990a) The relative lmportance of P.subgranosus in the
etiology of myrtle wilt is still unclear. As well as contributing to disease spread by the
creation of tree wonnds (pinholes) and liberation of infected host tﬁsue (frass) Kile et
al. (1990a) consider it likely that the development of P.sﬁbgranosus galleries promotes
within-tree spread of C .australis. The importance of P.subgranosus probably depends
most on the relative impoﬁancé of infected.fr.ass as a source of air- and water-bome
inoculum. Kile et al (1990a) reported limited initial research by Kile showmg that a
summer peak in inoculum levels is indicated which corresponds to the peak in frass
production by adults and final mstar larvae (Hogan 1948). On the other hand,
sporulating felts are produced most abundantly in the autumn-winter period.
P.subgranosus adult ﬁass is fibrous while that of the final instar larva is fine and
granular (ﬁogan 1948) and whether this difference has any effect on the role of frass as
a source of inoculum is yet to be investigated. However both types of frass, when

produced more than approximately 2 years after tree death, have an infected proportion



decreasing to zero with time (Kile and Hall 1988).

P.subgranosus is the most important insect pest of Tasmania's rainforests (Elliott
and deLittle 1984). The impact of myrtle wilt on rainforest adj;:\cent to recent
disturbances can be severe and the importance of P.subgranosus in the écology and.
management of these forests is considerably increased if it contributes signiﬁéantly to
the spread of myrtl_e wilt. Kile et al. (1990a) in a survey of myrtle wilt using a line
- transect running perpendicular to a recéntly developed road in north-east Tasmania

found that the. incidence of myrtle wilt decreased significantly from about 70% at. the
roadside down to a 'background level’ (i.e. that in the undisturbed fo_rest) of about 5% at
a distance of 500m or more from the road (Kile et al. 1990a). | |

:.Apart from its relationship with N.cunninghamii and myrtle wilt, P .subgranosus
is also economically irnpdrtant as a bb_rer of freshly cut logs on landings and
marshalling yards in or 'mear rainforests. Logs cut from eucalypts, radiafapin’e and
rainforest species are all susceptible to attack (Elliott and deLitﬂe .1984) which can
result in the degrade Qf valuable saw and veneer logs.

Currently Tasrh_ania's rainforests areb hot managed on a 1érge scale for timber
production and a moratorium on logging in rainforests is currently in force (Hickey and
Felton 1987). Rainforests speéies forming an understorey to old-growth eucalypts are,
however, logged in normal clearfall operations of the 'eucalypt’ovefstorey. In any future
management of cbmmércial rainforest ' (Hickey and 'Feltdn 1987) (i.e. rainforest
allocated primarily fof wood production) harvesting operaﬁons and silvicultural '
treatment of stands, such as thinning stands of pole sized myrtle to allow vproduction of
~ sawlogs under rotations of around 100 years (Hickey and Felton 1987), will need to
take into account the impact of C.austfalis/P.subgranosus on the residual stand's health.
Also where fainforeét is managed fdr nature coﬁservation or recreation the health and
appearance of stands will be affected by disturbances such as fires, roading, Walking

trails etc. increasing the incidence of myrtle wilt.



In view of the importance of P.subgranosus from both an ecological and
economic point of view, the lack of quantitative information on its life cycle,
particularly the immature stages, and the large amount of uncollated data collected
previously by the Forestry Commis.sion, this study was instigated to provide a
comprehensive account of the basic biology of P.subgranosus in Tasmania by new field
investigations and collation of existing data. Because of the nature and eﬁvﬁoment of
VP.subgranosus biology,v data collection was restﬁcted té the field since laboratory
experimentation was impraétical given the available time and equipment.

It was also intended that mathematical models be developed from these data for
a number of reasons. First, to summarise the data to allow trends and features of
P .subgranosus biology to be more easily seen; second, to provide, in some. cases, a
~ framework for hypothesis testing;_ and third, to provide models that can be incorporated
in an overall sirnulationfprediction system of population thamics. In the course of
modelling the data in this study new techniques were developed to (i) model data on
insect phenology and (ii) estimate‘_the parameteré of. the linear day-degree model of
d¢velopment from field data. Also, generalised linear models (McCullagh ahd Nelderv‘
1983) were used exténsively because of vthe. nature of the data which was ofteﬁ in the
form of counts or proportions and an appendix is included giving a brief introduction to
the theory of generalised linear models which emphasises _their applicatioh in this
study. Apart from the above cases, the statistical/mathematical teéhniques and models
used are, for brevity, not descﬂbéd in general but instead aré described as the '.results of
their use are reported.

The other main organi_s_ational feature of this thesis is in Section 2 where a
general description of P.subgranosus biology is given. This description is based on
previously published work as well as the findings of this study. It therefore provides av
more detailed summary of the results of this study than is given in the main summary

and is useful for readers who do not wish to read through the detail of later sections.



Also results of this study which are more observational than quantitative in nature are

given in Section 2.



2. GENERAL DESCRIPTION OF P.SUBGRANOSUS BIOLOGY
2.1 HOST TREES

The primary host tree of P.subgranosus is myrtle beech (N.cunninghamii) and
apparently healthy trees of this species can be successfully colonised by the beetle.
Damage, stress, fire scorch or close proximity to disturbances such as roading make
myrtle beech more susceptiblé to- attack by P.subgranosus. Trees smaller than 100mm
diameter are not usually_ attacked unless damagcd or .ﬁrc-scorche_d. As well as
N;cunninghamii, live but damaged or _flre;scc_)rched spec.:imensb of temperéte_ rainforest
species leatherwood, Eucryphia lucida (Labill) Baill., sassafras, .Atherosperina
moschatum- Labill., celery top pine, Phyllocladus aspleniifolius (Labill.) Hook.f., and
horizontal, Anodopetalum biglandulosum A Cunn. ex Hook f., can also be attacked and
galleries successfully established (Elliott and deLittle 1984) although brood production
from these other rainforest species is not knov?n. Apart from N.cunninghamii these
- species rarely die after attack by P.subgranosus and this can be attributed to the fact '
that only N.cﬁnninghar_nii is naturally susceptible to the pathogenic fungus C.australis
which produces 'myrtle wilt' and is closely associated with attack by P.subgranasué
(Elliott et al. 1987, Kile and Walker 1987, Kile énd Hall 1988). Hogan (1948) lists
eucalypt species E.regnans. F.Mﬁcll., E delegatensis (gigantea) RBaker, E.o'bliqud
L'Her. .ahd, E.cypellocarpa (goniocalyx) L.Johnson as somceé of ' emergent
P .subgranosus although the conditions under which these species were attacked was not
stated. However, from the title of his work it 1s probable that his work was confined to
attack on fire-killed or scorched eucalypts. Unhealthy. radiata pine (P.inus radiata
D.Don) is also attacked by P.subgrqnosus (Elliott and deLittle 1984). Even sawn timber
and edgings of Huon pine [Lagﬁrostrobus Jranklinii (Hook f.) C.J.Quinnj‘,’ a species
which is noted forv its resistance to insect attaék, can be attacked. Attack of freshly
sawn timber does not result in successful brood production because the timber dries out

relatively quickly compared to the length of the life cycle, resulting in the desiccation



of eggs and larvae before new adults can be produced »(Ellio-tt and deLittle 1984).
2.2 DESCRIPTION
2.2.1 Aduits
The adults have the typical é_longate cylindrical form of platypodids with the
femalé slightly longer than the male. The length and diameter of the adults is roughly
4mm and 1mm respectively (Fig 2.1). The sexes are dimorphic with the most obvious
~ difference béing the size and sculpturing of the elytra. In the male the eiytral declivity
-forms an abrupt angle with the elytral disc (Fig 2.2a) while in the female the elytral
' declivity is feeﬁly convex and perpendicularly aplanate at the apex of the elytra (Fig
2.2b). This differencé bétween the sexes is easily discemable with the naked eye vand
can be used to sex individuals ‘in the field. In the male the elytral declivity is densely
| covered with yellow setae while setae are much less dense on the apex of the elytra in
the female. The elytra of the female is uniformly dark brown while for the male it is
. dark brown at the apei and light brown at the base. In both sexes the pronc‘)tum’ is light -
brown whiie .the légs are light brown to yellowish in colour. Hogan (1948) provides
details of adult morphology and a full description of the- adults is bgiven by
Schedl (1936). - |
2.2.2 Immature stages .

The eggs are featureless, oval, elongaté and glistening white (Fig 2.3). They are
roughly 0.7mm long and 0.4mm wide and are covered with a slightly sticky secretion
which causes them to adhere to dne another and to tﬁe géllery walls. Unless kept in air
of high humidity they collapse within a few hours (Hlogan 1948).

The larvae are apodous being legless and generally white with later instars
white to creamy coloured. There are five instars in’ all (Hogan 1948, Section 5.1 this

“study). The mouthparts of the 1st instar are visible within the égg just prior to hatching.
When freshly hatched the lst instar is a translucent white colour becoming more

opaque white with time. It is about the size of the egg with a head capsule width of



( 2mm )
FIG 2.1(a) Platypus subgranosus adult male, dorsal view.

( _ )

FIG 2.1(b) Platypus subgranosus adult female, dorsal view.



10

( e )

FIG 2.2(a) Platypus subgranosus adult male, lateral view.

( . 2mm )

FIG 2.2(b) Platypus subgranosus adult female, lateral view.
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( 500pm )

FIG 2.3 Platypus subgranosus egg

( SOOpm )

FIG 2.4  Platypus subgranosus first instar larva, ventral
view.
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around 0.36mm and it is roughly oval shaped and dorsd-ventrally flattened with a
lateral row of fleshy protuberances on either side of the body on the epipleurae
(Fig 2.4). These profuberances increase in size towards the posteriorvof the body and
each containe a single seta. The protuberances and »setae_ are presumably an aid to
locomotion within the tunnels. |
The second instar is also dorso-ventrally ﬂattened but the body is more
pear-shaped narrowing towaxds the head. The fleshy protuberances are not as obvious
as for the 1st instar and the body is slightly longer (0.8 to 1.7mm) with a head capsule
width of approxunately 0.44mm. | .
The thud instar loses the flattened pear-shape and takes on the cigar shape of
this and later instars with the eplpleu:al proturberances further reduced. The prothoracic
segmerit and an abrupt narrowing of the last few abdominal segments are now obvious
in this and later instars (Fig 2.5). The third instar is 1 to 3mm long with a head capsule
width of approximately 0.6mm. | |
" The fourth instar is longer than the third (2 to 4mm) and is more of a bent cigar
shape with a head capsule width of approxilnateiy 0.83mm. The four‘th and fifth instars
are very similar except for one main distinguishing feature. The fifth instar has a row
- of 4 chitinous loops on the dorsal surface of the prothoracic segment (Fig 2.6) which is
absent in the fourtﬁ irisfar. These loops (‘Fig 2.7a) consist of back-pointing bristles
" (Hogan 1948) which are obviously aids to locomotion in the galleries and a means of
| gaining purchase on the tunnel walls while boring. The larvae although appearing, to
the naked eye, to have a smooth surface are actually covered with setae and bristles
(Fig 2.7b). Ocelli are absent and the antennae have been reduced to vestiges (Fig 2.7b).
The full grown larva is between 5 and 6mm long with a head capsule width of
approximately 0.96mm. The pupa are exarate ahd ivory white grading to a cream

colour with mouthparts and elytra becomihg_more sclerotised with age.
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( 1mm )

FIG 2.5 Platypus subgranosus third larval instar
latero—ventral view.

( 2mm )

FIG 2.6  Platypus subgranosus final instar larva, dorsal
view.



( 500pm )

FIG 2.7(a) -PIatypus subgranosus final instar larva,
dorsal view of head capsule and prothoracic
segment showing chitinous loops.

( 500pm )

FIG 2.7(b) Platypus subgranosus final instar larva,
lateral view of head capsule.
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2. 3 LIFE HISTORY AND HABITS
2. 3 1 Timing of adult emergence and ﬂJght
Emergence in Tasmania can begin as early as September and continue through

until about April although a small number of individuals can be observed in the winter
months. Most emergence occufs in the summer between January and March although
the peak month vaﬁes from year to year (Section 6.3). There -appear to be no definite
brood flights. A similar tirning was reported by Hogan (1948) for the Central Highlands
of Victdria. Flight of botﬁ males and females is weak and slow and occurs on sunhy
days with few individuals observed when conditions are cold or wet. Males generally
emerge in the late moming and afternoon of suitable days while females emerge in
morning and are less reédily trapped in flight (Hogan 1948, Section 6.7 this study). The
' males- alight first on susceptible wqbd and are more commonly seen than females which
are usually inside the woed before midday.

2.3.2 Host selection, density and pattem of attack

The density of attack on logs and trees has been observed on localised areas of

the surface at up to 22 per 100cm? (Slade 1978) and over larger areas at 420 per m?
(Section 4.1). Suscéptible wood varies gréatly in its attractiveness to aﬁack. Elliott et
dl. (1983) demonstrated that ethanol can act as an attractant and boring stimulant .on
vigorous, uninfested trees which wbuld not normally be attacked. They also identified
ethanol as a naturally produced volatile in soaked myrtle beech logs. As mentioned
above, N.cunninghamii is the most susceptible species in that appaxently healthy trees
are attacked which is probably a consequence of this species natural susceptibility to
infection by the C.australis fungus (Kile and Walker 1987, Kile 1989) and th¢ fact that
trees infected by C.australis are rendered highly attractive to a P.subgranosus (Kile et
al. 1990b, Section 4.2.1 th1s study). The within-tree pattern of attack appears to be
aggregated at both low and high densities. Aggregation of attack is particularly intense

around tissue infected by C.australis. A minimum spacing between galleries of roughly
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one centimetre is suggested by this study (Section 4.2.1).
233 Construction of the gallery and development of immature stages
The initial entry point in'the wood is made by the male which bores a hole

roughly 1.5mm in diameter and 10mm deep in a few hours. The male then waits within
the tunnel at its entrance for the arrival of a female Which alights on the log and
‘searches for a tunnel ‘occupied by a male only. Pheromonesl are apparently emitted by
‘the male attracting the female which moves directly from male to male without any
random seaxching'in between (Hogan 1948). The male then leaves the tunnel briefly to
allow the female to enter and copulation occurs within the tunnel. Copulation on the
surface has been observed occasionally (Hogan 1948). The species is monogameus aﬁd
the parent beetles remain in the gallery uﬁtil they die, the fnale only coming out of the-
tunnel temporarily to allow the next generation of adults to emerge.

| The female takes over the development of the gallery while the male stays near
the entranee of the tunnel clearing out frass generated by the female. Some unmated
males were observed in this study in the spring following galIe;y initiation to have -
developed the gé]lery up tb a length of about 8cm; A sifnilar habit-is documented for
P.apicalis by Milligan (1979). The adult frass is ﬁbrous while that of the final instar
larva is fine and granular so that the type of frass expelled can be used to identify the
activity within the gallery. The gauery consisting of the initial tunnel is extended
radially across the grain and then tang.e.ntiallyv along the sapwood/heartwood boundary
until it reaches roughly 5 to 25cm in length at which time initial oviposiiion occurs
(Fig 2.8a) (Section 5.2). At this stage, which takes between roughly 40 and 250 days
from gallery establishment (Section 5.3), eggs are laid singly or more commonly in
bafches. Hogan (1948) gives an upper limit of 6 for the size of these batches but in this
study single batches of between 10 and 16 were common and one group of 27 eggs was
observed. The meah (standard deviation in brackets) of the number of eggs laid and

length of | gallery at initial oviposition was observed in this study to be 8.4 (6.6) and
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(a)

I2m iR
0

FIG 2.8 Example of gallery development after (a) 76
(b) 322 (c) 311 (d) 632 days: (No.)E - number of
eggs, Il to IS larval instars (e) pupal cells
running parallel to the wood grain. -
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12.1cm (3.9cm) respectively (Section 5.2). Slade (1978) recorded a maximum of 23
~ and minimum of 6 eggsiper batch. The m_1mber of eggs laid in thls initial oviposition is
dependent on the length of the tunnel at a rate of roughly one egg for every centimetre
beyond an initial length of 4cm (Section 5.2). The rate of gallery development_ for this
initial section excavated by the aclults ranges from roughly one centimetre for every 10
to 20 days. Attack late in the summer resulted in a slower rate than attack in autumn
(Section 5.2). Earlier attack, however, was not found to produce a different length of
gallery or number of eggs laid at_initial oviposition. This trend was reflected in timing
of emergence discussed later, where lete summer att}ack,b within the late summer/autumn
period; did not resﬁlt in first brood emergence, on average, any earlier than autumn
~-attack. The explanation for this trend could be that oviposition is delayed until winter
to minimise mortahty of egg and early instar larvae due to desiccation.

Ovrposrtron continues throughout the development of the gallery so that eggs
can be found along with pupae and brood adults in the same gallery. These new adults
must emerge arrd establish new g;rlleries to begin the next brood so that generations can
overlap across but not within galleries.

After initial_ oviposition the female, in nrost cases, does no. further excavation of
the gallery as evidenced' externally by e long period when no adult ﬁass is produced. In -
some cases, after an inltial betch of eggs is laid the female extends the same
unbranched tunnel one or two centimetres and may lay a second batch of eggs.
_ Mlhgan (1979) reports that for New Zealand Platypus spp. after the initial batch of |
eggs is laid, the female excavates a branch off the main tunnel at its curvature and
running again tangentially to the sapwood/heartwood boundary brlt in ’tlre opposite
direction and then lays a second batch of eggs at the end of this branch before ceasing
further gallery extensions. This habit was not observed for P.subgranosus in this study
and the only bran(_:hesvto the main tunnel were found when final instar larvae were

present. The larval instars develop within the initial section of gallery (Fig 2.8b) until
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~ the final instar begins excavating tunnels branching from, and extending the main
tunnel (Fig 2.8c). The .variation in development rate of the gallery system and immature
stages can be seen in Fig 2.8(b,c) where th¢ two more develdped galleries in () were
established eleven days before that in (b) in logs from the same tree-and of similar siie
and position 6n the ground. |

Evidence of larval éxcavations is provided e)_ttemally by the fine granular frass -
which usually collects on the bark below the gallery entrance. The female continues to
lay eggs in the larval branches from, and extension to the original tunnel. During the
gallery development larvae and adults feed on the ambrosia fungi discussed later.

The pupal cells are excavafed by the final instar perpendicular to, and
alternately on one side and then the other (i.é. top and bottom in a standing tree) of the
tunnel with the long axis of thé pupal cell.running parallel to the grain of wood (Fig
. 2.8d). The larvae lie 'wi'th their head facing the tunnél from which the cell was
excavated with the entrance of the cell blocked with frass. | _

Roqghly half the total number of eggs are laid at initial oviposition which
occurs between late autﬁmn and the following spring roughly 1 .to 8 months after
- gallery establishment. Hogan (1948) describes oviposition as 6ccurring in the warmer
months ‘with eggs and ﬁnnianue larvae relatively rare in winter although he does not
say which stagesv are present in winter or qualify his observations with detail.on_the
time of gallery estabﬁshment. In this study (Sections 5.3 and 7.3), where gallery
establishment was in late sumrﬁer and autumn, the egg stage was the only stage found
in the first winter with early larval instars (1st to 3rd) appearing in the following spring,
the 4th and final instars appeaﬁng in the following summer and the final instar then the
main over-wintering stage until pupation in t‘he second summer after galléry
establishment (Fig 2.9). For galleries established in early summer (Nov-De.c) which can |
result in first brood emergence in the following summer (Section 7.4), the main

over-wintering larval instar, assuming summer oviposition allows larvae to have
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Spring/early summer attack to 1st brood emergence
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1st to 4th instar larvae

final instar larvae
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late summer/autumn attack to lst brood emergence
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Ist to 4th instar larvae

final instar larvae

pupae
adults

FIG 2.9 Life cycle'of P.subgranosus for each of spring/early

summer and late summer/autumn attack and gallery
establ ishment. '
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developed by winter, has not been documented. In fact the timing of appearance of all
immature stages in the case of spring/early summer attack and gallery establishment
Shown in Fig 2.9 is conjecture since no observations have been made for this case in
this study. However, this description for one year development fits in well with Hbgan's
description above. |

The diﬁ'eréncc in timing of the occurrence of the different immature stages,
including variability in the ovér-wintering stage, is largely a ﬁmctioﬁ of thé timing of
gallery establishment (e.g. early, mid or late summer) in that such timing deférmincs
. the accumulated temperature (day-degrees) that are available for development before
winter when development slows down or ceases. No studies have been undertaken to
establish the thermal requirements for development of each life stage separately largely
because .labotatory stu@ies are not feasible with wood boring insects such as
P..fubgranosu;s. However; in this study (Section 7.3) an estimate of the lower threshold
temperature and day-degrees above this threshold required for 'development from
ga]iery establishment' to eniergence of the first brood was 6btained using two sets of
emergence data, in one case with emergence after a single year and the other, after two
years (see below). | |

2.3.4 Length of Life Cycle

| First emérgence for a v'gallery usually begins in the second summer after gallery |
establishment although first emergence after as little as 10 months has been observed
(Hogan 1948, Section 7.4.1 thls study). The time taken to develop depends principally
on'thé temperature individuals are exposed to. Using the simple day-degree model a
lower threshold temperature for development was estimated to be roughly 11°C.
‘Thermal requirements from gallery establishment to emergence and oviposition to
emérgence were estiméted at approximately .4000 and 3400 day-degrees above 11°C

respectively (Section 7.4). These estimates were based on ambient air temperatures
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under the forest canopy and microsite variation such as direct exposure of gallery
entrance to sunlight, aspect, topography, log or tree diameter and moisture content will
all result in variability in the temperature individuals are exposed to. >Also the timing of
oviposition will affect the accumulated temperature exposure and as discussed abbve
early summer gallery establishment is more likely to result in the first emergehce

occurring in the next summer. Emergence from the same galléry ilsually continues.. in
the 3rd and 4th summer if attacked material does not dry 6ut or is not overtaken by -
wood rot fungi. In this study (Section 6.5) 63% of total emergence occurred in the first
summer of emergence (i.e. second summer after attack) with 36% and 1% occuring in.
the following two seasons respectively. Very similar observations on emergence of
P.apicalis and P.caviceps are described by Milligan (1979).

Interestingly, the observation that the timing of gallery establishment, when this
occurs in late surrimer/éutumn, does not affect the timing of initial oviposition.
', mentioned above wés also found to hold for emergence. Of the galleries _established in
late sumer/aum, those cstablished early in this period did not produce emergence
any earlier on average than those established late (Section 7.5). However, galleries
esfablished ‘in early surhme_r produced emergénce in the following summer (Section
7.3). Why early summef gallery establishment produces emergencé after one year and
~ establishment in late summer/autumn two years is explained in terms of the thermal
requirements for development of P.subgranosus (Section 7.3).

| For spring/early summer attack and galiefy establishment to result in emergence
in the following year initial oviposition presumably occmé in summer (Fig 2.9).
However, the observation that such early attack occu;rs mucﬁ less often than late
summer/autumn att.ack fits in with the hypothesis that summer Qviposition involves
higher risk of egg and early instar larvae mortality due to desiccation. This
disadvantage is offset to a degree by the reproductive advantagevvof producing brood

~ adults in one rather than two years.
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2.3.5 Number and sex ratio of ether'gents

The average number of emergents per gallery over the life of the gallery, which
is usually thrée years (see above), was roughly 20 with a median of 15 and mlmmum of
one and maximum of 92 (Section 6.1). The above average is very similar to that-
observed for P.caviceps emerging from Nothofagus in New Zealand by Holloway
- (W.A. Holloway, Forest Research Institute, unpublished data) who obtained an average
“of 21.4. The frequency distribution of total emergents per gallery is reverse J-shaped
and not bell-shaped (Section 6.1) so that a small numbér of very productive galleries
are responsible for the bulk of the pop_ulatioh. A similar situation occurs for Platypﬁs
spp. in New Zealand (Milligan 1979). |

Elliott et al. (1983) reported thainjng 11000 emergent P.subgranosus in a
single summer from a 12 metre log of 60cm diameter which is equivalent to 900 per
metré or 486 per m2 of lbg surface. With a mean emergence of 20.per géllg’:ry, 11000
emergents equates to roughly 24 successful galleries per m2. This vis a low number of -
atiécké per m2 compared to some of the attacked. material obtained in this study
~ (Section 4.1). |
| The sex ratio is very close to one over the population although there is
considerable heterogeneity between galleries in the sex ratio bdth significantly less than
and greater than one. The most extreme case being a gallery which produced 41 males
and only 14 females.. There was é slight trend for males to predominant in the first
.week or two of emergencé wi_th females catching up by the end of the summer (Section
6.2). A similar trend was observed by Milligan (1979) for P.gracilis where 70% of
emergents were male in the first two weeks of the flight season; the correspbnding
figure for P.subgranosus was 62% in the first 5 days and 53% in the first le days after

emergence commenced for the gallery.
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2.4 Symbionts
Platypodid beetles are called ambrosia beetles because of their habit of

cultivating and feeding on ambrosia fungi (xylomycetophagy) which grow on the
gallery walls obtaining nutrients and moisture from the wood. Hogan (1948) cites -
evidenge that the frass from gallery excavations is not ingested by the beetle. In
particular (a) in freshly opened galleries wood particles can occasionally be seen
between the wall of the gallery and the abdomen of the female being passed back
beneath the body; (b) in making the original entry the male passes wood particles out
beneath the abdomen; (c) the frass ejected shows no evidence of maceration as would
be the case if passed through the gut of the insect; and (d) against the possibility of
only a portiOﬂ of the wood being consumed is the fact that beetles go for prolonged
periods, often six months or more without boring, and subsistence is evidently provided
from sixbstances within the_gallery over this period. Further to these observations the
author has observed, under a stereo light microscope in a freshly opened gallery, an
adult P.Subgranosus browsiﬁg, unperturbed, on the dark bréwn fungi attached to the
gallery walls. _

When freshly excavéted the galleries sbon develop a semi-traﬁsluccnt shining
| coating identified by Hogan (1948) and Mﬂigan (1979) in the case of the New anlahd
Platypus spp. as yeasts. As the gallery section ages the yeasts are replaced with dark
coloured fungi (Hogan 1948', Milligan 1979) identified by Webb (1945) in
P.subgraﬁosus gallerieé as Leptdgraphium iundbergia Lagerberg et Melin . Kile and
Héll (1988) consistently isolated Hormoascus platypodis (Baker & Kreger—van.Rij) von
Arx and Raffaelea sp. from both the beetles and gallery walls and a species tentatively
ide.ntiﬁed as a Leptographium sp. in galleries from N.cunninghamii which had béen
dead for two or more years (theif disease categories 4-6). They found that scrapings
from the light and moderately dark coloured gallery waﬂé commonly contained

conidiophores of H.platypodis and Raffaelea sp. while those from dark coloured walls
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congisted of isolated conidiophqres, conidia, hyphae, comminuted wood and
amorphous debris. |

The importarice of these and other fungii isolated by Kile and Walker (1987) aé
P.subgrahosus symbionts is not fully known but it appears that H.platypodis and
Raffaelea sp a.reb probably the main symbionts. Many mﬂbrosia beetles, such as
P.apicalis and P.gracilis (Milligan 1979), carry their symbiotic fungi in specialised
organs called mycangia which can be minute pits on the rear half of the_ prothorax
(Francke-Grossmann 1967). However, Kile and Hall (1988) found no such Specialised'
organs using scanning electron microscoby. Superficial pits .on the pronotum were
discounted as candidate mycetangia by Kile and Hall (1988) and they found that there
were evidently no structural modifications or regular fungal deposits in other potential
mycetangial éreas such as coxal cavities, integumentary folds and the buccal cavity.
Kile and Hal_l (1988) concluded t_;haf P .subgranosus carried} the inoculum of the
symbiotic associates largely on the dorsal cuticle of the body or possibly in mouthparts.
2.5 Predators and parasites |

P.subgranosus appears to be largely free of major predators and parasites. This
is partly due to the habit of the male of staying close to the gallery entrance with it's
abdomen pointing outwards therefore providing an effective barrier to predators
' attemptillg to enter the gallery.
The bothriderid beetle Oxylaemus leae Grouvelle, which has recently been
- transferred to the gcnus Teredolaemus Sharp (Lawrence 1985), has been observed to
emerge from P.subgranosus galleries. Hoganv(1948) suggested that T.leae is a predator
of P.subgranosus but Lawrence (1985) suggests that the mouthparts of the larvae of
T.leae indicate a mycetophagous feeding habit (Pal and Lawrence 1986). This suggésts
that T.leae is an inquiline, feeding on the ambrosia fungi of P.subgranosﬁ&. Mass
emergence tents (Section 3.2) produced only 203 cmérgent T.leae compared to 27,227

. P.subgranosus é.lthough the bulk of the T.leae emerged in the 2nd and 3rd year of
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P._subgrano&us emergence and in these years was a higher percentage, ranging up fo
approximately 50%; of total emergence over the two species. No T.leae were found in
emergence cages placed over individual gallery entrances of in dissections of galleries
(Sections 3.1 'ahd 3.2). |
The buprestid beetle Nascioides quadrinotata Van de Poll has been collected in
small numbers frorh mass emergence tents containing N.cunninghamii- logs (Section
3.2) set up to obtain emergent P.subgranosus but it does not occupy.P.subgranosus
galleries. and therefore is ‘not associated directly with P.subgranosus (H.Eliott
pers.comm.). Morgan (1966) reported the biology and behaviour of the buprestid
' Nascioides enysi Sharp which attacks Nothofagus spp. in New Zealand. Morgan
associated -N.enysi with a wilt disease of its host Nothofagus, similar to myrtle wilt.
However, later work by Milligan (1972) .discounted the possibility'bof N.enysi causing
the wilt diseas.e. ' | '
Hogan (1948) reported the presence of a parasitic mite, ide»ntiﬁed as belonging
to the genus Schiebea OUDMS. of the Rhizbglyphidae, in P.subgranosus galleries. This
mite was a probl'err‘i.'for the insectary rearing of P.subgranosus when wood was taken -
from the field bwﬁe_re'P.subgranosus was vnumerous and had been eétablished over a
1ong time (Hogan 1948). In dissections of 381 galleries in this study (Section 3.1), a
smglc mite was found in each of two galleries and in both cases was parasitising the
.parent- female P.subgranosus. The mite .was not identified but it could be that
mentioned by Hogan (1948).
Parasitic nematodes have been recovered from dissécted P .subgranosus but ét
an incidence of only roughblyb 1% of the sample of ro’ﬁghlj 200 beetles (R.Bashfofd
pers.corﬁm.). Thesé nematodes have been sent for identification. Zervos '(1980)
desbribed a nematode, »Bispiculum inaequaie, pafasitising the three New Zealand
platypodid species. The incidence of parasitism was higher in the case of the New

. Zealand platypodids with around 50% of both males and females containing
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B.inaequale.

In this study (Section 3.1) three Specimens of the larva of the wingiess, cucujoid
beetle Hymaea succinifera Pascoe were found in P.subgranosus galleries. This larva
(Fig 2.10) was roughly 10mm long and 1.7mm wide and flattened dorso-ventrally.
When placed in a petri dish with live P.subgranosus final instar larvae it did not attack
and consume the larvae but cfawled over thefn harmlessly. Wheﬁ ieft overnight with
the larva one P.subgranosus larva was obsefved to be bleeding boc_lyv fluid but was still
alive. Although it was not possible to induce H.succinifera larvae to :feed they survived
for a long period, at least a month or more, in a petri dish kept at a constant
terhperature of 10°C aﬁd at -low humidity. A specimen of this larva was also observed
in the field crawling on one of the logs of N.cunninghamii sét up in this study (Section
3.1). It is possible that. thlS larva is a facultative predator 6f P.subgranosus in that it
opportunistically invades’ P.subgranosus galleries when the male dies and there is no |
longer any guard of the gallery entrance or when cracks in the log or tree allow
thanqé to exposed sections of the gallery. However, Dr. J.F. Lawreﬁce (CSIRO
Division of Entomoldgy) believes it is more likely that the H.succinifera larvae feed |
primarily .on fungi, perhaps the ambrosia'fungi (Lawrence pers. comm.). Dr. Lawrence
also obtained spechnené of these larvae (Lawrence pers. comm.) in addition to T.leae
larvae from dissections of P.subgranosus galleriesv in N.cunninghamii logs (Lawrence
1985). | -

The rate of gallery failure 6bserved in this stﬁdy due to either death of the
parents, an unmated male or an abandoned gallery was 8%. Mortality in the larval stage
was negligible and what little was observed could possibly be attributed to storage of

discs awaiting dissection in coolstore for, in some cases, up to a month (Section 3.1.2).




28

( s )

»

( 200um )

FIG 2.10(b) Mouthparts of H.succinifera larva, ventral view.
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3. MATERIALS AND METHODS

The data used for this thesis were obfained from a number of sources. Primarily
data were obtained from the author's own experimental material. Unpublished data
- collected by researchers from the Silvicultural Research and Development Division
(SILV) of the Forestry Commission, Tasmania (FC‘) and the Division of Forestry and |
Forest Products within CSIRO (DF&FP) were used with the kind permissidn of
" Dr.H.Elliott (SILV) émd Dr.G Kile (DF&FP).
3.1 Author's experimental material and methods
3.1.1 Study area, preparation of logs and attack

To provide information on the life cycle of P.subgranosus 9 healthy myrtle
(N.cunninghamii) trees from the Arve study area (Fig 3.1a) were felled and cut into -
logs on 24/ 1/1984. The vst'udy area corresponds rOughly to site 1 of Elliott iei al. (1987)
and is described in detail m Elliott et al. (1983). The site is at an altitude of 350 m with’
a ‘gently sloping south-easterly aspect. The vegetation consists of an overstorey of
mature eucalypts, E.bbliqua and E._regnaﬁs, with a rainforest understorey coﬁsisting"
primarily of N.cunninghamii, sassafras (A.moschatum), leatherwood (E.lucida), celery_
top pine (P. asplemzfollus) and horlzontal (A btglandulosum) The rainforest community
is described as thamnic using the classification of Jarman et al. (1984) |

The felled myrtles had diameters, over bark, at felled height ranging from 15 to
43 cms and exhibited no evidence of attack by P .subgranosus or symptoms of myrtle
wilt. The logs were arranged ina convenient way near where the tree had fallen. All
~ the logs except those from tree 8 lay under the canopy where the removal of thc subject :
tree had not drastically affected the light conditions. Tree 8 was located besxde the
Ai've Loop road (Fig 3.1b) so that the logs for this tree Qere exposed to a much greater
degfce than those from the othe.r subject trees. The logs obtained were of varying

lengths (Table 3.1) and each log was painted with HydrosealR on each cut face and
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FIG 3. 1(b) Section of Geeveston 1:25000 map (Tasmap 4822)
showing the Arve study area.
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' Table 3.1 Details of logs prepared for this study

Tree - Log? Diameter length surface attack
s.e. l.e. area density
(cm) over-bark (m) (100cm2) (No/m?2)
5 1 15.0 17.7 1.39 71.4 35.0
2 13.2 14.7 1.77 77.6 47.7
v 3 12.7 12.9 1.60 64.3 23.3
6 1 36.4 43.2 1.03 128.8 25.6
2 28.2 37.8 1.39 144 .1 35.4
3 27.9 - 28.2 1.36 119.9 65.1
4 27.7 28.6 1.29 114.1 48.2
5 17.7 27.5 1.46 103.7 94.5
6 24.2 25.8 1.38 108.4 79.4
7 16.7 17.2  1.37 73.0 39.8
8 15.3° 16.0 2.39 117.5 72.3
9 16.5 17.5 1.05 56.1 42.8
10 14.4 15.2 1.29 60.0 45.0
11 15.6 17.4 1.91 99.0 66.7
12 12.8 14.2 1.9 82.3 31.6
7 1 13.0 13.5 2.13 88.7 57.5
2 17.7  19.7 1.53 89.9 81.2
3 19.1 23.0 1.53 101.2 102.8
4 20.8 24.4 1.09 77 .4 56.9
5 13.7 17.9 1.63 80.9 13.6
6 26.5 33.0 0.87 81.3 16.0
8 1 33.5 35.0 0.92 99.0 77.8
2 29.6 32.0 1.13 109.3 87.8
3 28.6 29.2 2.04 185.2 -83.7
4 21.5  22.0 2.18 149.0 67.8
9 1 30.0 36.5 1.68 175.5 27.4
2 28.7 31.0 2.00 187.6 31.5
3 22.4 280 2.13 - 168.6 6.5
4 13.1 16.2 2.53 116.4 24.9
5 17.7 24.4 2.05 135.6 6.6
~a. Logs were cut from forks and larger branches as well as the main

"stem and were numbered on the ground after they were conveniently
organised so that log numbers do not necessarily represent an
ascending sequence up the tree stem. : -
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where any branches had been pruned off to prevent the. log drying out and splitting at
the ends. Each log was then labelled on each end using yellow spray paint with a tree
and log number. The yellow paint did hot induce P.subgranosus attack.

~ The logs were allowed to be atta_cked naturally by P.subgranosus and attéck
documented and labelled rdughly weekly from when they were felled until the last
labelling of attack on 7/5/84. }At each meaSurement date, galleries that had been
established since the last fnealtsurementb were labelled with Cplom’ed drawing pins placed
~ as close és possible to the entry hole without disturbihg the activity of the male. .The
~ first attacks occurred in the week prior to 9/2/84. Only logs from trées 5 to 9 had
sufficient numbers of galleries to be worthwhile studying and only logsvfrom these six
trees were used in this study. A thermohyd:ograph was placed in a Stcphenson screen
ldéated under the can'opy,!»midslope and in close proximity to the lbgs‘ from trees 5 énd
7. Traces were collected mostly weekly by Forestry Commission disﬁict staff. In all,
1673 galleﬁes were labelled for 10 measurement dafes. |
3.1.2 Destructive sampling of galleries
o For 5 sémpling occasions at roughly 2 weekly intervals from the establishment
of the logs until May 1984 a disc was cut from one or t§v0 logs which were selected in
an ad hoc manner. Between June 1984 and December 1985, the logs were rmdoﬁﬂy
sampled on 7 occasions. At each sampling occasion o_né Iog was sampled randomly
from each one of the 5 trees. A further random number was drziwn to determine
whether the disc was to be taken from eithér tﬁc small or large end of the log. The )
discs were roughly 15 to. 20 cm tthk After the disc was cut the face of the log was
péinted with Hydroseal. The discs were taken back to Hobait for dissection. Discs were
- split vertically along the grain using a hatchet, then sectioned horizontally using a
bandsaw and finally, segments of galleries were exposed using a chisel. Individual

galleries were tracked and their life stages collected up to and including the second last
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(11th) sampling occassien in May 1985. However, by the time of the last sampling

occasion in December 1985 the gaﬂeries were so well developed and involved so mahy
branches due to larval excavations that many branches overlapped‘or even merged with
branches frofn separate gallery systems. For this reason in a large number of cases it
was impossible to determine to which gaJlery an exposed eegrnent belonged. Ceﬁlbihed
with this was the task of keeping track of large numbers of slivers of wood and where
they belonged in the 3-dimensional 'jigSaw pi)zzle'. So for these discs all labelled -
galleries were recorded for the disc and all individuals of each life stage obtained by
dissecting the disc were recorde.d without tracking individual galleries. Discs awaiting
diésection were kept in a coolstore at 5°C. | |

Each gallery was given a code and as individual life stages were found they
‘were sexed in the case of 'adults and the diameter of the head cépsule was measured
traﬁsve.rsely' at its widest point for all larvae wifh the exception that»only a sample of
head cabsules were measured on the final instar. The 1ength of the larva was also
meaéured»Qhere possible (i.e. if tﬁe body had hot been damaged 1n the dissection of the
gaﬂery). Again ohly a sample of final instars were measured for bodyv lerigth.
| Measuremenfs were taken live by usihg a fine car_nel_ hair brush to hold down the larva.
An eyepiece micrometer on a stereo light microscope was used to make the
ﬁwasurements with ra maximum error of 0.04mm (x25 magnification scale) for early
‘and 0.083 (x12 magnification scale) for late instar larvae. To complement thev
individuals obtained above, the preserved specimens in the Forestry Commission
‘collection were measured for head capsule width and body length at the x50
magnification scale. There were 50 pfeserved specimens of which 30 were final insta.r‘
in the Forestry Commission collection.

The length of the section of the gallery excavated by the adults was‘
approximated where possible by measuring widths of individual wood slivers

containing sections of the gallery.
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3.1.3 Emergence cages
On 6/2/85 for a sample of 72 labelled galleries, emergence cages were placed

over the gallery exit. These cages used pléstic sampling vials roughly 8cm ldng with a

diameter of 2cm. A level area was made using a chisel where necessary to give a seal

between the vial and the log. Gaps remaining between the log surface and vial were

sealed using Blue:takR around the base of the vial. The vial was secured to the log by

means of wires passing throﬁgh holes drilled through the vial at right angles to one

another roughly half-way along the vial. The wires were then strained around nails

hammered into the log which enabled a very strong attachment to be made. The space

around the wire as it passed through the drill holes was large enough for air to circulate .

into the vial and any water to leak out but not large enough for emergents to escape.
The cages were checked weekly in summer and less regularly at other times of

the year until the logs were relocated in the Forestry Commission insectary at Surrey

‘House, Hobart.b Half the logs were transported on 4/12/85, and the remainder on
10/12/85. No emergence had occurred bup until 4/12/85. The first emergence (4 males, 1

.female) occurred between the 4th and the 10th of December in one 6f the cages of tree

8. Since the cages wére sealed at the end, the cage had to be ;émoVed to clear out frass
and check for emergence. This had not been a problem before the logs Were relocated
since only a few traps necdéd to be cleared of frass. An advantage of the sealed vials
over open-ended vials covered .with gauze was that m this last case; cages pointing
skywards can fill with water and flood the gallery. However, m the insectary for ease
of clearing out emergents the ends of the vials were cut off and light gauze placed over
the \}ial using elastic bands for attachment (Fig 3.2). The logs were placed on their ends
in the insectary and traps checked and cleared daily frém 12/12/85 to 30/12/85 and then
weekly until 21/3/86 and finally on 6/5/86. The logs were regularly hosed with water

~ during the 85/86 summer which combined with an exceptionally wet summer ensured

that the logs remained wet and did not split. On the 16/12/85 a thermohydrograph was
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placed in a Stephenson screen next to the inseetary and a contihuous trace of
temperature and humidity taken until 6/5/86. Logs were checked for emergence in the
1986/87 sunﬁﬁer bﬁt ne emergence was observed and by this stage the logs had dried
and cracked to a c.iegreewhere survival of any later brood was highly unlikely.
32 Emergence experiments of Silviculture Division, Fomtry.Commission '
Emergence data were also provided from emergence cages placed over
individual galleries by H.Elliott and R.Bashford (SILV) over consecutive summers
between the 79/80 and 82/83 summers in the Arve study area. A. total of 5_8 cag.es were
established, 12 of which had known date of attack in the 80/81 summer. Logs were
'kepf at the study site and emergents were collected from summer 81/82 until summer
84/85. Cages were checked and cleared weekly in summer and intennittently at other
times. | | |
Mase emergence tents were also est_ablished in the Arve study e.rea by Elliott
aﬁd Bashford. Large numbers of emergents were obtained by placing heavily attacked . .
logs .under biac_k plastic tents with a semi-transparent plastic cellecting bottle attached .
~ to the tent. Five tents were established and emergents were collected over consecutive |
sﬁmmers betweeh the 81/82 and 83/84 summers.
Thermohydrdgraph recordings were made within é_ Stephenson screen from
5/11/81.
3.3 Calculation of day-degrees
| To obfain the day-degrees fer any period' v?ithin the time from first attack
(28/12/80) for the SILV cages until the last emergehce for the author's cages (6/5/86)
temperatures recorded using thennohydrogfaphs at the smdy site and Hobert insectary
were used. The temperature traces recorded at the Hobart insectary from the 17/12/85 |
to the 5/6/86 were digitized using a digitisihg tablet and FORTRAN 77 routines from
the ARC/INFO (ESRI.1987)Y library with a temperature recorded approximately every

_~ 15 minutes. These data were integrated between measurement intervals using the
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trapezoidal rule with adjustment for the arc of the ,recordiﬁg arm of the
thexmohydfograph. Special purpose routines were written in APL*PLUS (STSC) to
carry out the integration. Unfortunately there were too bm'any gaps in the continubus
tracings from the Arve study site to allo§v the day-degrees to be calculated by
integrating the temperature/time trace directly. To bvercome this problém an
approximation to the cumulative day-degrees for any date after 28/12/80, starting from
this date, until 16/12/85 was obtained as described below.
| ~ For the Arve study sitefher»r_nohydrograph sheets obtained f_rom;the site covering
thé period 5/11/81 to 17/12/85 were available. Daily minimum and maximum
temperatures for the Hastings Meterological Station fbr the period 1/1/79 to 31'/10/87v
were obtained from the Australian Meterological Bﬁ;eau. From most ‘of the shcéts :
obtained by the author and those of Elliott and Bashford, a number of daily minimum
and maximum tempera;\ues were obtained and matchéd to the corresponding
temperatures from the Hastings Station. One hundred énd ninety (190) pairs of
(maximum,miniinum) were >obta»1ined and for 175 of thesc.pairs the time of day '(24 h
clock) at which the maximum and minimum occurred was also recorded. Various linear -
and nonlinear regression models relating each of the study site minima and maxima
(dependeht variablesj to those at the Hastings Station (prcdictor vaiial)-les).were fitted
usiné GENSTAT (Genstat 5 Committee 1987). The best model for study site maximum
témperatme (Ymax) Was a simple linear regression

Ymx = Br + Ba Xoax : @3.D
where le.x is maximum temperature at Hastings Station. Fitting separate parameters
for each of 'winter' (April to Octobef) and 'sumnier' (November to March)‘was found to
significantly ( P{Q.Ol) improve the model. The R2 for this model was 0.82. Residual
plots showed no serious problems with this model. The relationship for minimum
temperature was not as good as that for maximum. After fitting various models the best

was found to be
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Yiin = 01 + aQX + a3Y | | - (3.2)
where Yy, and X, have definitions conoépondjng to Yimx and Ximax and /I\’m is the
predicted maximum from eqn (3.1). qu (3.1) can also be expressed as |

Yrin = 11 + ¥2Xumin + V3 Xmax
"The R2 for this model was 0.56 and again there were no trends evident: in plots of
residuals. Parameter estimates and their standard errors for ‘eqns (3.1) and (3.2) are
given in Tables 3.2 and 3.3 respectively.

The model used for the time of day of the maximum and minimum temperature
.was Simply the monthly (i.o. January,February,...,December) mean time of day. These
means are given in Table 3.4. It can be seen that these means follow a consistent tfend
for maximum temperature with the eaﬂiest time of about 130O houfs in winter
increasing to a peak of roughly 1600 hours in summer. A trend is much less distinct in
the case of time of minimum. Minima are generally found to be difficult to model due
to topography and its effect on cold air dramage, wind chill and other local variables
(M.Nunez, pers. comm.). |

Using this database of maxima and minima and time of day (predicted if not
obtained from thennohydrograph sheets directly) a cubic spline was fitted to these data
“in sets of 3 days (i.e. one doy either side of the day of interest). An exami)lc of this- fit
is given in Fig 3.3. Points were taken off the predicted spline curve in 15 min intervals
and integrated using the trapezoidal rule. To do this functions were written in’
APL*PLUS to read the daily maxirna/mihima data in sets of 3 days, fit the spline ‘an‘d”
integrate over the middle day to obtain day-degrees for this day. The results were
accumulated so thaf total day-degrees could be obtained for any given period. In_thc
above integration of the thermohydrograph trace and the fitted spline curve a number of
different threshold temperatures were used. Starting from 0°C, each integer-valued
threshold from 0 to 20°C was used so that if the temperature predicted from the spline

curve or obtained directly from the thermohydrograph trace (i.e. after 17/12/85) was |
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Table 3.2 Regression parameters of daily maximum temperature model

: eqn (3.1).
Season ' By B
Summer (Nov-Mar) . 2.77 0.7530
 (1.12) (0.0515)
Winter (Apr-Oct) -3.27 0.9609

(1.08) (0.0742)

Table 3.3 Regtession parameters of daily minimum temperature model :

eqn (3.2).
a; o 03
~0.589 ’ 0.5763 0.3855

(0.708) (0.0901) (0.0581)

Table 3.4 Mean monthly time of day* of minimum and maximum tempc;atﬁre |

Month ' Mean Timeb : No. Obs
minimum max imum o

January 6.4 (0.2) 15.9 (0.1) 29
February 6.3 (0.2)  15.1 (0.2) 20
March 5.5 (0.4) 14.7 0.2) 23
April 6.2 (0.4) 13.9 . (0.3) 12
May 5.0 (0.5) 13.6 0.2) 16
June 6.2 (1.0) - 12.9 (0.8) 13
July 7.1 (0.8) - 13.4 (0.3) 16
August 6.2 (1.0) 13.6 (0.4) - 12

~ September 7.4 (0.4) 16.1 0.7) 7

- October 6.2 (1.3) - 13.0 0.4) 10
November 5.1 (0.3) 13.0 0.6) 7
December 4.8 4 0.3) 10

(0.5) 14.

'a. 24 h clock |
b. Standard error of the mean given in brackets.
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below the particular threshold temperature the corresponding time unit was excluded
from the integration. As a result‘ the accumulated day-degrees for each threshold from
1/1/79 to any later date up until 31/10/87 was available.

- Other methods of calculating accumulated day-degrees using daily temperature
minima and maxima have been used. A common rh_ethod is to constrain a sine curve to
pass through the daily minima and maxima (Baskerville and Emin 1969; Allen 1976; |
Stimller et al. 1974). The method of Stinner et al. (1974) allows the siné curve tobbe
asymmetr'icalv so that minima and maxima do not need to occur 12 h apart, however,
the shape of the sine curve is fixed for all days. Dallwitz and Higgins (1978) used a
linear intérpolation method rather than a sine curve where typical 'cycle values' of the

daily temperature cycle are used (Dallwitz and Higgins 1978; Samson 1984; Allsopp

-1986). Using: their method, which is implemented in the DEVAR computer programme

(Dallwitz and Higgins 1978), the value of temperature at time ¢ is given by T; where

Ty = Tin + T - Toin )Gt :

anﬁn and Tm; are the observed daily minimum and maximum under ;:onsiderat_ion, and

C, is the value of the cycle function ranging between 0 and 1. The value of C,; can be

obtained by linearly interpolating between ‘cycle points', ¢; , which can be obtained as

say, typical monthly values at 2 hourly intervals using a sample of days in each month.

Such cycle points are calculated as

¢ = (T - Ty - T) | il 12 o
where Ti_is mean monthly temperature at the ith time ofl day, T} and T, arev the mean
monthly minimum and maximum temperature respectively (Daﬂwitz and Higgins 1978,
Samson 1984). The cyéle points are used by the cycleA function and témperature‘is
integrated by DEVAR using the trapezoidal rule and the linearly interpolated values of
T, .

The method used here of fitting spline curves to daily minimum and maximum
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temperatures using time of day of the minimum and maximum as the abscissa scale is
more similar to the method of Dallwitz and Higgins (19‘78) than sine curve methods but
differs from DEVAR in that nonlinear interpolation (i.e. cubic spline) between daily
minima and maxima is used instead of linear interpolation to obtain T, . Also the
method here allows the time between minimum and maximum temperature to vary by
month while DEVAR uses a fixed 12 h p_eriod. Both methods alloW seasonal vaﬁation
bin the shape of the temperature curve between daily minima and maxima; DEVAR via
the cycle points, c¢;, and the method here via the time of day of minimum and
maximum temperature. It 'wés not possible given timé constraints to compare tﬁe above
methods to actual day-degrees (i.e. calculated via digitisation, as described above; or
_plam'meter measurement of thermograph traces) however, the likely magnitude of the
error in estimation of day-degrees is relatively sma]l and given the use of day—degrees
in this study is only a mirior consideration. |
3.4 Little Florentine experiment | A

An expcrimént. to stﬁdy the effect of various treatrnentS applied to healthy,
unattaékéd N.cunhinghamii (a small number of _Afmoschétum were also included) on

attractiveness to P.subgranosus attack and incidence of myrtle wilt was set up in

December 1985 near the Little Florentine river in south-central Tasmania (study site 2

of Elliott et al. 1987) jointly by SILV and DF&FP. This experiment is described in
detail as Experiment 2 of Kile er al. (1990b). For this study, 7 of the treated
N.cunninghamii, of which 5 were treated by inoculation with C.australis and two wefe
'sdprung' (ie. tree 'ring-barked' with a chainsaw cut to the depth of the sapwood), and
one A.moschatum (sapmng) were selected because of the large amount of attacked they
sustained. With assistance from SILV staff the author obtained co-ordinates of
P.subgrano._s'us pinholes established on the selected trees as follows.

A clear plastic sheet was wrapped around each tree from the base of the tree to

a height of roughly 1.5 to 2.0 metres. Because of the buttressing of the tree bole and
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uneveness of the ground around the base of the tree some triming of the plastic sheet
was required. Attack had been marked weekly between 19/12/85 ‘and 14/5/86 with
coloured drawing pins, the colour designating the date when attack wae recorded,.by
SILV and DF&FP researchers. The location of -t-he. drawing pins was recofded on the
plastic sheet .using waterproof marking pens. Dieline copies of the. sheets were made
and ‘the locations digitised using a digitising tablet and ARC/INFO (ESRI 1987)
routines. Boundaries of the' sheet were also digitised to allow arc distances, both
clockwise and anti-clockwise around the tree, to be calculated. Iﬁocu_lhtion points and
the saprung chainsaw cut were also recorded onto the plastic sheet and digitised.
3.5 Rotary trap collections _ |

Between 24/2/86 aﬁd 26/3/86 rotary trap collections of flying P.subgranosus
were carried out.througheut the day on 8 separate days at the Little Florentine study
site (site 2 of Elliott et al. 1987) by H.Elliott and R.Bashford (SILV). The trap was
cleared hc_)urly between 6.00am and 8.00pm anci the mﬁnber of male and femnale
P.subgrandsus collected Were counted.
3.6 Work of A.Slade

The density of .attackvalong the bole of standihg N.cunninghamii was recorded
en- 50 trees by A.Slade (SILV) in 1978 in north-west Tasfnania (sites 11 aﬁd 12 of
Elliott et dl. 1987)..Myrtles suffering‘ various degrees of myrtle wilt were selected and |
the maximum density per 100 cm2_' was recorded w1thm 5 m sections of the bole to a
maximum height of 28 m.

A number of ad hoc destructive samples of P.subgranosus galleries were carried

out using a chainsaw cut made perpendicular to the wood grain to expose galleries.
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4. ATTACK
4.1 Timing and density of attack

As described in Section 2.3.1, the flight season for P.subgranosus generaliy
ranges from September to April. Variaﬁon in the timing and density of attack will
depend on temporal and spatial variation in the timing of emergence, the preseﬁce of
nearby trees and/or logs containing emerging beetles and the attractiveness of the trees
and/or logs subiject to attack. Fig 4.1 shows the rate of attack based on total attack for
logs at the Arve study site (Section 3.1.1) and trees treated in the experiment at the
Little Flo_rentihe site (Section 3.4). The dates give the times at which new pinholes
were marked with coloured pins and the rate is the number of these pinhbles for the
.previous period divided by the period length. In each case the experimental material
" was established after the potential start of thé flight séason and given that it takes some
time for the material to become attractive to the beetles (Elliott et al.v 1983) early attack
seen in Fig 4.1 probably understatés tﬁe potential attack at that time. Nevertheless, the
peak of .attack appears to be in February and March with.va decline in April and Méy,.
although there is considerable variation in these trends and considerable éttack can
Qcéur as late as May [Fig 4.1(a)]. This peak of attack occurs, as expected, around the
peak time for emergence (Sectipn 6.4).

The density of attack is defined here as the number per square metre of log or
tree surface area. For a number of different sized logs, given they are equally attractive
to P.subgranosus and equally close to a source of emerging beetles, it would be
‘expected that the total number of attacks on a log would be prdportional to its surface
area. Fig 4.2 shows the number of attacks versus log surface area for the logs at the
Arve study site (Section.3.1.1). For a particular tree there is a general trend for attack
to increase with surface area although there is a large degree of variation alSout this
trend. This variability probably reflects the differing attractiveness of the logs. No

obvious relationship between density of attack (number m- 2) and log mid-diameter
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was found (graph not shown). The relationship between number of attacks and surface
area will only be fully expressed when attack is so dense that beetles initially attracted
to a log or tree must find an alternative site on another ldg or &ee because the limit on
space required for gallery establishment has been reached. Fig 4.3 shows the
cumulative dcnsify of attack against time for several of the Arve logs and Little
Florentine treés. The C.australis inoculated trees (Section 3.4) have been rendered
highly attfacfive to P.subgranosus witﬁ attack reaching -a density of 420 per square
metre. This level of attack has not been sustained on the Arve logs (Séction 3.1.1)
which would explain the weak relationship vin Fig 4.2. The vplateauing of density of
aﬁack seen in Fig 4.3 is due largely to the petering out of emergence since new attack
was observed, for bbth sets of material, in the following flight seasohs but was not’
recorded. An idea' of the limiting density of attack is obtained from the within-tree
spatial pattern of attack. ’
4.2 Within-tree spatial pattern of attack
42.1 Mapped attack from the Little Florentine experiment

Maps of the within-tree spatial pattern of attack for 8 trees from the Little
Florentine experiment (Section 3.4) are showﬁ in Figs 4.4 énd 4.5. Trees 11, 12 and 26
were ring-barked (‘saprung’) and the remaining trees were inoculated with C.australis'
(Section 3.4) with the inoculation point shown v;/ith an I in Fig4.4. All the above trees
including the ring;barkcd trees, with  the exception of tree 11, showed symptoms of
myrtle wilt. Tree 11 was the onlyiA.moschatum with a significant amount of attack gnd
for this reason was mapped. It provides a useful comparison to the C.australis infected
N.cunninghamii trees. For all the iriocuiated trees with the exception of tree 9, the
aggregation of attack around ﬁe spread -of C.aﬁsﬂalis vertically within the vascular
, syStem of the tree is very obvious [Fig 4.4 (a-d)]. In ring-barked tree 12 [Fig 4.5(a)]
such a pattem emanating from points along the ring barking is also obvious.

Aggregation of attack is also fairly obvious in the case of ring-barked tree 26
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.[Fig 4.5(b)] élthoﬁgh lines of C .dustralis spfcad/P.subgranosus attack are not as
distinct. For tree 9 the overall attack does not appear obviously aggregated [Fig 4.4(e)]
but considering only early attack (Jan,Feb) [Fig 4.4(f)] the streaming effect emanating
from inoculation points is fairly obvious. Tree 9 appears to bé exceptional in that léter
attack did not remain concentrated around the initial lines of attack created by the
spread of C.australis. . |
4.2.2 Nearest neighbour distance for mapped attack

.ch) quantify the spatial patterns of attack invFigs 4.4 and 4.5 nearest neighbour
distances were calculéted (Diggle 1983). Nearest néighbour distance (nnd) is the
shortest distance from an event (a pinhole in this casé) to the nearest event. Other
methods of studying fullj-mapped spatial point patterns such as point to nearest event
(Diggle 1983) can be used but nnd is of intrinsic interest since the spacing mechanism
between galleries isv most likely to be related to the presence of galleries already
established. For n pinhoies there are | n(n-1)/2 inter-event distances and these were
~ calculated usin'g”t_he arc diétance both clockwise and anti-clockwise around the tree
(S.ection.3.4)'. So for a particular pihhole the 2(n-1) list of dis'tance.s was used in a crude
search to find the nearest neighbour of the pinhole under consideration. The empirical
distribution ﬁmction (EDF) of nnd (Diggle '1983) was obtained by calculating the
fréquency of nnd in classes of 0—1';1-2,2-3,3-4,4—5,5-6,>6 cm and then calculating the
cumulative relative frequency which gives the EDF. The EDF of the observed nnd is
given by é\;l(y) where | ,

Gy(y) = n -1 #(; < ) L i=1,.. | ,
y; is observed nnd, y are values for tabulation of y; (e.g. 1 to 6 cm classes above with |
last class célculated by difference) and # means "the number of". 'fhe observed EDF
was compared to EDF's calculated for 49 Monte-Carlo simulations of a ‘completely
spatially random pattemn (CSR) of n poiﬁts on an area defined for each tree in Figs 4.4

and 4.5. EDF's can be calculated using the same values of y for each simulation so that
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e?j(y), J=2,...,50 defines the simuiated EDF's an_d G(») is the sample mean of the
simulated 'values for each class of y. Under a hypothesis of CSR all rankirtgs of the
éj(y,), j=1,...,50 are equi-probable so there is only a 2% chance of é\}'l(y) ranking either
lst.or last if CSR is true. Thus the hypothesis of CSR can be tested graphically by
inspecting the linearity of plot of &10’) Qersus G(y) compared to upper and lower
simulation envelopes. The upper and lower envelopes are found simply by ranking, for
each tabulated value of y, the values of é\;j(y), Jj=2,...,50. If 61()')‘ goes outside the
bounds of the simulation envelope CSR is rejected at the 98% level (i.e. based on 49
simulations). If &1@) is ‘'under the lower ettvelope it indicates regularity in spatial
pattern and above the upper envelope indicates an aggregated pattern. |

Visual inspection of the mapped attack discussed above suggested that only for
trees 9 and 11 was the pattern not obviously aggregated. To further investigate theit
pattern of attack EDF plets were constructed atxd these are shovtnt in Fig 4.6 for tree 9
and Fig 4.7 for each of tree 11 attd tree 48. Tree 48 was included for comparison even
| though CSR is overwhelmingly rejected simply by visual ittspection of Fig 4.4(c). Fig
4.6(a) stxggests that there is not a radical departure from CSR fer a]l attack on tree 9
and if any, the departure is towards regularity and not aggregation. Fig 4.6(b) which
shows the early attack on tree 9 does, however, suggest a rejection of CSR and an
aggregated pattern. Fig 4.7 demonstrates for both tree 11 and 48 a more emphatic
rejection of CSR due to aggregation. This is visually obvious for tree 48 as mentioned
above but not so obvious for tree' 11 ‘[Fig 4.5(c)]. An interesting feature» of the
aggregated pattemns reflected in Figs 4.6(b) and 4.7 is the less than expected, for an
aggregated pattern, number of nnd less than lcm [ie. 61(y) falls around or below GIQ)
at jr=1]. This suggests a tendency for the male tt) space its gallery at least lcm from
already established galleries.

An approximate test of CSR can be obtained -by comparing the 'observed mean

nnd to that expected under CSR. Diggle (1983) used an abproximation derived by
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Donnelly (1978) that mean nnd, 3, under CSR is normally distributed with expected
value and variance given by | | |
&) = 0.5(n—1]A])%5 + (0.051 + 0.042n ~ 0'5) n ~ 1 [(A)
Vae(y) = 0.070 n - 2|A| + 0.037(n - 5|A|)°5 I(A)
where |A| is surface area of the region, A, over which points (or pinholes) are
distributed and /(A) is the length of the boundary-of the region A. The case of tree
- stems is slightly unusual since the vertical boundaries in Fig 4.4 and 4.5 are not real
being required purély to display the map of attack in two dimensions. To calculate the
above values of &(y) and 7z¢(y), the boundary of A was taken to be the length of the
horizontal boundaries shown in Figs 44 and 4.5. Table 4.1 givés the observed mean
~nnd, §(y) and s(3) [=/ ¥22(3)] and, in the case of trees 9, 11 and .48, values of &(3)
and J@) calculated using the 49 Monte.Carlo simulations carried out to construct the
' él(y) vgréﬁs GlQ) plot. The values in this last case are more reliable than Donnelly's
approximation since they take into account the shape of A, but both estimates agree
fairly well with the exceptioi; of &(y) for ﬁee 11. This could be due to the low number .
of pinholes in this case. For the more densely attacked trees a mean nnd of about 2.5
cm appears to be a'general value. A regular grid of 2.5x2.5 cm on an area of 1 m? with
2.5 cm boundary region woﬁld allow 38x38=1444 pinholes. Such a high density may
occur locally (e.g. along the lines of attack in the inoculated treeS) but is unlikely to
occur over a large surface area. |
4.2.3 Distribution of attack along the bole
| The data collected by A.Slade in northwest Tasmania (Section 3.6) dn the
distribution '.of attack along the bole of 50 standing .N.c.unninghamii trees, shov-ving
various degrees of myrtle wilt symptoms, were used for the following. Slade recorded
the diameter at 1.3m height,‘ height and attacked bole length of each tree as well as the
- within-tree maximum density of attack recorded for 100 cm?2 areas within height classes

along the bole of 0-5,5-10,10-15,15-20 and 20-25 m Fig 48 shows the
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Table 4.1 Statistics on pearest neighbour distance (nnd)

tree no. number means P 4 1(y)P VA &) sr(y)d
_ attacks nnd I : -

9 406  2.773 2724  0.073 0.6  2.697  0.056

9 255  2.934 3.446 0.116 -4.400 - ;

10 472 2.260 2.470 0.061 -3.440 - .

11 - 74 - 3.371 4.176 0.266 -3.02s 5.603  0.373

12 129 4.685 5.581 0.267 -3.35h - -

26 277 2.938 3.568 0.115 -5.46h - -

40 295  2.533  3.410  0.107 -8.21h - o

45 188 3165  4.085 0.161 -5.71h - -

48 471 2.347 2.862 0.071 -7.28" 3.092 0.067
a. . Mean of observed nearest neighbour distances. ‘
b. y is the mean nearest neighbour distance under CSR and & and 4<’) are

Donnelly's approximations to the expected value and standard deviation
of y. '
c. Statistic (mean- &§)/42’; compared to standard normal deviate
d. Mean and standard deviation of mean nearest neighbour distance based
on 49 simulations of CSR.
e. Tree 9 early (January and February) attack.
- f. Probability > 0.20 :
~g. Probability < 0.002
h.

Probability < 0.001



PROPORTION OF ATTACK

LENGTH OF BOLE ATTACKED (m)

39
25
20
15

hN)

) 1 ) 1 : 1 . 1 g

8-5 ~ 5-10 10-15 '15-25
HEIGHT CLASS (m) ”
FIG 4.8 Proportion of attack along the bole for trees at least

20 metres tall (95X confidence bars shown)

IILII|IIII||Ill'l|ll'|l]lll||||

TITTTITT I T T T LB IRBLELE BRA
) ] ] ] | [

| S . s 2 | 1 " I PR I 1 L 1 ! PN L ORI RN T | 1 PR |

10 " 18 26 as 30 - 38

TREE BOLE LENGTH (m).

FIG 4.9 Length.cf bole attaﬁked for health classes 1 to 4




60

proportion of total maximum attack versus bole height class where total maximum
attack is the sum over the 5 bole height classes of the maximum recorded attack. Only
trees at least 20m tall have been included in Fig 4.8. Fig 4.9 shows length of bole
attacked versus tree bole height with rrumbers 1 to 4 representing myrtle wilt symptom

| classes ; 1 more than half the crown still green; 2 some green foliage remaining up to
half of the crown 3 folrage completely dead but over half still attached; and 4 less than
half the dead folrage still attached

4.3 Discussion

The results above show the close correlation of P.subgranosus attack and host
tissue infection with C.australis. The highly aggregated pattern of attack on lnoculated
 trees reflecting the movement of C.australis up the vascular system of the tree is quite
strrklng The exception to this was tree 9 where later attack ‘did not strictly follow the
. streaming pattern of earlier attack. This could be the result of transverse flow of
inoculum between vessels possrbly aided by a more raprd development of galleries in
this tree (Kile and Hall 1988).

The within-tree spatial pattern of P. subgranosus attack is also aggregated in
 trees uninfected by C.australis as demonstrated by the saprung sassafras (tree 11). This
is probably dlre 'to the release of aggregation pheromones by pioneer beetles suggested
by .Elh'ott et al. (1982) as a secondary mechanism for inducing attack, the prinrary
mechanism being the release of host produced volatiles. Hogan (1948) suggested
pherornones. as the explanatiorr for the fact that females search for unmated males in a
systernatic fashion going directly from gallery to gallery without randomly searching in
between. The release of anti-aggregation pheromones, for example as discussed by
Borden (1988) for the striped ambrosia beetle Trypodendron lineatum Olivier, at high |
densities could be the cause of the regular pattern of total attack on tree 9, but contrary

to this, tree 10 had a higher density of attack than tree 9 (Fig 4.3b) and did not exhibit
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any tendency for regularity in spatial pattemn as cumulative attack became more dense
(Fig 4.4d).

The estimate of a minimum spacing between galleries of roughly one centimetre
was based on the fact that the frequency of nearest neighbour distances in the 0—1cm
class was less than expected under CSR while that for' the 1-2cm classes and above was
greater than exoected (Figs 4.6a and 4.7). If aggregation occurs with no minimum
spacing then the EDF plot should also lie outside the simulation limits for the 0-lcm
class. Nearest neighbour distances less than 1cm were recorded but some of these could
be due to errors introduced by the method of transcribing pinholes to plastic sheets
(Section 3.4). Byers (1984) estimated a rmmmum distance between galleries of the bark
beetle Ips typogrophus (L.) of 2.5cm. He noted that at high attack densities, galleri_es
tend to be regularly spaced. In this study, aggregation was evident at low densities (tree
11) and remained so at high densities with the exception of tree 9. The fact that this
was so despite the suggested minimum spacing of lcm probably reflects the fact that
densitiee did not reach a sufﬁeieot level for a minimum spacing of 1cm to have much
lmpact on the spatlal pattern of attack As Borden (1988) has noted a spacing
mechamsm is probably more crucial for bark beetles which are limited to a
2-dimensional resource compared to wood boring beetles which can exp101t the
3-dimensional resource of the wood. Once a sufﬁcxently large diameter tree or log (i.e.
_greater than 12cm, Elliott et al. 1982) is colonised there is little competltlon for space
between P.subgranosus galleries which are not restricted to the sapwood but can
- commonly exteod through the heartwood.
| A&ack can occur along the entire length of the tree bole as demonstrated by ‘the
data of A.Slade but the intensity of attack declines rapidly with increasing height above
the ground. This is probably a consequence of initial attack near the ground attracting
further attack due to the release of aggregation pheromones and/or the possibility that a

greater volume of primary attractant host volatiles are released nearer ground level.
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5. DEVELOPMENT STAGES

In this section the natality and gallery development rates and phenology of
immature stages of P.subgranosu; are quantitativély described based on the déta
obtained by destructive sampling of galleries described in Section 3.1.2. Firstly the
larval instars are .classiﬁed numerically, using principally, Ahead capsuleA width and,
secondarily, body léngth. Numerical classiﬁcation is required for all but fhe final instar
‘because there -are no morphological features which allowed instars to be clas_sifieci as
they were obtained. The final instar can be identified by the row of chitinous loops on
the prothoracic segment (Section 2.2.2, Fig 2.7a). Quantitative descriptions of gallery
~ development and initial oviposition are given. The phenology of thevimr'nature -stages is -
then described in terms firstly, of simple statistics and secondly, probabilistic models. |
.The general form of these models is described including a new model developed here.
| Finally, brobd size and gallery failure rates are described.
5.1 Classification of larval instars

The general description of the larval instars was given in Sec_:tion 22.2. 'ﬁliS

description assumed. that there are 5 instaré based on the work of Hogan (1948). Hogan

'dbtaiﬁed 50 larvae in.the same way as those obtained in th1s study and by measuring
head capsule width decided on 5 instars with mean widths given in Table 51 There is
no need to use head capsule _width to distinguish between the 4th and 5th (final) instars
‘because of the chitinous loops on the prothoracic segment of the final instar which is
~absent in. earlier instars as mentioned above. Individual larvae collected from disc
dissections needed to be classified intq an instar class. As mentioned in in Section -
3.1.2, as individuals were extracted from galleries' head capsule widths were méasured
f(.)r.all instars except for the final instar for which a sample were measured. This gave
222 head capsule widths with 49 from final instars. For a further sample of 15 and 78
for each of the final and earlier instars, respectively, body length was also measuréd.

To complement this sample all 50 preserved specimens in the Forestry Commission
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Table 5.1 Statistics on larval head capsule width (mm)

Data/statistic 1st 2nd  3rd 4th Final
_ Hogan/mean 0.346 0.439  0.587 0.772  0.945

author /sample 45 42 32 54 49
/mean | 0.372 0.458 0.609 0.815  0.970
Jmedian  0.36  0.44  0.60  0.83  0.96
/mode 0.3  0.44  0.60  0.83  0.99
/standard 0.028 0.028 0.030 0.049  0.044

deviation

/standard ~ 0.0042 0.0043 0.0052 0.0067 0.0064
/gg;?;um - 0.28°  0.44 0.56 0.72 0.83
/max imum 10.40 052 0.664 0.913  1.079

Table 5.2 Statistics on larval body length (mm)

statistic st ond  3rd  4th  Final

sample 24 31 17 25 45
mean . 0.848 1.017 1.732 2.785 4.436
median 0.800 0.880 1.400 2.573  4.560
mode - 0.800 0.800 1.400 2.490  4.150
standard ©0.138  0.285 0.639 . 0.502  0.5%
deviation , : » , :
standard , 0.028 0.051 0.155 0.100 0.089
error .

minimm  © 0.640 0.760 1.080 1.743  2.573

max imum 1.160 1.740 3.400 3.760 5.440




collection, >30 of which were final instars, were also measured for both-head capsule
width and body length. Fig 5.1(a) shows the frequency of head capsule i;vidth where the
frequency is the number of individuals at each unit on the x25 mzigniﬁcation scale. Fig.
5.1(b) shows the classification of the first four instars obtained using the numerical
classification procedure described below. Figs 5.2 and 5.3 show the relationship
between head capsule width and body length on each of iinea: and logarithmic scales
for body length. There are 5 definite peaks in Fig 5.1(a) which supports Hogan's
conclusion. The difference between the first and second instar peak value is quite
sm.all.. It can also be seen from Fig 5.1(a) that some individuals fall in the region
between the peak frequencies where these peak values are taken to be the typical head
capsule widths for the instars. The’measui'ement error explains to a degree so_mo of the -
overlap. botwcen 4th and final instar and the appéarance of indivi_duals between pezik
frequencies. For example a 4th instar .with actual head capsule width of 0.83 mm (i.e.
10 units on the x12 scale), with a one unit rneasuremont error on the x12 scale could
_ havo a measured valué of 0.747,. 0.83 or 0.913 ‘mm. Measureinent errors would be'
.unbiased so that mean heud capsule widths will reflect the actual typical inétar value.
The fact that »the frequencies fall off syrnrnetrically about the peak frequency values
adds supoort to .the unbiasedness of the measured values. Using the preserved
specimens which were measured to greater precision (x50 'scale, 1 unit =0.02 mm)
measured values generally ranged 1 or 2 units either side of the typical values seen in
Fig 5..1(a); This variation represents real population variation since variations of 2 units
: occurred too often to be purely measurement error. |

It was poss1ble to distinguish freshly hatched 1st instars (Section 2.2. 2) from
later instars but it was not possible to discmmnate concluswely, using general
appearance, between 2nd and 3rd, 3rd and 4th or even 2nd and a more developed 1st

instar. For this reason when the individuals were collected an attempt to classify the -
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larva, with the exceptiqn of the final instar, was not made at that time, instead
measurement of head capsule width was reiied upon to allow larvae to be classed.

To aid classification a non-hierarchical classification proéedure was employed.
Since body length was measured for some individuals it was used along with head.
capsule width in this procedure to provide extra discrimination between instars. Since
~ the procedure employed using GENSTAT does not allow ‘missing values, for those
individuals with no measured body lcngth an cstiinate was. used based on a regression
of the logarithm of body length on head capsule wid.thi (Fig 5.3). The estirhéted
coefﬁcienfs for the regression were, with standard errors in brackets, 1.0447 (0.0565)
for the intercept and 0.2799 (0.0078) for the slope with an R? value for thisicgression
of 0.904. A regression of thé log of body length on the ilog of head capsule width was
tried but gave a worse fit ; R2=0.894. .The'se estimated bociy lengths do not prbvide
extra discrimination to that Qf hgad'capsulc alone but they do allow the classification |
procedure to use both _rheasurements. The algorithm used was one for which the
criterion of goodness-of-fit of the classification is the within-class sunis_ of squares and
products Which does not -re‘quire assumptions that (a) the data is “multi_-nomially
dis_triblited or (b) the within-class dispersion matrix is constant across classes. The |
algorithm used by.G_ENSTAT alternates between transferring and swapping individuals
between classes until no further improvement in the criterion. can be made. The
classification used to provide aiistarting point for the algorithm used the cut-points on
the head capsule width scé.le'of 04, 0.52, 0.6_8 and 0.9 mm. There were 5 obvious .
misclassifications froni the procedure with zi single final instar with width and length of
0.83 énd 2.573 mm allocated to the 4th class and four, 4th instars each with width of
0913 imd lenéths of 2.905, 2.656 and 2.49 (the last of the lengths waé .not’measured)
allocated to t}ie Sth class. Tliese individuals were reallocated to their correct class.
Table 5.1 gives statistics for larval head capsule width for the 5 instar classes derived

from the above classification procedure. Table 5.2 gives the correspbnding statistics for
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. non-missing values of body length. The modes in Table 5.1 correspond to the peak
frequencies in Fig 5.1. The ciassiﬁcation of instars in Fig 5.4 is based on the minirhum
and maximum value of head capsule width for each instar class given in Table 5.1 and
Fig 5.1(b). This is possible since using body length in the classification procedure has
not caused any overlap in head capsule width between the derived elasses but has
assisted in determining the boundaries of the classes. Thus all 173 pre-final ihstar
larvae were allocated. to one of 4 instar classes. |
o “All of the mean, median and mode values for each instar class derived in this
' 'studyvare larger than the values vgiven by Hogan with the exception of the 2nd instar
which had a mode and median value very similar to Hogan's value (Table 5.1). Hogan
‘does not say how his values were calculated but it can be assumed that since they are
quoted to 3 decimal places that they are means and not modes or medians where the

precision is only that of the measuring instrhment. Hogan also quotes an error of 0.003

for all 5 instar means which again must have been a standard error of the mean, where o

the number of individuals in each class was so snmlar that a smgle error for all classes
could be quoted since stereo light nucroscopes could not give such precision. Takmgv
Hogans values to be rneans, his- values are cons1stent1y and significantly (P<0.}01)_>
below the means obtained here by roughly 0.02 mm. This difference at one unit on the
xSO rhagniﬁcation scale could easﬂy be due to a tiifference in instrument calibration
rather than a real populatlon difference. o -
Hogan, using Dyars Rule (Dyar 1890) of a constant ratio of head capsule width
for a given instar class to that of the preceding class, obtained a value of 1.29 for this
constant ratio. Table 5.3 gives the values of this ratio for Hogan's data and for this
study using class means. The mean value of the ratio in this study was calculated to be
1.27. The standard errors of the ratios given in Table 5.3 were approxirhated using
eqn (10.12) of Kendall and Stuart (1977). According to Przibram's Rule (Chaprnan

1982) the ratio should be the cube root of 2 (i.e. approximately 1.26). The ratio
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Data/statistic

1st

2nd

3rd

4th

Final

mean

Hogan /mean 0.346  0.439  0.587 0.772  0.945
[ratios 1260 1.337 1315 1.224 1.286
Jexpected®  0.346  0.446  0.576  0.743  0.958
author /mean 0.372  0.458 0.609 0.815 0.970
/ratioa | 1.230  1.320  1.339  1.190  1.272
/se(ratio) 0.119  0.103  0.104 = 0.0%
fexpected  0.372  0.474  0.603 0.766  0.975

a. Ratio of this instar's width to that of previous instar :
b. Using lst instar mean width as the start of geometric series and
' ‘common ratio given in the mean ratio column. ‘
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obtained in this study for each of instars 2 to 5 given in Table 5.3 d1d not differ
'signiﬁ'cantly»(P>O.1) from Przibram's Rule. Using the first instar mean head capsule
width and a geometric series based on the above ratios for each of Hogan's and this
study, the predicted 2nd to 5th instar widths are bgiven in Table 5.3.
5.2 Gallery development and initial oviposition

The length of _thc iniﬁal section. pf the gallery up to initial ovipositiori (i.e. from
the entry point to the end of the section excavated by the adults) was measured where
the gallery was unbranched (Section 3.1.2). Theré were 244 such measured gallery
sections of which 111 had eggs 'where,. in most cases, these were located at the end of
the gallery. One of the 111 galleries had two batches of 8 eggs each wiih one batch at
 the end of the gallery and one batch found one centimetre. from the end. For two other
galleries the eggs were found 2 to 3 cm _from the end of the gallery. For the following,
the gallery length at initizﬁ oviposition is also taken as the full length of gallery in these
three exceptional cases. As well as the toiél of 870 eggs, 52 Ist to 4th instars and 15
final insta_I_S were also found in these 111 gaﬂeries. For the‘remajnAder of this section on
gallery development and initial oviposition, the number of eggs will be taken to be the
cor_nbinatibn of eggs and larvae above since negligible md;tality of larvae was obse‘rved
(Section 5.4). Fig 5.4 shows the relationship between gallery length and each of days |
“and day_-degrées above a threshold of 11°C (DDyy) (Séction 3.3) where galleries m
which eggé wefcv found are identified sepaiately. The threshold vall_xe of 11°C is based
on the work described in Section 7.3. Table 5.4 'giv.es’ some statistics on natality and
length of gallery at initial oviposition. Fig 5.5 shows the relationship between the
number of eggs and length of gallery. Above a minimum length of about 4cm the
relationship appears linear so a linear regression was ﬁtted with a Poisson error
(Appendix 1) for the number of eggs using GLIM (NAG 1986). An adequate fit was

obtained with 43% of the deviance (Appendix 1) explained and within the range of the
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Table 5.4 Statistics2 on natality and gallery development at initial
oviposition

Variable mean median s.d.b minimum maximum
natalitye 8.4 7 6.57 1 36
galleryd 12.13 12 3.93 5 26

length (cm)

Based on 111 measured galleries at the end of which eggs were found
Standard deviation

~ Number of eggs laid including larval instars found at the end of the
adult section of the gallery

d. At initijal oviposition

o oR

Table 5.5 Phenology of pre-adult stages

-

Stage t ime ~sample  mean median s.d.e minimum maximum
unit size '
egg day 1457 229.0 216 90.9 37 651
- DDy 862.7 575 669.2 89 3545
instar 1 day 47 301.4 295 60.5 161 414
DDy;  1465.0 1389 630.3 300 2549
instar 2 day 36 .264.1 257 737 161 405
DDy 1120.5 986 679.3 300 2447
instar 3 day 26 333.5 322 81.7 210 651
-~ DDy 1732.9 1664 118.2 857 3545
instar 4 day 50 374.5 326 112.3 263 651
DDy, 2021.3 1712 716.4 1241 3545
instar 5 day . 319 457.3 405 131.4 263 651
DDy 2591.5 2448 735.2 1241 3545
pupa day 83 639.9 651 16.3 609 - 651
DDy, 3427.2 3545 170.0 3138 3545

a. standard deviation
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data sensible predicted values are obtained. Predictions_bélow 3.6 cm, roughly the
point' where. the regression line intercepts the abscissa, and above 30 cm should be
vconstrained to zero and the predicted natality at 30cm respeétively to give sensible
predictions for these ranges. The correspbnding_ lo'g-linea:. (ie. log link. Appendix i)
model gave a worse fit than the linear with 40% of the deviance explained. »

‘The possibility that the diameter of the log could limit _the'devélopment of the
gallery and therefore affect natality was investigated. The relationship bétween each of
length of gallery, number of eggs and natality rate [i.e. number eggs/(length-3.55)] at
initial oviposition and the mid-diameter of the log »in which the gallery was established
was graphed. There were no obvious trends (graphs not showﬁ) in all three cases. The
smallest diameter in the sample was 12.8 cfn.

The galleries were esfablished over a 3 month period in the late sumxﬁer/autumn
of 1984 (S_ectibn 3.1.1) so to investigate any differences in :gallery development and
ovipositioﬁ between galle;ies. established early versus late in tﬁis period, for the 111
galleries above, the time, in units of both days and DDy, from the first gallery
establishment 6n 9/2/84 to initial oviposition was calculated. 'I'lﬁs data relates to 9
dates when gallery establishment was recorded (Sectioh ‘3.1.1) ranéiﬁg from 16/2/84 to
7/5/84 with corresp_onding days from 9/2/84 of 7,15,21,29,40,49,56,63,88 and number
of galleries dissected being 1,8,14,12,14;21,19,9;13. " Fig 5.6 compares the natality rate
across the establishmenf dates. The single value for 16/2/84 (i.e; 7 days) was 3.52 and
is not shown in F1g 56 to maintain a reasonable scale for the later dates. Figé 57 and

5.8 show the relationship between number of eggs and length of gallery, respectively,
for each of days and DDy; from 9/2/84. These 'graphs do not show any striking
differences bétween early and -late establishment in natality rate, absolute numbé_:f of

eggs or length of gallery at oviposition. However, the mean time from gallery
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establishment to initial oviposition (taken as the date of disc sampling if eggs were
found in a single adult section of gallery) was foﬁnd to decrease with later gallery
establishrhent date as seen in Fig 5.9. Correspondingly the rate of gallery development
takeh over the period from estéblishmc_nt to initial ovipositioh in units of centimetre per
time unit (i.e. day and DD;;) was found to increése with later establishment as seen in
Fig 5.10. Fig 5.11 shows that there is no obvious difference in the calendar date of
oviposition for ea:ly compared to late gallery establishment and as a result the
difference in timing of establishment is reflected in the rate of gallery developmenf.
Since the galleries dissected were sampled randomly (Section 3.1.2) it is unlikely that
the trends seen in Figs 5.9 anc_i 5.10 are due to sampling bias. To confirm this, |
cross-tabulation of the 111 galleries by tree number énd date of attack did not suggest
- that any particular ﬁeé was responsible for the trends. This trend of shorter time to
initial oviposition with later gallery establishment was reflected in an analagous tr_énd
~ (Section 7.5) in the timing of emergence for caged galleries occurring in the samé logs
as those destructively sampled (Section 3.1.3). It was found that galleries established
early in the late sum;ﬁer/aummn did not produce erhcrgents; on évcraée, any sooner
than those establiéhed later in this period. .. |
5.3 Phenology of immature stages -

| Data on each immature life stage were 6btaincd by dissection of galleries of
kﬁown éstablishment date (Section 3.1.2). Table 5.5 gives some statistics on the
.phenology- of each imxﬁature stage in terms of days and DD,; from gallery
establishment. The results in Table 5.5 have not been adjusted fori the relationship of
timing of initial oviposition with timing of gallery establishment as discussed in the
previous secﬁon. A flow on effect to later Staggs would be expected, however, the
‘numbers of gaﬂerieé dissected at later sampling dates were tob small, for reasons given
in Section 3.1.2, to allow this to be investigated. Considering the timing of gallery

establishment as random any resulting differences in phenology are incorporated in the
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variation in time interval over which a particular stage occurs.

The sample sizes in Table 5.5 are the number of individuals collected in each
stage from varying numbers of galleries at each sampling occasioﬁ. The large number
of eggs obtained is a. result of a large number of galleries dissected at the earlier
sampling occasions, due to the simplicity of the gallery, while later sampling occasidns
where larvae were appearing involved fewer galleries, as mentioned above, because of
their complexity (Section 3.1.2). The small number of early instars obtained is dué,
unfortunately, to the fact that thé tjming of their occurrence within theA sunﬁner
following gallery esfablishment was not well covered by the sampling. The 9th and

10th sampling occasions occurred on the dates of 9/1 1/84 and 25/1/85 which straddled
| the period during which most individuals passed through the 1st to 4th instar stages.
Small sample size has caused the anomalous result in Table 5.6 where the 2nd instar
has a mean time to occurrence which is less than 'fhe 1st instar. Fig 5.12 shows the
number per gallery of each stage at each of the dates of sampling starting from th¢ 4th
' sainpling’ occasion at which eggs were first found. A logarithmic scale has béen used in
Flg 5.12 to allow mean nnumber of early instars to be diséerr-lible”on a common scale
§vith mean number Qf eggs. Figs 5.13 and 5.14 show hiétograms of the timing of
occurrence of the stages where thev 1st to 4th instars have been combined because of

their individually small samp'le size.

5.4 Models of insect phendlogy
5.4.1 Theory

Models of insect phenology are required withjn systems of models for
simulating or predicting population dynamics. Models éxe also a useful way of
summarising and/or‘ smoothing phenological data as a means of determining general
trends. When studying the life cyclé in the field of a bark or wood boring insect such as

P.subgranosus it is not possible to observe a cohort over time (ie. longitudinally)
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because destructive sampling of the gaﬂeries is requiféd to observe pre-adult stages."
The data obtained from destructive sampling is generally cross-sectional in nature
whereby at eéch of a number of sampling occasipns at times ¢; , i=1,.,5,a 'sample of
the population (e.g. a number of galleries are dissected) and the number of individuéls,
n; , in development stage j, j=1,....a (e.g. egg, larval instars, pupa, adult) are observed.
Kempton (1979) developed a framework for modelling such data involving an
1mt1al population size given by unknown parameter Ny, and models fbf each stage of (i)
the stage duration time and (ii) the stage death rate. Kempton made use of statistical
distributions to model stagé duration times (including entry time to thé first stage) and
in particular used the gamma distribution. 'Kempton used chrc.molcv)gical»time units but
physiological - time units such as .day-degrecs could equally well be used. The
paramctérs in models of (i) and _(ii) and the parameter Np, because they are all
estimated from the same; data, are highly correlated and Kempton employed séme
simvplifying.-a-ssumptions to make the mamematics tractable and estimation feasible. In
particﬁlar he aésuxﬁed thét the stage-spéciﬁc mprtality rate _'can be réplaced by an
age-specific mortality rate (i.e. the probgbility of death is a _funciion of the individual's
age and nét its chnent_ stage) and that stage duration times are independent both
between and within ihdividuals and are g'ammé distributéd with a common shape
paréméter across stages. Assumptions on the nature of the sampling are also implicit
with Kempton"s. approavch.. These assumptions are (a) sampling | efﬁéiencj ‘is equal
across stages (e.g. physically small stagés such as eggs and early instars aré not more
easily missed or destroyed when sampling compared to late instars, pupae or adults);
(b) sampling efficiency is equal across sampling occasioné; and (c) individuals are
correctly or unbiasedly allocated to their actual stage of development. Of the above (a)
and (c) ensure that the proportion, pi; » of individuals in each stage at each sampling
occasion is an unbiased estimate of that in the population. The assﬁmption in (b) is

required for the unbiased estimation of initial population size (i.e. total brood size per
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gallery, leaf etc.), age-'specific mortality and recruitment to the first stage. Ensuring (b) :
is usually managed by employing a sampling unit relevant to population size, such as a
gallery for wood boring insects or leaf for leaf-'ea-lting insects, and selcctiné sampling
| units randomly. In this context initial population size, Ny, is mean number of eggs laid

_per samplmg unit. Kempton's simplified model is glven by

&(ny) = Np axty) p;(t) ' ' G.1n
where |
p;(%) = P2(Y;$t;<Y;, | survival to age &)
4 _ o
= [, [&0) - 510Ny , j=Lma-l,
b ,
= f g](y)dy : ’ j_ . ’

axr) is the function detenmmng the probab1hty of surviving to age ¢, g;(y) is the -
probabxhty density function (pdjf) of ¥; = Z h=0 Xy , Yj is the time from f; to entry to the
jth stage, and Xn ié the time spent (or duration) in the hth stage. The réproductiVe
property of the gamma distribution (Johnéon and Koti 1970) states that if the X, are
gamma distributed with index o (= Kempton's k) and common scale parameter B

(= reciprocal of Kempton's b) so that

...?(Xh = x) = x o -1 exp{-x /ﬁ} o ,ﬁ> 0, x>0,
B% T(ew) -

then g;(y) is a gamma pdf witﬁindex hX ,J,;(l) o4, and scale parameter ﬁ ,

Kempton assumed the ny; are épproximatély Poisson distribﬁted with expected
value- given by egn (5.1) and used maximum likelihood to estimate the parameters 6, to,
Xo, N1 and mean stage durations x;, j = 1,....a, where 0 is the age-speciﬁé fnortality rate
assumed constant for all stages so that

o) = exp{- 0 (t-ty)} , ,

Io is the time of the start of the process, xg is the mean time of entry to the first stage,
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Ny is the number enfering the first stage where N, is given by
N, = No1+68/P ,
and x; = 04 B, j=1,....2 (i.e. the means of the gamma distributions for X; , j=,1,....2).
Summing the pj(}i) in eqn (5.1) over j=1,...,.a gives |
L pit) = Gi(®)
- where |

| .
Gy = [ &0y

“where Gji(ti) is simply the cumulative density function (cdf) corresponding to the |

gamma pdf g;(y). Gi(t;) is the proportion of the surviving population which is in at least
| stage 1 at time ¢; . This proportion initially will be less than one (ie. the remainder
being individuals that have not entered stage 1 so that for these Xo=Y;>1t) but
increases with time until it reaches one when all surviving individuals have énte_red at
least stage 1. Thus there is recmiﬁnent of new individuals to the first stage which
operates through the distribution of Xo and which offsets the effect of mortality. in
determining population. size at time t; . Recruitment in some insect species can continue
while some individuals have already completed development but in general recruitment
will décline' to zero with time due to the decline in natality with zige. Thus vinv gericral
pi(#) in eqn (5.1) does not equal pjj since thé p;; necessarily sum, across the a stages, to
one. If we divide pj(ti) by G(y) to give p?(ti) then this last term gives the probability of
being in stage j conditional on being in at least'stage 1. Summing the p?(ti) across the
| stages now always givés one so that this, purely phenological model, is givén by |
P =Py = {GH) - Gra®/Gi(®) 62
This modification of Kempton's model 1s introduced because interest may lie in
predicting only the proportion of the population, rather than the absolute number of
individuals, in each stage over time. Predicting the average number of individuals in

each stage, as seen above, requires estimation of the population size at time f via
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'estirnatjon of initial population size, Ny , survival, axt;), and recruitment, G(z;). In fact
it may nbt be possible to estimate population size over time if sampling assumption (b)
éﬁove does riot hold. Alsq, independently of the n;, direct observations of mortaiity
- rates may have been made and in this case a mortality model can be estiméted
separately to the model for p;;. Two other models besides modei (5.2) Which predict the
proportion of the population in each stége are discussed below.

We now, in contrast to Kempton's model given by ;écin (5.1), model the ny-
‘conditional on N; , the total number of individuals sampled at time #; where Nj = ¥ ; ny;.
Given rémdbm sampling Where N; is a small fraction of the total population then for
each sampling occasion the n;; are multiriomially distributed givén N; . In this case no
model of survival or .initial populafion size is involved and the aSsumption (b) about
sampiing .can. bé relaxed. |

Dénnis et al. (198!6) adopted such an approach where the probability p;; was
obtaiﬁed frdm a probability density function but with a completely different genesis to
Kempton's &) Dennis et al. based theﬁ modeli-on the model of balsam fir bud .
phenology developed by Osawa et al. (1983). Thesé models belong to a class of models. |
‘called ordinal regfeﬁéion models in.the statistical literature (McCullagh 1980). Ordinal
regressions ‘arev used to describe data of the type considered here where a mimbef, a, of
: ordered classes (e.g. insect life stages) are observed to cc.mtain a number of _indiViduals
for each of a number of samples or cohorts. Als_d, corresponding to each sample, one or
more predictor vériablcs (days or day-degrees in our case) may have been measured.
An underlying, unobserved and continuously distn'buted variable X, with pdf g(x), is
assumed to be controlling the proportions in each ordinal class via a-1 unknown, |
ordered cut-point or signpost parameters, Ozj, j=1,...,a-1, and parameters of g(x) such as
the mean and variance may be functions of the predictor variables. The variable X is
“often called a latent variable. Thus individuals at time -#; have a distribution of X with

. pdf g(xt), where X could be, for example, the unobserved level of a hormone
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controlling development. Individuals with a value of X falling below a; fall in stage 1, '
between o and a3 in stage 2, and so on until those v?ith X above 'aa_l fa]l in the final
stage. In effect the trajéctqries over time (in déys or day-degrees) of the proportion in |
each stage are traced out by the changing values of proportions below o, between‘ o
and 03, and 50 on, as the mean Qf the distribution of X shifts with ihcreasin’g t while the
o; remained fixed. An example of these tréjectories is given in Fig 5.15. Fig 5.15 was
derivéd from the fnodel of Dennis et a.lv; (1986) described below, which wass fitted here
to their published example datd set on the phenology of the Western spruce budworm
Choristoneura occidentalis 'Freeman. McCullagh (1980) defined tﬁe ordinal regression
| model in teﬁns of the cumulative frequencies at ééch sample occasion, my;; = Y lj1=1 nin
and the cdf of X, G(x) so that
5.(mij) = N; 22(X; < o) v | ,j=’1,...,a-1

- N; G(o5 + ) 63

where B and z; are vectors of regression parameters and predictor variables respectively, -

B and the final class is obtained by difference. If ji;; = & (mi;)/N,-l and un =AAaj + }32l , then
G—l(ﬂ)=n'dcﬁhés the link function in generalised linear- model termipologyA (Appendix o
1). Commonly.uvsed statistical distributions for X and theﬁ conespon&jng link fﬁn&ifms -
are the nonnai/p'robit [G! = o-1(p)], logistic/logit [vG—1 =log(y/ {1—#})j and extreme -
value/complementary log-log .[G-1 = log{-log(1-y)}]. Since X is not observed it is not
strictly correct to say that X has a normal or logistic etc., distribution since only the
link function has been specified in eqn (5.3) via G. Thé distribution of X, corresponding
to the link functions 'givexi in the above order, could equally be log-normal, log-logistic
or.Weibull respectively (i.e. correspbnding distributions on a logadﬂmﬁc scale). VThvus
the data does not allow discrimination between smooth transformatidns of the
underlying variable using a criterion of goodness of fit, but only 5etween alternative

link functions and models for 1 (i.e the model is unique up to a smooth transformation
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of X). For the following the distribution of X will be referred to keeping in mind the
zibove qualification.

When X belongs to the normal or iogistic family of distributions the term in the
model Pz, dropping the ith subscript for the moment, specifies the mean of X, Hx,
(given unit variance for X) in terms of the regression equation ji, = -(ﬁo-kﬁlzﬁﬂzzﬁ...),
however, this model is oirer-parameterised with 3, and thé o parameters not uniquely
defined so B must be subsum.ed in one of the @, &; in GLIM and GENSTAT, to allow
the model to be estimated. The constraint By=c; can be achieved by the
reparameterisation, a? , where at = ai = By and later cut-point parameters (i.e.
| J=2,..,a-1) are given by o= at+aj-‘ (foi the remainder the o5 will refer to this
reparameterisation and the * will be dropped). The variance of X for normal and
logistic distributions is necessarily unity in the above parameterisation (5.3) since it is
not possible to add an extia unique parameter. to specify the variance. In the case of the
Weii)ull (useil here as the reference distribution instead of the exireme. value
distribution bééause it is more familiai' to most researcheis) the term Bz speciﬁes -In(b)
where b is the Weibull scale parameter (Johnson and Kotz 1970) rather than the mean
of X and the shape parametér is necessarily a constant which is subsumed in a;.

Denms et al. (1986) used a different.p'arameterisation of the logistic mddcl,'
based on the model of Osawa et_al. (1 983) who used the vnormal cdf for G(x). Dennis et

al. define G(x) as
G(x) = 1/{1+ expl[-(x - 0/(b21)]}
so that the mean and variance of the logistic are ¢ and 72b2t/3 respectively. This °

relationship between the mean and variance is retained when x is replaced by the

cut-point parameters so that the model of Dennis et al. can be re-expressed as
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Bm) = Ni explog s + B)/{ L+exp(og Wt + By}
54
B=-1/b and z; = & . The link function, G-1, is fherefor_e-logit. The same number of
parameters are involved in the ordinal regression model with unit variancé, eqn (5.3), |
as that in eqn (5.4) sb that the assumption of unit -variance is no more restrictive than a
mean of ¢ and variance n2b2t/3. The choice of model can be based on the goodness of
fit of each model 1f there is _r:xo. a priori preference for one m&iel over the other.
McCullagh (1980) described the maximum likelihood estimation of the ordinal
regression model using the cumulative data, m;; . His method takes into accouﬁt the
dependency between the values of the m;; for a given sample occasion. Alternatively
the models (5.3) and (5.4) can be expressed in terms Qf the expected value of the n;'so
that . |
g = N; (G(o5+ Br)-Gley1 + Pzy))
and maximum likelihood. (ML) estimation used, assuming a mulfinomial likelﬂmood for
the indeperident nlj This is the method used by Osawé et al. (1983) and Dennis et al.
(1986) to fit their Iﬁodels. Thompson and Baker (1981) show how the above model caﬁ
be ﬁtfed by maximum likelihood as a modified generalised linear model (Appendix 1) |
using a foisson distribution for the n;. Given that the tails of the distributior; are
completed so that the ML estimates of tﬁe n;; sum across j to the. total N, , which is
ensuréd numerically by specifying an érbanry bﬁt large positivé (upper tail) and small,
possibly negative, (lower tail) value to dummy pararheters @, and oy respectively, then
the kemnel of the Poisson likelihood (Appendix 1) is identical to that of the multinomial
(Wedderburn 1974). This method was efnployed here using GLIM and used to fit
eqn (5.4) to the spruce budworm data mentioned above. | |
A new approach to modell_ing insect phenology based on conditional
probabilities is now described. We start from the same point as the ordinal regression

model in that the N; are considered fixed and the proportion in each stage is modelled




93

as a function of time.. Taking each stage in turh, starting with the first stage, the

probability of an individual being in stage j is modelled conditional on being in stage j

or later.. These conditional probabilities or continuati.(_)'n. ratios (Fienberg 1980,

contributions to discussion of McCullagh >1980 by Plewis, Fienberg and Pregibon) are

modelled as functions of ¢ so that ’ :
2(in stage j at time ¢; | in stage j or later) = G(Bo; + By; 4 )

where G-1 is a link function as described above and Py and By, j=1,....a-1, are

unknown parameters. The expected value of n; is then given by

& (ny) = (N;-X 11;;1 ni) G(Bo; + By; %) | , j=2,a-1
N; G(Boy + Bi1 ;) | =1

N and the unconditional probabilities by p;; where

pi = G(Bo1 + P11 t) o ' L, Jj=1 , (5.6).
= AL Gy +Byt) =201 |
= (1555 pa) - - j=a

Thé unconditional probability for the final stage is thus obtained by difference so that
- no model is required for it. The a-1 model.s given 'by eqn (5.5) can be fitted using |
maximum likelihood assuming binomial n;; conditional on the N; 'for the first stage and
the 'Nt = (N; - Zf{;i ’111; for the next a-2 stéges. These models can be fitted as
generalised linear models using GLIM or GENSTAT (Appendix 1). Note that the n;; for
which the  binomial sample size, N? , is zero must be weighted out of th¢ regression.
The estimate of m;; given by N; Sij, where the Bij are calculated using eqn (5.6) with
estimates of the Py and By; obtained from the fit of model (5.5), are directly
comparable to the estimates -obtained from the gamma entry time model, egn (5.2), and

ordinal regression models, eqns (5.3) and (5.4). The deviance (Appendix 1), based on a
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multinoﬁmial distribution for n;;, can be used to cc;mpare the fit of the three classes of
model. Fig 5.15 compares the predicted proportion in each stage from model (5.4) to
that from (5.6) (with G-1=ldgit) obtained from the fit to the spruce budworm data. |
| The conditional probability model involves a-2 (a>3) more parameters than the
- ordinal regression model. An assurnptioh m this last casé is that each stagé fesponds
equally to a common underlying variable X (i.e. controlled: by the link function and B's
which are common to each stage) which therefore allows a more parﬁimonious
description of the data than the approach introduced here. A common underlying time
scale and link function for each stage is also required in practice for the conditional .
.probability model (i.e. so that the unconditional probabilities can be calculated) and
either days or day-degreés must be chosen as the time units here.‘ﬁowever, the fact that
separate models are applied to each stage (i.e. common link function but separate f's
for each stage), on a corﬁmon time scale, results in the extra parameters required and a~
more flexible model than that of Dennis et al. since different stages can ‘have a
different respoﬁSe to the chosen time séale.' However, any resultant imprdvement in fit
must be balanced agajnst the lesserv degrée of paxsimbny. | R
5.4.2 Applicatidn’to immature stages of R.shbgranosus
The ordinal, eqns (5.3) and (5.4), conditional probability, eqn(5.5), and the
gamma -entry time, eqn (5.2), mddelé wéfe fitted to P.subgranosus ﬁequcncy daté
‘cohsisting of 191 sample occasions (i.e. number of dissected galleries, Section 3.1.2) at.
which ifnmatur’e stages wére found. Kempton's complete model, Aéqn (5.1), was not
fitted for reasons discussed later. To fit the above models it was found necessary to
pool the number of 1st to 4th instar larvae with the number 6f eggs since the data on
these early instars were inadequate in themselves to allow a reésbnéble'modcl of their
phenology to be constructed. When they were considered separately and the éonditional

model fitted the resulting probability _trajectbries were barely discemible above zero
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when graphed on the same scale as those for eggs, final instar léwae_ and pupae. This
waS due to the fact that, as mentioned in Section 5.3, few early instars were found since
the peak of their occurrence was missed by the sampling dates. Taking the three 'stages’
consisting of (1) pooled egg and 1st to 4th instar larvae (2) final instar larva (3).pupa, a
number of ordinal and- conditional probability regression models were fitted as well as
the gamma en@ time model. In the cése of the' ordinal models combinatibns of logit or -
complementary log4log link, constant variance as in eqn (5.3) or mean and variance as
in eqn (5.4), and the mean a function of days or DD;; were tried. Logit and
comblementary log-log links and both days and DD; were used for the co_nditional
probability model. Also each of days and DDH were used in the gamma entry time
model where in both cases 7y was not estimated but set to zero since the fuét
ovipositions occurred relatively soon after ga]lgry establishment (Table 5.5). The data
involved 573=191x3 fre'qu_encies; ni i=1,...,191, j=123. .Using the conditional
probability approach the complementary log-log link was found to give a better fit than
~ .the logit link, however the choice between days and DDy, was not as straightforward.
The fit 'of the model to thé pboled egg an& early instar larvae data suggested the DD, .
scale was best while that for the final instar lafva suggested the day scale w_és bettér.
One constraint on thé conditional probability models is that, as mentioned earlier, a
cbmmon time scale is required for each stage even though the developmental response |
forve_ach stage to this scale can vary as quantified by different estimates 6f Bo and B;.
“The presence of different'ttlreshold temperatufes for devcldpment (Section 7.1) for. each
stage coﬁld be responsible for the difference in response to the DDj; scale seen heré,'
hoWever, it was not possible in.this study to determine stagefspeciﬁé thresholds.
The . gamma entry time model (5.2) was fitted using a nonlinear optimisation
algorithm which maximised the multinomial likelihbod (or minimised ‘the deviance).

GENSTAT's FITNONLINEAR directive was used (Appendix 2) again employing the
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Poisson distribution for ny; given the constraint that the predicted proportions sum
across the stages to one. Joint estimation of the gamma scale parameter 8, and mean
stage duration times xq, x; and x, , proved difﬁcplt. It was found necessary to alternate
between oi)timising B alone aI;d then the x;'s. Even when this was done it was found
using a contour plot of the likelihood surface that the xp and x; parameters were very
highly negatively correlated and for this reason standard errors of these parameters
could not be obtained.

To compare the fit of the conditional to ordinal and gamma entry time models,
unconditionai probabﬂities, pj;, were calculated as given by eqn (5.6) and a value of the -
deviance calculated by summing the deviance contribution over-the 573 observed and
predictéd frequency pairs; n;; , Nj Sij. Table 5.6 gives the goodness of fit and Tables

5.7, 5.8 and 5.9 the parameter estimates for each of the above models. Table 5.8 also

' gives the deviance calculated using conditional probabilities. Table 5.6 shows that, of

the ordinal regression models, the complementary log-log link with z=DDy, gives the -
best fit to the'déta aﬁd is considerably better than the model of Dennis et al. (1986).
" The conditional probability model using complementary log-log link and DDl-l gave
the best fit of all the models requiring one extra paraméter for a 4.1 drop in the
deviance compared to the best of the ordinal regression models. Fig. 5.16 shows the
trajectory and data for the proportion. in each of the three stages for each of days and
DDu using the complementary log-log link ordinal model and Fig 5.17 compares the
. complementary log-log link ordinal and cbnditional probabﬂjty mode’ls. On both the |
day and DD;; scales these two models produce very sﬁnﬂm trajectories and as
expected they give a similar fit to the déta (Téble 5.6). Fig 5.18 shows the trajectories
fdr the gamma entry time model. In the case of the day scalé (Fig 5.18a) the proponion v
in the combined egg/early instar stage declines more slowly and the final instar stage
has a wider spread in time of occurrence than that seen in Fig 5.17. The gamma entry

time model using the DD,; is totally inadequate for describing the phenology of
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Table 5.6 Goodness of fit of three classes of regression model to
P. subgranosus phenological data

degrees of %deviancec

model eqn Link z variance2  deviance
freedomb explained
ordinal (5.3) logit days constant 343.7 -379 76.2
DDy, 278.1 379 80.8
clogd days 234.5 379 83.8
clog DDy, 222.7 379 . 84.6
ordinale (5.4) logit ydays m2b2days/3 333.6 379 77.0
VDD, m2b2DDy/3 373.3 379 74.2
condit- (5.5) logit days - ©325.7 378 77.5
‘ional ' : : '
' logit DDy - 261.6 378 81.9
(5.5) <clog days - 233.6 378 83.9
clog DD;; - 218.6 378 84.9
gamma (5.2) - days - 283.3 378 80.4
entry , S _
time - DDy, - 443.0 - 378 69.4
a. Scale parameter of the type | extreme value distribution and shape

parameter of the Weibull distribution (Johnson and Kotz 1970) for the
complementary log-log link, not applicable to the condltlonal

probability model
Sample size (573)

Qﬂ

- no. ICgI’CSSlOI‘l parameters - no.

c. 100{(null deviance - deviance)/null deviance} where 'null deviance'
the deviance for the model consisting of common, across sample
occasions, proportion in each stage estimated from stage totals as

0.807, 0.151 and 0.042 for the combined egg and early 1nstar
instar and pupa stages respectlvely

d. Complementary log-log .
e. Model of Dennis et al. (1986)

final

constraints (191)

is
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Table 5.7 Parameter? estimates for ordlnal regression models of
P. subgnuumus phenology

mode 1 "~ link 'z oy b B
ordinal A
logit days  7.312 4.038  -0.0172
©(0.223) (0.194) (0.0006)
DD, 6.090 . 3.251  -0.0025

(0.182) (0.124) - (0.0001)

cloge  days 3.744 2.409  -0.00986
- - (0.105)  (0.109)  (0.00031)

DDy - 2.963 2.035 -0.00145
(0.085) (0.070) (0.00004)

Ordinald  logit  ydays 12.380  7.998 -0.300
| (0.420) (0.368) (0.011)

logit /DDy, 6.199  4.859 -0.086
(0.260)  (0.212) (0.004)

~ Standard errors given in brackets

a.

b. Parameterisation which gives the cut-point betwecn final instar and
pupa stage as (o+op)

c. Complementary log-log

d. Model of Dennis er al. (1986)
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Table 5.8 Parameter2 estimates for conditional probability models of
P .subgranosus phenology

stageb link t Bo By deviances
egg, inst.ars 1-4 logit days 6.817 -0.0157¢: 293.5
| (0.303)  (0.00082) (189)
DDy, 5.836  --0.00238 203.1
©(0.260)  (0.00011) (189)
final instar days 12.09 -0.01851 32.2
. (1.93) (0.00304) (27)
DDy 11.18  -0.00314 58.6
(1.46) © (0.00043) (27)
egg, instars 1-4 clogd days 3.779 -0.00997 208.8
(0.174)  (0.00051) (189)
DDy, 2.810  -0.00136  170.6
(0.135)  (0.00007)  (189)
final instar B days  5.443 -0.00887  24.8
| (0.747)  (0.00121) (27)
DDy, 5.922  -0.00177 48.0
-  (0.682)  (0.00021) - (27)

Standard errors given in brackets

Proportion in pupa stage obtained by difference :

c¢. Deviance based on conditional probabilities. Degrees of freedom given
in brackets. - :

d. Complementary log-log

>R

- Table 5.9 Parametera estimates for gamma entry time model of
~ P.subgranosus ‘phenology

t | ﬁ X0 Xy ’ 'xz
days 23.5 - 134.8 299.3 217.6
' 0.2 - 2.1 -
DDy, 413.1- 930.0 1871.6 750.0
4.5) - - ' -
a. Standard errors giveh in brackets. Some standard errors could not be

estimated due to near singularity of the Hessian (Appendix 1).
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P.subgraﬁ_osus as indicated ‘by its poor fit to the data.and the unrealistic trajectories
seen in Fig 5.18(b).

For comparison the model of Dennis et al. (1986) was fitted to their example
data set on spruce budworm phenology. and compared to the fit of the logit/constant
vaﬁance/day-degree ‘ordinal regression and logit/day-degree conditional probability
models. The transcript of the GLIM session in which the rnodel'of Dennis et al. was
fitted is given in Appendix 3. This modelv gave a better fit (deviance of 34.8 with 65
degrees bf freedom) than the constant-variance ordinal model (deviance of 58.0) but a
worse fit than the conditional probability model (deviance 25.9 with 60 degrees of
freedom) using unconditional probabilities in this last case as was done above. These
deviances cannot be compared in a formal test since the models are not nested
(Appendix 1) so a judgment on which is the best model must rely on other factors such
as built-up experience §vith each model, bias and precision of predictions and
~ theoretical grounds such as a justification for an underlying variable X. |
5.5 Brood size, mortality and gallery failure rate "

A As described in Sectiori 2.3.3, after an initial oviposition at which a mean of
roughly 8 eggs are laid the female continues to oviposit throughout the gallery. So-
countering any age- or stage-specific mortality is the contiﬁﬁal recruitmenvt. of new
individuals. Negligible mortality was obseryed in all immature stages with pfedation ‘
and parasitism very rare (Section 2.3.7). The onlyv mortality observed in gallery
dissections was for early instar larvae where three 1st, and oné 2nd instar larvae were
dead out of a total of 47 and 36 respectively. The cause of this mortality is uncertain.
Mﬁough direct observations of mortality can be difficult, for example in the case of
predation, it was felt that the very small amount of mortality observed was a genuine
reflection of low mortality in the population. |

Fig 5.19 shows a scatterplot of the total number of individuals in all stages (i.e.




NUMBER INDIVIDUALS PER GALLERY

NUMBER INDIVIDUALS PER GALLERY

So

40

30

20

190

50

40

30

29

190

FIG

104

LA St S e e e e B e e B e B
- L _
- ) ay ﬂ
| . + .
a + ]
- + =
- ' .
t + + o+ ]
: ]
|
a R
- ¥ .
" + , ]
I T DA S SO S ST RIST SENr N NV ST SN HE S S S S S S S RS S S |
GO 100 209 300 400 500 600 700
DAYS from GALLERY ESTABLISHMENT
. E— — —— — x : ——— ———— —
- + ~
+
- o) 7
- + -
n + -
. . + 1
[ . ]
~ + + + 7]
. +v' ..: .
B ]
R + " N
t _’___,_..—.—-——*‘—*"‘—'_ _
s 1
L y + _
- e ol N
- + -
L . + . . -
- + ++ + ]
i 1 A 1 e 1 1 A i 1 A 1
) 1000 _ 2000 3000 . . 4000
DAY-DEGREES(11] from GALLERY ESTABLISHMENT
6.19 Total number of individuals per gallery and asymptotic regressions

versus (a) days (b) day-degrees(i1] from gallery establishment

with ...... approximate 95X confidence region on predictions



105

brood size) fqr each of the above 191 sampled galleries against each of days and DDy;.
The scatter in Fig 5.19 is very wide demon§Uadng the large between-galléry variance
in brood size. Given zero or negligblé mortality and a steadily declining recruitment the
total brood size will, with time, approach from below an asymptotic value which should
roughly equal the observed mean emergence rate (number per gallery). Asymptotic
regressions were ﬁtted to the scatterplot data shown in Fig 5.19. The best form of thé
model was found to be | »
Ni= exp(Bo+ By /1) : BEER)
where
N; is total brood size, By and B, are unknown regression parameters and #; is either days
or DDy;. Model (5.7) was ﬁtted as a generalised linear model with Poisson error for N;
and logarithmic link function (Appén_dix 1). The pafameter estimates and their standard
: enbrs are given in Table,S‘.lO.'The asymptote is given by exp(By) which was esthﬁated
as 18.9 v.vith approximate 95% confidence intervai (including .adjustment for
QQer—dispersion, Appehdix 1) of 15.2 to 23.6 using t=days. Corresponding estimates for
| hDDu were 1.5.0 and 12.7 to 17.8. The trajectory of predicted mean brood size over
time and the 95%' confidence interval for predictions, based on the above regreséions,
are also shown m Fig 5.19. o |
Of the total of 381 galleries destructively sampled (Section 3.1.2) approximately '
8% failed to produce any brood. Observed failure was due to either an unmated male
(4%), which in some cases had extended the gallery to a length of 8 cm, or death of
either parent (2%). A further 2% of galleries appeared to have been abandoned with the
length of the tunnel at around 4 to 8 cm. This was probably due again to the male
being unmated and then abéndoning the galléfy.
5.6 Discussion A | |
Numerical classification using head capsule width is a standard technique for

claSsifying larval instars when there are no instar-specific morphological features
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Table 5.10 Parameterbestvimatesa and fit of regression modelsb of brood size

regressor Bo B: deviancec ¢ ¢  %deviancee
1/days ©2.940 -141.14 974.9  5.158  22.1
(0.110) (21.96) -
1/DDy; 2711 -268.10 1002.0 - 5.300  20.0
- 1(0.083) (43.51) |

[

Standard errors adjustcd for over-dispersion (Appendlx 1) given in

brackets
b. Poisson error, logarlthmlc link (Appendix 1)
c. Residual deviance, measure of goodness of fit (Appendix 1)
d. Dispersion parameter (Appendix 1)
e.

Percentage of deviance for model consisting of exp(ﬁ%) only where

'exp(ﬁo) gives average brood size over time.
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which are easily observed (Imms 1964).. An easily seen morphological feature specific |
to the final instar of P.subgranbsus allowed this instar to be quickly Vand accurately
identified. Visual inspection of frequencies of head capsule widths such as those
displayed in Fig 5.1 is often sufficient to decide on the boundary values to be used to
allocate individuals to an instar. The .us'e'of.a non-hierarchical classification procedure
to determine the boundary values allows -objectivity and optimality in classification.
Objectivity, in that the same criterion is used for any set of head capsule widths and
optimality, in that vfhe classification procedure optimises the above criterion where the
optimum here was a minimum within-class (ie. instar) sum of squares. The
classification procedure used here generalises to a number of simultaneously measured
and continuously varying morphological features. For example, larval body length was

used here in addition to head capsule width to classify larvae. It is not possible to

determine the extra discri;ninatory power of body length to that of head capsule width.
since instar number is not known a priori. It is therefore difficult to say how useful the

addition of body length was in the classification but it is felt that it resulted m only a

| marginai improvement.

A problem with classification here was the fact that measurement error was a
considerable percentage of head capsule width; for example around 10% for the eaﬂy-
instars.. Given this degree of measurement error the values of head capsule width
between the peaks could be due largely to this error rather than real. bopulation
variation. Even so there is little variation in head capsule width at the scale of
measuremenf used here so that classification by visual inspection could, in practice,
have been used without much difficulty (ie. it is fairly easy to decide on class
boundadee from Fig 5.1). However, the non-hierarchical classification technique used '
here would be more useful for a species for which there is more population variation

than that seen here.
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The observed relationship between number of eggs laid at initial oviposition and
gallery length is fairly easily explained. The length of gallery determines the surface
area of gallery wall on which ambrosia fungii can grow which thus determines the limit
on food resources available to the larvae hatching from the initial batch of eggs. ,The
nﬁmber of eggs laid appears to be under the control of a physiological mechanism
which is dépendent on some way of detémljning the length of gallery excavated up to
initial ovipbsitioh. The final instar larvae extend the gallery and it caﬁ be assumed that
the length of fﬁé'se extensions is aiso related to the food réquirements for growth and
. pupation. - |

The trend . of delayed initial oviposition and correspbnding slower galléry
development rate for galleries established early in the late/summer autufnn period.
cannot be fully expiained at this time. The time from gallery establishment to initial
~oviposition is not known so time to disc éampling has been ﬁsed to approximate this
unobserved time. So in- effect, the observed times are left-cénsored_ because i_nitial‘
ovipositioﬁ cohld ha\"e occurred any time. from soon after gallery ¢stabﬁshment up until
the sampﬁng date. ThlS means that time to initial oviposition and resultant gallery
developt.nent’ rates have been over- and under—estimated reSpectively‘.‘ However, the
trends seen in Figs 54, 5.9 and 5.10 should be unéffected because the abovebbias-
should a'ppiy éciually to all establishment dates. Also the fact that a éoncspoﬁding trend
in timing of first brood erﬁergcncc was observed (Section 7.8) gives support to the
above trend in timing of initial oviposition. Timing of initial oviposition does not
depend on gallery lehgth, allowing for the observationv'tha't at least 4 cm of gallery is
required before oviposition can occur, since oviposition was observed to. oécur for a
range of lengths between roughly 5 and 25 cm. One possible explanation for the delay
in initial oviposition until wihter is that summer oviposition could result in higher egg
and early instar mortality due to desiccation. A trend of timing of initial oviposition to

occur later for galleries in small diameter logs which are more susceptible to drying out
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was not observed here. Howevér, if under genetic control, timing of initial oviposition-
was preset to winter then selection for winter oviposition due to the resultant higher
surinal rate for eggs and early instar larvae might operate. Spring/early summer
gallery establishment does oécur- and for this to result in emergénce after as little as 10
months, as has been observed (Section 7.3), then hﬁtial oviposition in summer must
presumably occur (Fig2.9). However, spring/early summer emergence and gallery
establishment is much less common thar that in léte summer/autumn which would
suggest that there is selection for late sﬁmmer/autumn eniergence.
Francke-Grossmann (1967) describes moiSmre content of the host plant as, in general,
one of the most important factors for successful establishment and breeding of
ambrosia beetles. |
'The mean number of eggs at initial oviposition of 8.4 is less than half the mean
brood size 'and emergence rate (Sectidn 6.1), both estimated at around 19, which
indicates that subsequent oviposition is important in determining final brood size. The
| length of gailery excavations by final instar larvae pfobably determines the number of
eggs from these later ovipdsitions. |
The fact.that the peak of occurrence of early instar larvaé was missed by the
sampling, having occurred early in the summer after gallery establishment, and that few
early instars were found suggests that these stages are passed relatively quickly. Apart
from the.. egg stage, the final instar larva is the predominant stage in terms of length of
stage. This is understandable given that the final instar is responsible for the bulk of.
| gallery excz'wations.. Also time is required for feeding to allow this instar to build up fat
reserves for pupation and, possibly, for émergence and flight of the brood adult
although it is not known if brood adults feed before emerging. |
Judging from Figs 5.12 to 5.14, 5.16 and 5.17 the ordinal and conditional
probability models have been véry useful in smoothing the highly variable phenplogical
daté obtained here. Both the ordinal and conditional probability models give a similar
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fit to the data here and to the spruce btxdworm data. The complementary lt)g-log link
was superior, in terms Qf goodness of fit, to the logit link and thus presumably to the
probit link since these last two 1inks .produce véry similar predictions. One advantage of
the conditional probability model is that the response of eactt stage to the time scale is -
‘quantified:. separately which can be more revealing than a common across-stage
response. For example it was found that the DD, scale gave a much poorer fit than the
Iday scale for the final instar larvs and vice versa for the'corhbined egg and early instar
- class which suggests that the estimatsd 11°C development thresholci (SectionA7.3) might
be too high for the final instar larva. The c>hoice between ordinal and conditional
~ probability models is not clear-cut. If the latetxt variable X exists and opcrtites as
described by thé ordinal models then these models should be used but in the c.ase of
discrete stages, as is the case here, McCullagh (discussion to McCullagh 1_980) suggests
that the conditional probability (i.e. continuation ratio) model is. more relevant.
_ McCullagh suggests that the ordinal regression model is more suited to the case where
the ordihél classes ate the result of a coarse groupiné of some finer scale. Also, it may
be difficult to suggest a corttinuous variable which csuld result in the tliscrete procésses
of hatching and esdysis. Evcn so, it is difficult to choose between the ordinai and
conditional probabih'ty 'models other than on empiricat grounds. An important practical
advantage of the conditional model (5.5) is that initial ‘para‘meterv estimatesv art:v not
required for GLIM's maximum likelihood .estirrtation algorithm whereas good initial
estimates are required for the ordirtal regression models (5.3) and (5.4) to give" the
estimation aigorithm a réas’énable t:hance of success. Such good initial estimates are
often difﬁcuit to sbtain due ts the unobserved nature of X. |
The complete model of Kempton (1979) involving estimation of initial
population size, mortality and stage durations was not used here because mortality of
immature stages was virtually non-existent and the éstimatibn of population sizt: at time

t was approached by using the asymptotic model of brood size given by eqn (5.7).
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The reduced vefsion of Kempton's model, called here the gamma entry time model,
was used to predict the number in each stage conditional on samplé size at time ¢ which
meant that it- could be directly compared to the ordinal and conditional probability
models in terms of fit to the data. The gamma entry time model gave a better fit to the
P .subgranosus data than the logi_t ordinal and conditional probability models on the day
time scale but a worse fit thah the complementary log-log link versions of these
- models. A problem with gamma entry time model is the early appearance of final instar
and pupa sfages at about 100 and 300 days respectively (Fig 5.18a) whereas the ordinal
and conditional probability models are much more in keeping with the data (Table 5.5,
Fig 5.13) with the comresponding figures being 200 and 440 days respectively (Figsv
5.16a and 5.17a). The gamma entry time model was tota]l)" inédequate using the DDy,
time scale (Fig 5.18b). Stedinger et al. (1985) extended the ordinal regression model of
Osawa et al. (1983) to allow for extra variation in the multinomial proportions, Dpij » due
to spatial variation in insect dévelopment rates by using a Dirichlet-multinomial
distribution. However, bt_he variation in these proportionS appears from the deviﬁnces in
Table 5.6 to be adequately describ.ed by a multinomial. |

The asymptotic fegression model of brood size using the day time scale gave an
estimate of | total brood size per gallery of 18.9 which is not significantly different
(P>0.1) from tﬁe esfimate of mean nuinber' of emergents per gallery of 19.7 based on
an independent' data set (Section 6.1). A smaller estimate of total brood size of 15.0
was obtained using DDj;. This appé_ars from Fig 5.19(b) to be due to a greater
concentration of gaﬂeﬁes at the lower end of the time scale than in Fig 5.19(a). Given
tﬁe_ possibility of the threshold température of 11°C being too high for final instar
larvae and the close correspondence of the asymptote obtained from the day time scale
with the mean emergence rate, then the model based on the day time scale is
considered to be Vthe more reliable model of mean brood size over time and therefore

recruitment.
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6. EMERGENCE
6.1 Number of emergents per gallery

Estimating the total number of emergents per gallery is important in establishing
the fecundity axid reproductive potential for P.subgranosus. Data on total emergence for
individual galleries Were availablé from cagesplacéd over the gallery entry holes. Two
“sets of cages were used; those estublished by the author (SGC) with emergence
occurring in the 85/86 summer (Section 3.13) and those established by Elliott and
Bashford (SILV) with emergence oécurring between 1981 and 1985 (Section 3.2).
Table 6.1 gives statistics on the number of emergents for each set of cages. Only cageé ‘
for whic:h emergence was greater than zero have beén incorporated in Table 6.1. The
number of. unsuccessful galleries is estimated in Section 5.5 using data from destructive
sampling uf gallerie‘s'(Section 3.1.2). The flooding of galleries in some cases, due to
cages tfapping rainwate,r, does not allow reliable estunatiun of the number of
unsuccessful gaﬂeries from the cage data. The mean and median number' of emergents
is less for the author's cages since only a singie year of emergence. occunéd (sufnruer
1985/86). Desiccation of the logs resulted in no further emergénce in the 1986/87
surumer (Section 3.1.3). For this’re.ason the SILV cage data gives a better estiméte of
total emergence because the logs were kept at the study site and individual galleries . -
produced emergence up to the third summer after emergence began (i.c. first summer
of emergence) . When ernargence for‘ only the firsf summer of emergence for these
cages was used the results, with mean, standard error of the mean and median uumber
6f_ emergents 14.0, 2.0 and 9.0 respectively, were very similar to the corresponding
ﬁgureé, given in Table 6.1, for"the author's cages. Fig 6.1 shows the distribution of
number of emergents per gallery for the SILV cages. The mean number of emergénts
per gallery using the SILV data, was 19.7 with a median of 14.5 and ranged from 1 to
92.



Table 6.1 Statistics on emergence per gallery
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SILV cages 1981-85

Statistic author's céges 1985/86
sample size - 59 58
mean 14.7 19.7
median 11.0 14.5
mdde 1 1
standard deviation 14.7 . 18.7 |
~standard error | 1.9 2.5
(of mean)
~ minimum 1 1
max imum 76 92
lower Quartile 4 6
upper quartile 20 26
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6.2 Sex ratio

A total of 2011 emergents were collected from the 117 cages (SGC 59, SILV

58) which had at least one emergent. Of this total 1042 were males. Fig 6.2 shows the
frequency of gall_eries with a given proportion of total emergents that were male. The
hypothesis of a sex ratio, which is defined here as the number of males divided by the -
number of females and is specified by the pmmeter ¥, equal to one (Ho) is accepted
at the 10% significance level (i.e. the probability of a random value from the x?
~ distribution being greater than the calculated statistic is at least 0.1) with ‘/I\‘ = 1.0753
and a single degree ,Of freedom chi-équare statistic (x%) of 2.65v P>0.1). The ﬁgures for
- the two sets of cageé separately were males (SGC 440; SILV 602), females (SGC 428'
SILV 541) sex ratio (SGC 1.028 ; SILV 1. 113) and chi-square (SGC 0.17 ; SILV 3. 26).
For each set of cages cons1dered separately, Ho is accepted at the 5% level but is
rejected for the SILV traps at the 10% level. At the individual cage level, xli values
were calculated for each of the A70 cages (SGC 31; SILV 39) for which the number of
emergents was 10 or more (i.e. giving an expected number of males under Hy of at
least 5). The remaining 47 cages were aggregated to give 97 males to 86 females with
xz of 0.66 (P>0.1). Of these 47 cages 12 had no females while 7 had no males. In the
case of no males, there was in all cases only a smgle female while for the case of no
| females there were 8 cages with a single, 3 cages with 2 and one cage with 5 males. Of
the 70 cages for which individual xf values were'calculated, 9 (12;9%) (SGC 4, SILV
5) had a x% value greater than the norhinal value ét the 10% level (i.e. 27706). The -
_heterogeneity chi-square for these 70 cages with 69 degrees of freedom was calculated
as 99.0 which indicates signiﬁeant (P<0.01) between-gallei’y heterogeneity in sex ratio.
Although the chj-square statistics indicate that a sex ratio of unity cannot be
rejected ueing this data it appears that there is a slight preponderance of males since 37

of the 70 cages mentioned above had a sex ratio greater than 1, 4 had a ratio of 1 and -
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the remainder of 29 had a ratio less than 1.

Over the population the sex ratio is very close to unity but there is some
heterogeneity in sex ratios betweeq galléries. For the SILV cages, two cages accounted
for 64% of the difference between the number of males and females with number of
males for the two galleries being 41 and 22 with corresponding number of females of
14 and 10.

When only emergénce occurring in the same summer as the first emefgence for
a cage (i.e. the new emergence season was considered to start on the Ist of Nbvember)
was considered, the sex ratio for the SILV cages was 1.02 resulting from 363 males
compared to 355 females with a xﬁ value of 0.089 which is well bel‘O\‘vv the nominal
10% value. The corresponding values for subsequent emergence were 239 maies to 186
females with a sex ratio ‘qf 1.285 and a xi yalue of 6.61 which is greatér thén the 1%
nominal value. | f 4

The sex ratios for the 5 tent traps (Section 3.2) of 1.21, 1.59, 1;68, 1.26 and
1.46 with corresponding xf values 69.1, 217.6, 185.7, 144.9 and 75.6 énd with total
number of emergents of 7340, 4143, 2893, 10697 and 2149 respectively, clearly
demonstrates that males are caught more readily than females in the collecting
container. Thé sex ratios for the individual cages, whefe there is no possibility for bias
to‘enter the collection procedufe, indicate that the sex ratios observed in the tent trap
dz;ta do not reflect the population sex ratiq which is very close to unity.

Investigation of the variation in sex ratio over the emergence period using the
cage data indicated a slight trend for more niales to emerge in the first few weeks after
emergénce begins for a gallery. The éumulative number of females after this period -
then, with some minor variations, gradually approaches that of the rhales involving an
épproach to 1 of the sex ratio. For the SILV data only emergence occurring in the same
summer as first e.mergence for the gallery was considered. Various groupings of

emergence within periods after first emergence were tried. Table 6.2 shows the number
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Table 6.2 Sex ratio of emergents and its relationship to days from first
emergence for cage

Days from author's cages _ SILV cages
Ist emergence ' :

dd 99 ¥ (P2) xi da¢ 92 ¥ (P2) xi
0b-5 : 124 90 1.38 (1.38) 5.4¢ 83 78 1.06 (1.06) 0.2
5-10 - 48 56 0.86 (1.18) 0.6 43 36 1.19 (1.11) 0.6
10-15 4 63 0.70 (1.03) 3.4c 23 14 1.64 (1.16) 2.2
15-20 17 13  1.31 (1.05) 0.5 11 5 2.20 (1.20) 2.3
20-25 ‘ 48 53 0.91 (1.02) 0.2 23 28 0.82 (1.14) 0.5
25-30 13 15 0.87 (1.01) 0.1 8 8§ 1.00 (1.13) 0.0
30-40 35 33 1.06 (1.02) 0.1 30 26 1.15 (1.13) 0.3
40-50 40 51 0.78 (0.99) 1.3 - 26 29 0.90 (1.10) 0.2
50-60 - 22 16 1.38 (1.00) 0.9 31 29 1.07 (1.10) 0.1
>60 49 38 1.29 (1.03) 1.4 0.83 (1.02) 1.5

Table 6.3 Sex ratio of emergents and its relationship to days at 15
degrees (C) from first emergence for cage ‘

Days from - author's cages - SILV cages
1st emergence '

@ 9 ¥ (BN ¢ 9w ¥ (¥

0b-5 122 86 83 78 1.06 (1.06) 0.2

1.42 (1.42) 6.2 06 (
5-10 49 58 0.84 (1.19) 0.8 13 21 0.62 (0.97) 1.9
10-15 39 56 0.70 (1.05) 3.0¢ 55 29 1.90 (1.18) 8.0f
15-20 19 20 0.95 (1.04) 0.0 11 5 2.20 (1.22) 2.3
20-25 35 37 0.95 (1.03) 0.1 25 31 0.81 (1.14) 0.6
25-30 19 20 0.95 (1.02) 0.0 1 4 0.25 (1.12) 1.8
30-40 35 28 1.25 (1.04) 0.8 39 30 1.30 (1.15) 1.2
40-50 17 33 0.52 (0.99) 5.1¢ 22 25 0.88 (1.12) 0.2
50-60 383 4 0.86 (0.98) 0.4 28 31 0.90 (1.09) 0.2
>60 ' 67 46 1.46 (1.03) 3.9¢ 86 101 0.85 (1.02) 1.2

cumulative

includes 1st emergence for cage
significant at 10% level
significant at 5% level
significant at 2.5% level
significant at 1% level

TR AN TR
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of males and femalés, sex ratio for the period, sex ratio for cumulative emergence and
the xi value for each .of the SGC and SILV data for S-day periods to 30 days and then
10-day periods to 60 days and an above 60 days class. Table 6.3 shows the
corréspdnding values grouped by_ the same classes as days but using units equivalent to
dayé at 15 degrees (i.e. the number of day-degrees above a 0°C threshold divided by
15). The same data used to construct Tables 6.2 and 6.3 were also‘analyﬁed using a
binomial/logistic regression'model (Appendix 1). The number of male emergents for é
particular gallery and period was considéred binomial conditional on ._thc corresponding
total number of emergents. The classes vshovvvn in Tables 6.2 and 6.3 were each ﬁsed
separately as a categorical factor, DAYS and DAYSI5 respe_ctively,' as the regressor
| variable in the .anélysbis along with the factor SOURCE specifying the source. of the
data, S'ILV_'.or SGC, aﬁd the interaction of these two factors. Thus thé number of males
| (N,,) was considered binomial éoriditional on the cumulative total emcrgehce (N) and a
logistic model in the above factors was used. Thus the logit of N [ie.
log{Ny/(N - Nl is equiyélent to log(¥) which 1s somethneé called the log-odds since
¥ is the odds of an emergent being male. The generalized linear model (gim)
(McCullagh and Neider, 1983) with binomial error for Ny, and logit link was used to fit
the above rﬁodel using GLIM so that in the psuél glm n()tatio;n -exp(1) gives the
predicted odds or sex ratio where 1 = log('¥) (Api)endix 1). The gim approach differs
frorh the simple chi-square tests given in Tables 6.2 and 6.3 in that a model for ¥ is
constructed by progressiveiy adding terms SOURCE, DAYS (or. DAYSIS) and the
interaction SOURCE by DAYS (or DAYS15). Likelihc)od—ratio tésté constructed from
the abbve fits using' deviances (Appendix 1) were used‘to determiné the sigm’ficancc_:_ of
_ the term added to the model. This approach coniplements the cléssic chi-square test in
that the null hypothesis is not that ¥ =1 but that ¥ , which may differ from 1, does not

differ across classes in the factor added or in the case of the interaction the difference
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in log(¥) between SILV and SGC does not change across DAY (or DAY15) classes.
The data need not have been grouped into classes but the actual d_aysv (or days-15) from
- first .emergence observed for the particqlar gallery and period used as the regressor
variable. However, grouping waé carriedv out to smooth the data so that any trends in
' log("¥) with DAY or DAY15 classes might be recognised. Table 6.4 shows the results
of the gim analyéesL
Both the classie chi-square tests of ¥ = 1 and the glm analyses show that any
divergence from a sex ratio of one is minor. The g/m analysis using DAYS indicated no
significant differences in sex ratio between DAYS, SOURCE or their interection and
the minimal adequate model vis a simple constant sex ratio which from Table 6.4 is not
significantly different from 1. The individual chi-square "tests in Table 6.2 have
| detected a significant departure from ¥ = 1 in the case of the author's data forbthe. 0-5
: ahd 10-15 day periods. In Table 6.3 the 40-50 and >60 classes also appear significant
along with the 10-15 class for the SILV data. In both tables the trend is fo; more males
emerging earlier with the females making up the difference later in the summer
although this timing differs between data seurce. The glm analysis u_émg DAYSI15 did
~detect a highly significant interaction between SOURCE and DAY815 factors. This
was almost entirely due to the reversal of sex ratios for the 10-15 class (see Table 6.3)
where in both cases the sex ratio was signiﬁcantlj different from one. Considering the
period classes in Table 6.2 and the results for DAYS in Table 6.4, the results indicate
no significant trends in; or departure from unity of the sex ratio remembering that of
thev 20, x% values in Table 6.2 only 2 (or 10%) were greater than the nominal 10%
_sigﬁifiéance level which is as expected if ¥ = 1. The evidence for departure from unity
is stronger using DAYS15 classes where in Table 6.3 there are 5 (or 25%). x’-i values‘
iabove the nominal 10% level. The signiﬁcant interaction between SOURCE and
DAYS15 shown in Table 6.4 reflects the difference in timing in the recovery of the

female emergence as mentioned above.
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Table 6.4 Results of likeihood ratio tests for binomial/logistic
regression of number of males on DAYS,DAYS15 by SOURCE.

log(¥)  se(log(P))

replacing terms inVolving DAYS with DAYS15

DAYSLS
SOURCE.DAYSIS  872.3 (575)

895.8  (584)

14.6 (9)
23.5b (9)

additional deviance deviance

model term (df) change. (df)

constant 910.4 (594) - 0.02522 0.05022
- SOURCE 1910.4 (593) 0.0 (1)

DAYS 900.5 (584) 9.9 (9)

SOURCE . DAYS 888.7 (575) 11.8 (9)

a.
b.

standard error

significant at 1% level

" Table 6.5 Proportion of emergence by month based on data for 1981-86

month proportion s.e.(proportion)2
January 0.2412 0.1622
February 0.4447 0.1884
March 0.2300- 0.1596
April 0.0325 0.0673
May -0.0209 0.0542
June 0.0027 0.0197
July 0.0000 0.0003
August 0.0000 0.0022
September 0.0010 0.0121
October 0.0131 0.0431
- November 0.0067 0.0309
December 0.0071 0.0319

Multinomial standard errors scaled

by multiplying by /¢ = 64.83
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6.3 Timing of Emergehce
| Emergence data for both sets of individual cages and for the tent traps were-
claésiﬁed according to the month and year in which emergence occurred. For the SILV
cages emergence was recorded over the years 1981 to 1985 inclusive, for the author's
cages 1985 and 1986 and for the t_ént traps 1981 to 1984. Fig 6.3 shows the number of
male and female emergents by month and source of data. Fig 6.4 shows number of
emergents by month and year. The peak of emergence occurs in early summer either in
January or February. The peaks for males and females occur in the same month. The
djstributioﬁ of emergence vacross the months is skewed with relatively little emergence
in late Spring, eariy summer (Nov,Dec), a sudden pulse of emergence over J #nuary and
vFebruary and then a gradual decrease until emergence ceases around June. These are
general trends and as can be seen in Fig 6.4 vadaﬁons in timing of emergence will
occur from yeéx to year. As discussed in Section 7, the length of time taken to
complete development depends on the accumulated day-degrees 'and the timing of
emergence will reﬂéct year to yéar variation in accumulated day-degrees to a given
month.
| To t¢st. if the differences in the timing of emergence between years were
‘statistically significant the number of emergents in the yeai‘s by month contingency
téble was analysed using a log-linear model with Poisson errors and logarithmic link
function (McCullagh and Nelder 1983, Appendix 1). After fitting the marginal factors
YEARS and MONTHS the residual deviance indicated a significant departure from the
no-interaction model. Thus the probability of emerging in a particular month varies
signiﬁéantly from yeaf to year assuming a multinomial distribution of cmergents across
months. Withouf knowing the history of galleries (i.e. attack date and subsequent
accumulated 'day-degrees) observing emergence by month can be viewed, across yeafs,

as sampling from a mixture of multinomial distributions. Taking the 6 years of data
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available here and using the reéidual deviance to estimate the dispersion parameter
(McCullagh and Nelder 1983) ¢, th§ probability of emergenée by month is given in
Table_6.5 with corresponding standard errors given by \/(?) pi(1-p)/N) where p; is tﬁe
probability'f(.)r month i and N 1s the total number of erhergents 'collécted bover the 6
years which was 29238. The above sfandard €ITors assume thaf across years the p; have
a multivariate beta disﬁibuﬁon. The total emergents over the j years in the ith month,
m=Y;n; and N= Y;n;, then have, across the ‘months',. a compound multinomial
distribution with variance proportiénal to a standard multinomial for the n; (Mosim.ann
1962, Stedinger et al. 1985). | |
6.4 Mean tcmpefature at the start of emergence
The mean ambient temperature at the Arve study site at the start of emergence

for the author's cages, calculated .for the period 3/12/85 to 8/12/85 was 15.2°(C). This
figure was obtained by ‘ave_raging the day-degrees (above zero). accumuléted within
: each of the» 6 days between the above dates. For the SILV cages the first emergence
date observed for a cage (i.e. to exclude‘emergcnts which afe late with respect to the'u'b
' cqhortS) was'obtai-ned. .Using the day-degrees, as described above, for each of the 6
- days vprior.to each cage's first emergence date the mean temperature occurring during
the 6-day period was calculated. T'heée mean temperatures were then cross-élassiﬁed by
the year and month of emergence. For the 80/81, 81/82 and 84/85 summers the first
emergence occurred in January with mean temperatures being 17.(), 17.0 and 134
_ réspectively. For the 82/83 and 83/84 sunﬁnefs first emergénce occurred in December
and November respectively with mean temperatures of 11.6 and 12.4°C.
6.6 Length of emergence period for a gallery

| As mentioned in Section 2.3.4, once emergence .begins for a gallery it 'can
continue over a period of several years. The author's emergénce material was relocated
to Hobart at the sfart of emergence early in the summer of 1985/86 and there was no

further emergence the following summer probably due to desiccation of the ldgs
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(Section 3.1.3). The emergence cages of Elliott and Bashford give a better indication of
the total emergence period for a gallery. The longest period of emergence observed for
their cages was 705 days for a gallery that first produced emergents on 15/4/82 and
finally on 20/3/84 two years later. Fig 6.5 shows the frequency of male and fefnaie
emergents by days since first emergence for the gallery from whicn they came for the
58 SILV cages. For these cages 36.4% of total emergence occurred in the second
summer after emergence for the cage began and 0.8% in the thxrd summer. There was
no emergence recorded later than the thll‘d summer. Fig 6.6 shows the corresponding
figure to Fig 6.5 for the author's cages.
6.6 Daily rate of emergence

Using the author's emergence data (Section 3.1.3) the daily rate of Vemergence.
was calculated for the periods over which emergence was observed in the summer of
85/86 at the Hobaft Insectary. Starting from 17/12/85 for the 19 periods between dates
at which cages were checked and cleared, which were mostly week-long penods with
the exceptlon of the ﬁrst 3 which were single day penods the rate of emergence was
calculated as a per day and per gallery rate for each penod and this rate, expressed as
100 x the number of emergents day—1 gallery-1 is graphed agamst period nud—pomt in
‘Flg 6.7(a). The mean temperature for the correspondmg perlod, calculated as
accumulated day-degrees above zero for the period divided by period length, is also
shown in Fig 6.7(a). It would be expected that the emergence rate would increase from
zero to a peak and then trail off to zero againlas tile peol of individuals which complete
' their development in the 85/86 summer and autumn dwindles to zero. There is such a
general trend in Fig 6.7(a) but there is also a large amount of fluctuation about such a
general trend. These fluctuations appear to be positively correlated to.ﬂuctuations' in
mean temperature although the correspondence between the‘peaks (and thus troughs) in
emer'gence' rate and mean temperature is not totally consistent. The sudden pulse in

emergence starting at around the 70 day mark appears out of line with the general trend
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of decreasing emergence, as mentioped above. To investigate these trends further the

relationship between 'emergeﬂce for a gallery and period as a proportion, P., of the total

pool of emergents remaining (i.e. the total emergence for a gallery minus the |
emergence that has already occurred to the start of the period) and the corresponding

proportion, Py, of the period length compared to the total period remaining (i.e. the'
total emergence period for the gallery minus the time from first emergence to the start.
of the period under considefation) was used. The values of Pe and P4 were obtained for

each gallery and each périod with the exqeption of the laSt period where P, and P4 aré

both by definition equal to one. These proportioﬁs are analogous to those used earlier

(Section 5.3.1) to model the phenology of each life stage using conditional probabilities

(ie. coﬁtinuation ratios, Fienberg 1980) and they can be mod;lled as conditionally

independent (i.e. for a gallery P, for ohe period does not depend on that for the

previous period) binofr_lial proportions.:'lhese values of Pe were ﬁtted using GLIM as a

gim with binomial P, , logit link function (Section 5.4, Appendix 1) and predictor

variable log‘Pd /(l-Pd)‘}. The model can be expressed as | |

log (P K1-PQ)}=Po + Brlog(Pa K1-Pe))

which expressés the odds qf an emergent appearihg in a giyén périod compared to it

appearing later (but within the total period of emergence for the gallery) as proportional

to {Pg4 /(l-Pd)}ﬁ 1. This model, therefore, takes into account the total number of

emergents and the length of the period over which emergence occurs fof each gallery.

Using the above modell and estimates of 8y and B, with standard errors in brackéts, of

-0.171 (0.106) and 0.420 (0.045) respectively, the predicted number of emergents were

aggregated acroés galleries for the 19 periods (the last period by difference) and the

predicted rate of emérgencc_: calculated. Fig 6.7(b) shows observed (as‘ in Fig 6.7a) and

, prédicted rate for the period mid-points. It can be seen from the close correspondence

of observed and fitted emergehce rates in Fig 6.7(b) that the between-gallery variation

in the total number of emergents, start, and length of emergence period, all of which
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are involved in producing the predicted rates in Fig 6.7(b), are largely responsible for
the observed fluctuations in observed emergence rate. With a larger sample of galleries
these ﬂuctuations w_Ould possibly be less pronounced. Fig 6.7(c) shows the difference
between observed and predicted emergence rate as well as mean temperature for each-
period. Some extra variation in emergence .rate beyond that explained by the factors
mentioned above is explained by mean temperature but its effect is not consistent. |
Fig '6.8 shows the emergence rate and mean temperature oner the observed
emergence period for the mass emergence tents. Since the number of galleries
- producing emergents is not known for each tent the emergence rate is expressed as the
number per day. This rate is therefore not directly comparable to that in Fig 6.7 or
between tents. Tents 2 and 3 are not shown in Fig 6.8 for brevity since they showed
very similar trends to tent 1. An interesting feature seen in Figs 6.7(a) end 6.8 is the
_consistently occnrring pulse in the emergence rate after the mam peak of eme;gence.
“This pulse appears to be associated with an increase in mean temperature when such an
increase occnrs reughly a month after the main peak in emergence. With a much lafgér
number of ’ga]le‘ries involved the emefgence rate over time apﬁeé.rs much smoother,
apari from the puise mentioned» above, for the mass emergence tents compared te the
individual emergence cages.
6.7 Time of day of flight
| Fig 6.9 shows the total number of males and females caught in a rotary trap at
the Little Florentine study site (Section 3.5) over eight daye of trapping between
24/2/86 and 26/3/86. It can be seen that females are less readily caught than males and
that males were mostly caught after midday while females were caught mostly before
midday. The low number of females caught explains the spbradic trend with time of
day. In contrast there is a clear trend of males reaching a peak in mid-aftemoon
(1400-1600 hours) and then declining towards evening. These trends were also reported

by Hogan (1948).
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6;8 Emergence and log diameter

In Section 5.2 it was reported that natality at initial oviposition was a function - '

cf gallery length. If smaller diar'neter logs restrict the development of the gallery and/or
caused higher mortality due to desiccation of immature stages then the number of
emergents per gallery would reflect this. No evidence was found-_ for a lower meé_n
number of eggs or gallery length at initial oviposition in smaller compared to 1arger
__diameter logs (Section 5.2). Fig 6.10 shows the number of emergentsvper gallery,
averaged over cages with at least one emergent, for veach log which was sampled by :
cziges (Section 3.1.3). Tree nu.mbers'from whicvh the logs were taken (Section 3.1.1) are
shown in Fig 6.10. There is a weak overall trendfor mean number of emergents to
increase with mcreasmg drameter of the log but within trees thls trend is inconsistent
with only tree 7 showing such a trend. The hxgh value of emergence of 54 for tree 7
seen in Flg 6.10 was obtained from a single cage The lowest value for tree 7 was fora
log with a diameter of 12.8 cm where the mean emergence was calculated from four“
cages with conswtently low values of 1,3,4 and 5 emergents. It appears then that above
a lumt of approxunately 15 cm for diameter of log, brood productlon is not limited by
diameter but below vthis it cén be drastically reduced. Lo‘w,vnlnes cf mean emergence at
'larger _diarneters are possibly due to other factors such as the suitabilrty of the wood fcr :
boring.
6.9 Discussion
The mean number of emergents per gallery 1s consistent with the esrirnare of .
brood size obtained from destructively sampled galleriesb (Sections 5.5 and 5.6) and 1s
very similar to that obtained by Holloway (W.A. Holloway, Forest Research Institute,
unpublished data) for P.caviceps obtained from Nothoftrgus spp. logs in New Zealand.
- Holloway obtained a mean of 21.4 emergents per gallery from 23 of a total of 25 cages.
The twc excluded cages had one and zero emergents reepectively. The mean including

the single emergent cage was calculated here as 20.6. Hogan (1948) reported a mean
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emergence.of insectary reared P.Subgranosus of 9.8 but conceded that paraéitic mites,
which were a serious problem for insectary reating,’ could have reduced final brood size
compared to field conditions. The number of progeny per gallery observed in this study
is also similar to that reported by Borden (1988) for the striped ambrosia beetle
T.lineatum of Europe and North America. - |
The distribution of the'number of emergents per gallery is reverse J-shaped and

is similar to that reported by Milligan (1979) for P.apicalis, P.caviceps and P.gracilis
for which roughly two thirds of. total emergence is produced by a highly productive one
~ third of galleries. This is comparable to that obtained here where the mean for the
SILV cages in Table 6.1 is half way between the median and the upper quartile.

| Mﬂligan (1979) reported a population sex ratio very close to umty but with
considerable between-gallery heterogeneity as was vthe case here. He also reported a
. similar trend to that repotted here for males of P gracilis to predominate in the first 2
weeks of the ﬂlght season. Also s1rmlar to observatlons here, P. aplcalls and P.caviceps
begin emergence in the second summer after ga]lery estabhshment (not counting the
summer when estabhshment occurs) with 25% (P. cawceps) and 40% (P. apzcalls) of
total emergence occurring in the third and fourth summer ‘where most of this occurs in
the third summer.

' Considerablelv variation was observed here in the timing and duration of
~ emergence within the first summer of emergence. Emergence rates per gallery over the
summer were predicted accurately' by a model which incorporated, for each gallery, -
time of tne start and duration of emergence combined With‘ total number of emergents.
Mean temperature vbeyond these factors did not consistently correlate with etnergence
rate. |

| Given that extra variation is involved yvhen galleries producing first, second
and, a small number, third summer emergence are acting in combination then it is not

| surprising that definite brood flights are not observed (Hogan 1948). Although with a
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large number of galleries sample'd' by ‘mass emergenvce cages a definite peak 'in
emergence was observed. |
The reason for the late pulse in emergence, which occunéd consistently over a
number of years during the general slow-down in emergence in the latter pan of the
summer, is not clear. The association of this pulse with a peak in temper#tme roﬁ'ghly
oné month previous is also consistent over a nu_mbér of years. A possible explanatioh is
that the pulse represents the brood resultihg from oviposition éccuning _after initial |
ovipoéition (Sections 2.3.3 and 5.2)._ |

The é.verage field temperature at the start of the emergence season can be used
| for some insect species as- an indication of the lower threshold temperature for. :
developmenf, T, (Gﬂﬁert 1988). With 13 set as the average temperatﬁrc then the
variation in development rates produced by variation in individual values of 7y, which
is under ‘genetic control (Gilbert 198v6), will be ensured wheréas low values of 7,
 relative to ﬁcld temperatures, will not prdduce such variation. Gilbert (1988) suggests
| tlus \}ariati_on is beneﬁéiai at a time of year when survival is erratic. AWith the early
'spring emergencé in species such as the small }white butterfly Pieris rapae L., bth‘at‘
Gilbert (1988) is referring to, development will initially be AslowAan(Ai matéhed to food
' availébility. Gilbért (1988) also maintains that given the selective advantage of carly _
emergence, then emergence will begin as early as individuals can poSs_ibly hope to
survive..'.I'he relationship between development rate and temperature is examined in
detail in Section 7.3, but suffice it to say here that the average'f_ield tenipe;ature_ at the
start of the emergence season observed in this study is in general far too high fo' be a
realistic value for 7. P.subgranosus begins emergence mostly in January or later when
average ﬁeid temperatures are high. Given the above vargmvnents, if there were no
advantage but instead a disincentive to early emergence then the average field ‘
.'- temperatures at the start of emergence will be higher than 7 as was observed here

(Section 6.4 and 7.3). Such a possible disincentive, mentioned earlier (Section 2.3.3,
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2.34 and 5.0), is the higher mortality of eggs and early instar larvae from desiccation
iwhen oviposition 6écurs in summer. This disincentive will be balanced to a degree by
the reproductive advantage that early summer gallery establishment and subsequent
same summer oviposition obtains by producing an emergent brood after only one year
instead of two (Section 7.3). »Thjs could explain why risky summer oviposition occurs

at all.
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7. DEVELOPMENT TIME
In the general descriptiOn of the life cycle of P.subgrdrtosus given in

Section 2.3.4, the development time from gallery establishment to first emergence was.
described as ranging from approximately 10 months to 2 years. The development time
for individuals from egg to adult is not directly observable since laboratory rearing was
not possiole band destructive Sampling of galleries was the only ,‘ way of obtaining
immature stages (Section: 3;1.2). Gallery establishment and emergence' for the same
gallery are observable (Sections 3.1.1 and 3.1.3) and, initially, attention here is
concentrated on this observed 'development time', however, the development time from
egg to adult can be inferred from observing the time from gallery establishment to
oviposition (Section 5.2). Development observed for some galleries to be completed in
a single year compared to the usual time of two years was implied to be the result of
spring/early summer attack in the first case as opposed to late summer/autumn attack in
the latter case in Section 2.3.4 (Fig. 2.9). Different gallery establishment dates result in
different temperature profiles, over time, that ga]leries are exposed to. Models relating
development rate to temperature are introduced in the following section. A,‘ maximum
likelihood procedure developed here to estimate the parameters of the day-degree
model from emergence data obtained under ambient temperatures in the ﬁeid. is then
described. This procedure is then applied to emergence data obtained by the author
(Section 3.1.3) combined with data collected by Elliott and Bashford (Section 3.2). The
resulting day-degree model is used to explain the observed chronologrcal development
time in terms of physiological time units.
7.1 Development time as a function of temperature

- Temperature is a major determinant of the rate at which physiological processes
proceed and is thus a major determinant of the length of time taken for insect.
development which occurs within a definite temperature range. Various mathematical

models have been used to describe the relationship of development time and

(
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temperature. The simplest and most widely used modei is tﬁe thermal-summation or
day-degree model or method (Howe 1967). This approach integrates the temperature
(T) over time (i) (which numerically involves summing the temperature for small timé
intervals) above a threshold temperature (7). The threshold temperature is the
température below which no development occurs and above T the rate of development,
A, is linear on (or proportional to) temperature. The rate parameter A can be expressed
as the proportion development per day-degree abov¢ Ty. The total day-degrees above

threshold To required to complete development in time [ is given by D(7) where

l
D(t) = [ (T(t)-70) &)t (7.1)
0 . :

where ' &) = 1forT(>7
| = 0 otherwise.
The rate of developm;:nt ‘is given by A=1/D(%). A consequence of this relationship is
that the proportion of development up to time £, P(¢'), is given by
t' ' ‘
P(f) = A [ (T(0)-T) &p)dt | - - (12
0 o : .
where  t<d and &) = 1for TO>%
| | | = 0 otherwise.

In laboratory studies the relationship between temperature and development can
be studied by exposing A number of cohorts eachbto a separate fixed temperaturé and
observing the time for individuals from each cohort to completely develop. The
generalised relatiohships between each of development time, /, and rate A and
terhperature is shown in Fig 7.1. As temperature approaches a lower limit for
development [ increases to infinity (development cannot be completed) and the A versus
T curve asymptotes to zero. At the other end of the temperature scale as T increases
above the optimum, Ty, , for the species (or individuals since Ty Will vary within and
between populations) then A will start to decrease (and / increase). Ignoring for the

moment the slight curvature in the A versus T relationship and assuming a linear
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DEVELOPMENT TIME (DAYS)
RATE (PROPCRTION/DAY)

TEMPERATURE (degC)

FIG 7.1 General development time and rate versus

temperature relationships
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relationship passing through the development zero point (I -+ « as T - ;) with slope A,
the parameters A and T can be estimated from data on length of development time
collected under constant temperature regimes by regressing observed development rate,
r (ie. 1/]), on T. For each cohort the mean of the individual values of r can be used as
the regressand in a 1east squares fit. The reg;ession equation is
rn=a+fT; . ' . (13)
where : , r; is the mean rate for the ith cohort,‘ ’ | |
T; is the temperature for the ith cohort,
a=-Atg and f=A.
Since temperafure is ﬁxgd over time, eqh (7.3) can be obtained from the integral on tﬁe
right hand side of eqn (7.1) which gives |
A=LTi-%) |
which is a rg-afrangement! of eqn (7.3).
Nonlinear models of the relationship befween develdpment rate and temperature
"have been used (see Wagner et al. 1984 for é review) to take into account the observed
nonlinearity in the relationship between r and T mentioned above. This nonlinearity is
not directly observable in data obtained under fluctuating temperatures, which can be
either artificially produced or are those obtained under ambient conditions in the field
(Allsopp 1986), since a graph equivalent to Fig 7.1 cannot be constructed. The
nonlinearity produced by temperatures approaching and exceeding T, is not of great
importance for field based studies where temperatures very rarely approach this value
(Gilbert 1988). The nonlinearity 'at lower tempefatures is more relevant to field based
studies but the error introduced by assuming the day-degree model .as an ap'proximatic_m
to the real sivtuation. may not have any practical signiﬁcanée. Attention is therefore
restricted to the day-degree model for the moment and the implications of the

assumptions involved for this study are discussed later.
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7.2 Estimation of the day-degree model using ambient temperatures.

In the field temperature varies continuously with time so it is not possible to
estimate A and 7 in the way described above. The model in thisv case is expressed for
an individual emergent as

l
1= [ MTO - %) &0t . . (7.4)
o v _
which is the sum of the proportional components of developmént, given by eqn (7.2),
until development is co;npleted when P(t'=[)=1, assuming that dévélopment Stans at
time zero without loss of generality.

The integral in eqn (7.4) can be approximated using numerical integration via
tﬁe trapezoidal rule given a value fof To such that

 1=ADM) | | (715)
where: |

D(%) = ¥ ¢ &l (T Tor+ (Tiy1-T0) ) A1/2 , (16)

& =1 forTy, Ty, 1>%,
= 0 otherwise .- ,

k is a subscript referring tov the k‘h point taken from the observed tempefature/time,
trace, A is a small time interval i 1-tx, Ty is the temperature at time # and J is an
indicator variable and the summation proceeds untﬂ YAt = L When a recorded .
cohtinuous temperature/time trace from an instrument such as a thermograph is not
available Tk can be obtained by a number of methods (Section 3.3) including fitting ﬁ
sine curve to daily maximum and minimum temperatures, linear interpolation between
typical shape valﬁes of the daily témperature cycle or fitting spline curves to daily
minima and maxima temperatures using time of day of the mvaximum and minimum as
the abscissa scale. This last method was used in this study (Seétion 3.3). |

For n emergents with length of development time J; , j=1,...,n days, least squares

estimates of 7y and A obtained by minimisation of the following function, with respect
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to the parameters,

n »
2 j=1l1 - A Dy(10)}? ' -,
is used by the computer program DEVAR (Dallwitz and Higgins 1978, Allsopp 1986).

In the case of nonlinear models the term ADJ(TO) in eqn (7.7) is replaced by the

integral f oF() dt where 3(T) is a nonlinear function relating proportional
development to temperature T which is itself a function of time z. The distributional -
éssumptions underlying the above least Squé.res fit are not clear. Sharpe et al. (1977),
using constant temperature data, developed distributional theory for development tirrre,
I, from assumptions about the distribution of individual development rates, r=1/I. The
random variable considered for the fr)llowing is, dropping the subscript, D(7), the
day-degrees above 7y required for an individual to compiete development. Distrib_utions
of development times tend to be positively skewed while distributions of ratee show
little skew (Stinner et al. 1975, Sharpe et al. 1977). It was therefore thought likely that
the distribution of D(7p) would also be positively skewed. Two alternative distributional
models were used here. Firstly, a normal probability density furictjon (pdf) was used for
X=1/D(1'o) and the pdf of Y=D(1p) can then be obtarned from the distribution of'X and
the transformation Y=1/X as shown by Sharpe et al. (1977). The distribution of Y is
~ then pesitively skewed (Sharpe et al. 1977). Altematively a ge.mma pdf, which was
used by Howe (1967) and which also exhibits positir/e skew, was used directly for
Y=D(z). . , . | o

Maximum likelihood estimation isbemployed in each case. using the assumed
distribution for each of X and ¥, however since D(1p) is not directly observed if 1y is
- unknown, the likelihood is obtained for the observed variable, /. This likelihood is
obtained by expressing X or Y as a transformation of /.

Considerirrg first the case of X nommal, mean A and variance 02, then the

log-likelihood, ., for the I is given by



142

£ = -nlog(oM2 + 3 j_y(-(xj -AP/202 + logU{T() - 1) U] + 2og(x))
| (7.8)
where x; = 1/Di(%), T(};) is the temperature at exﬂcrgence and 3(11-). is as described for
eqn (7.1). The first two terms in eqn (7.8) are simply those derived from the nonnal pdf
for X. The last two terms! afe due to the transformation relating X and [/, that is
X=1/D(1y) where [ appears as a limit in the integral (7.1) used to obtain D(7). These
terms combined are. the logarithm of the Jacobian, ¢, of the transformation where
| # = |dx/dl] = TU)-%)EYD; (o) | | (1.9),

where |.| denotes the 'absolute value of . The term &) ensures that dx/dl 20 so the
absolute value operation is no.longer required. However, £ is zero if T(l;) <% which
means that there is a zero probability, according to the model, of observing T(J;) <1o
(ie. emérgence when temperature is below the threshold). This is logical if 7 is a fixed
constant as given in the ébove development. Further discussibn of this poth is left to
the discussion section.. | |

As far as maximurh likelihood estimatioh is concemed,. the | Jacobian term
effectiveiy sets an upper lumt to /%0 as the.minimum obsen"ed value of T(};), called
Trin()) for the following. This can be seen to be the result of maximising the likelihood
& with respect to T. This is achieved in part by maximising the term 2log(x) since |
.inc_reasing log(x) [i.e. decreasing D(tp)] is achieved by increasing 1. Alternatively
maximising the term T(}j)-7p in & wm tend to force 1y downwards. Expeﬁence with
l_og-liké:lihood (7.8) in this study showed that the term 2log(x) dominates all other terms
in & causing Ty to increase to the point where .¢ becomes undefined when /1\'0 2T in(D).
When field emergence dates are all that are known, then T, (/) also proVides an upper

limit for 7y. In this case the usual estimate of 7y is the mean field temperature when

1T am indebted to Stephen Wallace for pointing out the need to include £ in the

likelihood.
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emergence begins (Gilbert 1988, Section 6.9 this study). HoWever, extra information on
To is available when [ and the temperature profile from time zero to [ are known as is
the case here. A value for 73 which gives emergents, which have completed
development in either one or two calendar years, the same mean D(7) is the objective
here. It is the term -Z?=1(xj—l)2/20'2 in ¢ which in effect attempts to give. all
emergents a common mean value for D(1), so for the following it alone was tiscd in
the maximum likelihood estimation procedure and will be taken to be equivalent {o Z.
It is in fact the kernel (Abpendix 1) of the log-likelihood for nonﬁél X. The effect of
the J acobian on estimation of 7, was maintained by restricting 7y to be less than T,;,()).
Maxumsmg this likelihood is then simply equivalent to least squares estimation. N
in this study a number of emergents were 6bserved to have emerged between
dates on which emergence cages were checked and, if necessary cleared. Taking m to
be the .nurﬁbér of emerger;ts relating to / then the log-likelihood is now ‘
A= S w0 - A0 o | - @.10)
Incorporating m; in the above way' in eqn (7.10) assumes that éach of the m;
individuals emerge at the same time (i.e. after /; days). ’I'ms approxxmanon should not
seriously affect the estimates if the time between observations is short relative to k.
Howe (1967) suggested this interval should not be more than 1/10th of | which was
easily satisfied in this study with a Qalue of around 1/100th of 1. |
The Qériance of X, 02, can be ignored for the moment since it does not affect
the MLE's of either A or 7. Considering for the moment fixed Ty, the MLE of A is
simply ﬁ: X ; m; x; /L ; m; which is obtained by solving the partial differential equation
d.Z/dA = 0. Tﬁe MLE 2 is an unbiased estimate of A since the x; are assumed
independent with expected value A. The least squares estimate éf A obtained from (7.7)
as used by DEVAR including now the weighting factor m; as in (7 10), is given by
)»s X j m; Dj(wo)/ L ; mD(To) ,

the ratio of the weighted sum to the weighted sum of squares of the D;(%), which is
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different to ﬁ, The calculation of the expected value of as does not appear to Sc
analytically tractable but even so using the approximation that the expected value of
the ratio is the ratio of expected values and the variance of D(1) is approXimately
o%/A* [based on eqns (10.11) and (10.12) of Kendall and Stuart 1977] gives
& (/ﬂ\.s) = A /(140%A2). This represents an under-estimation by approximately
100{1-1/(1+02/A2)} percent. ’

Removing the constraint that 7 is fixed, the joint estimates of fOA and A can be
found using a one-dimensional search along T, for the maximum of the'log—likelihood
(7.10) with a maximum value for 7 set to T;,(/) as mentioned above. The rcasén the.
séarch is only one-dimensional is that while the MLE's are the joint solution to the
simultaneous equations d.#/91%,=0, d £/9A=0, Substituting tﬁe solution to d #/dA=0,
given above as I;m;y;/L;m, into the expression for d.¢/dry makes 0.#/d%y a
function of, 1n texmé of the parameters of interest, only 7. |

An estimate of o2 is given by the usual residual mean square,
{L; ™ (x; - 1)2}/(n 2), where this estimate in the general settmg of hkehhood is
equlvalent to the res1dual mean deviance (Appendlx 1).

The probability density function (pdf) for Y = D(7) using a gamﬁm distribution
is given by |

P(¥=y) = (y-£)®-Lexp(-(y-£)/B) (7.11)
B° T(6) |
where o y - 0BE>0,y>E,

0,8, are thé shape, scale and location parameters respectively and I'()) is
Euler's gamma function. The expected value of Y is given by 0B+E& which is equivalent
~ to 1/A where A is given in equation (7.2) as the rate parameter. A location parameter is
required since the value of Y for the first individuals that complete developmént will be
a considerable proportion of the mean of Y. The kemel of the log-likelihood of /

assuming the above gamma distribution for Y is shown in Appendix 4 to be equivalent
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to"

2= 0% imjlogG) - ) - (7.12),
where p; = m; y; A and 6 can be treated like 02 in eqn (7.10) as a nuisance parameter
and estimated separately from A and 7. The logarithm of the Jacobian of the
‘transformation between Y and ! plus the term -log(y-§) have been excluded from .¢
(Appendix 4) for the same reason that the Jacobian was excluded from .¢ in the case of
normal X. |

Eqn (7.12) is equivalent to the kemei of the log-likelihood assuming a Poisson

- distribution for m; with expected value p;. The Poisson likelihood and the faét that A
appears linearly in g were exploited using GENSTAT's FITNONLINEAR directive
(Appendix 5) to obtain MLE's of A and 7. Note also that theré is no need to estimate &
in this paraxneteﬁaation of the gamma. |

For fixed 5 fhe MLE of A is given by ﬁg = (Z. i m; 5 [L my) 1 which is simply
the inverse of the mean day-degrees above 7. The estimatbr 1/_/2\,g has exﬁected_valuc
6p+¢, and is thua an unbiased estimator of the expected value of Y. From the theory of
maximum likéﬁhoad v(Bicke]l and Doksum' 1977) /A\g is an asymptotically unbiased
estimatc of A. A similar duality occurs for llﬁ which is an asymptotically unbiased
estimate of the expected value of Y.

The joint MLE's of A and 7 can-again be found using a one-dimensional search
along 1'0 for tﬁe same reason that was given for the normal likelihood for X.

A practical problem with the specification of the model above is that fitting the
model requires the calculation of the integral Dj(7p) and this geherally requires a
special purpose computer program such as DEVAR which uses the trapezoidal rule,
eqn (7.6), and the least squares estimation given by eqn (7.7). Even if such is available
the memory required for some data sets can be enormous. In this study (Section 3.3)
numerical integration of a combinatioﬁ of temperature/time traces and spline curves

fitted through daily minimum and maximum temperatures using 15 minute time
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intervals for a range of roughly 400 to 850 days resulfed in a vefy large database for
the calculation of Dj(/%o); In the iterative ML estimation algorithm described above,
Dj(/';'o) needs to be re-calculated when /1\'0 is updatéd at each iteration. The computational
burden this imposes on the algorithm could make .- it impractical to implement. An
altcrnative_ method used in this study, which does not require the integration to obtain
Dj({\ro)'to be carried out within the ML estimation procedure, involves carrying out the
integration given in eqn (7.6) prior to using the ML estimation procedurc‘vby using
pre-specified intgger values of 7 ranging from say, 0 to 20 degrees. Then employing
the resultant values of Dj(f), f=1,...,21, where f indexes the integer values of 7, in the
search for the MLE of 7y involves using the current iteration's estiniate of 79 and linear
interpblation to obtain D; (/%o), where
Dy = D,(f:)+{To-mt(fo))[D,(f#l) DifN ,

fi= mt(‘ro) +1, - int(.) means 'integer part of , '
and searchmg for the value of D; (1‘0) which maxmnses the log-hkehhood This allows
the algonthm to be unplemented using standard optnmsatlon software such as the
FITNONLINEAR directive in GENSTAT Whlch was used in this study. Appendlx 5
giQeS the GENSTAT commands to implement~the algorithm for iogQBkeﬁhood (7.12)
using the data obtained for this stu}dy and déscribed in the ‘,results section.

For the following the fit of the model is expressed in' terms of the devianéc, D

(Appendix 1), rather than the log-likelihood, az” When J is given by (7 10) then

D=1; mJ(JcJ PR | | Q. 13)
and when .¢ is given by (7.12) then
D =3 j(myloglm; [1)-(m; - 1)) N A)

The deviance divided ‘by the degrees of freedom (n-2)> gives an estimate of ¢
which is equivalent to 62 in the case of X nommal and 1/6 when Y is gamma
(McCullagh and Nelder 1983, Appendices 1 and 4 here). Maximizing .¢ (with respect

to A and 7p) is equivalent to minimizing
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7.3 Fitting the day-degree model to P.subgranosus emergencevdata
7.3.1 Data

Data on the time from attack to emergence were provided firstly by the author's
emergence cages of which 59 produced emergents all occurring in the second summer
(85/86) after adack (Feb-May,1984) (Section 3.1.3) and secondly by 12 out of the 58
' emergence cages of Elliott and Bashford (SILV) for which the time of attack was
known (Section 3.2). Only emetgence occurring in the same summer in which
emergence for the cage began for both sets of cages (i.e. the first brood from the
gallery) is considered for the following. Of the 12 SILV cages, 11 produced'emergents '
- in the first summer after .attack. Attacki for the SILV- cages occurred early to
mid-summer (28/12/80 for 11 cages and 12/1/81 for the remaining cage) and
emergence began late in the followmg summer with the exceptlon of one cage where
the gallery was estabhshed on 28/12/80 and only produced a single male and female
collected on 16/2/83 two summers later. For the author's cages attack occurred late in
the summer of 83/84 and the ﬁrst emergents did not appear until December 1985
| Fxg 7 2 shows the distribution of days from attack to emergence separately for
each set of cages where the SILV cages are identified by the years 80-83 and the
authors cages by the years 84-86 which in each case is the period during which cages
were established and observed. Each of gallery establishment and emergence were
observed at roughly weekly intervals. Considering only the first year of ernergence for
a gallery, a total of 381 emergence occasions (i.e. the number of galleries with at ]east
one emergent totalled over the collection dates), producing a total of 952 emergents,
were recorded. The majority of these data came from the 59, 84-86 emergence cages
which accounted for 334 of the emergence occasions and 865 of emergents.
| For a particular gallery and emergence occasion m; individuals are observed to

have emerged (completed development) between the date the gallery was checked and
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the date it was previously checked and, if necessary, cleared. For each individual the
date on which it emerged is unobserved. The parallel situation applies to attack for
which only the period between checking dates in which gallery establishment occurred
was known. Since the period between checks of attack and emergence was rdughly ai
week in each case and this is a short.time interval relative to total development time,
for the following the approximation that all m; individuals emerged on the date when
they were collected and that gallery establishment occurred on the date it was
discovered will be used. The difference between these t§v0 dates gives /. “This
approximation should have little effect on the estimation of tﬁe parameters as
mentioned earlier. |

7.3.2 Maximum likelihood estimation »

Initially all 381 values of m and cormresponding values of D(1y) for 16=0,...,16 -
were used in the fit of the modél. Fig. 7.3 shows the value of the deviance (7.14) for
_integer values of 1y and the correspondihg MLE of A. The correspoﬁdhg figure for
deviance (7.13) (graph not shown) was very similar to Fig. 73 It can be seen from
Fig 7.3 that there is not a clcal_' obtimum value ( in terms of muumum deviancé) for To
other than a general rcgién somewhere below 10 or 11 degrees. As would be expected
under these conditions the iterative search algorithm using linear interpolation did not
converge for either of log-likelihoods (7.10) or (7.12). | |

" The rmmmum temperature at which emergence was observed to occur, Tyya()),
was calculated as the minimum, over the 381 emergence occasions, of the maximum
temperature occurring in the period between the dates on which the cages were
checked. These maxima were used because emergence could have occurred at any time
in the period so a conservative minimum value for 7y should be based on the maximum
of the daily maxima for the period. The value so obtained was 13°C for émergence
occurring between the 15th and 22nd of April 1982. Tia(/) thus provides an upper limit

for 7, consistent with Fig 7.3.
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Thé problem of a lack of a clear optimum value for 7, was recognised to be the
dbminance of the 84-86 data in the fit. As mentioned earlier, all the emergents in the
authof's data set were exposed to the same winter periods but different propoftions of
the two summers (i.e. attack and emergence both occurred in summer) so 4the
differences in the length of development within this data set can be assumed to largely
reflect differences, apart from individual variation in thermal requirements for
development, in the proportion of time spent in the upper end of the tempefature scale
(i.e. different length of time exposed to summer temperatures) rather than at the lower
terperature range. In other words the 1984-86 data alone does not provide much
information about 7. Where the ambient .tempe-ratu.re ranges above and below 7, the
time below 1‘0 does not, according to the model, contﬁbute to development which
explains the largé difference in ﬁumber of days taken for development between the
84-86 data and the 80-83-data shown in Fig 7.2. A similar sepaxatior'l on a day-degrees
above 0°C scale is apparent in Fig 7.4. It is this difference reflected in the different
exposures to wintef tefnperatures between the two data sets that will allow 7 to be.
estirnated. So tc.)’ make fhe datzi more bélanccd bet§veén the two da;ta sefs, §vhich could
be considered samples from two temperature regimes, 47 of the m yélues were
randomly selected from the 84-86 data and these data were combined with the 47
vélueé in the 80-83 data to give 94 values of m and correspondirig values of D(i‘o) for
79=0,...,16. The above random selection was repeated 10 times to give 10 such data
~sets. Fig 7.5 shows deviance (7.14) versus integer values of 7y for the 10 data sets.
Fig 7.6 shows the mean; over the 10 data sets, of deviancé (7.14) and ﬁg versus T
There is now a clear optimal region for 7, somewhere between 9 and 11 degrees.
Fig 7.7(a) shows the deviance (7.14) surface, for one of the iO data sets, for a grid of 7,
and A values and Fig 7.7(b) shows the cormresponding deviance contours. Again the

optimal region for 7y lies foughly between 9 and 11 aegrees with correspoﬁding region

for A foughly between 0.00020 and 0.00025. The direction of contours in Fig 7.7(b)
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demonstrates the positive correlation betvtecn /‘}0 and ll\g as would be expected : as IT\O
increases D(/'}Q) decreaées and Iﬂ\.g therefore increases. The iterative search algoritknn
using log-likelihood (7.12) was employed in GENSTAT (Appendix 5). For the case of -
log-likelihood (7.10) the random subsampling did not improve the estimétion of 19. The
graphs (not shown) corresponding to Figs 7;5 and 7.6 did not show a clear optimum
region but looked very similar to Fig7.3 and as a result the search based on
log-likelihood (7.10) failed to convergc for every sﬁbsample. The reason.for the failure
' of the algorithm based on normal X is not clear but possible explanations are discussed
ilater.

Table 7.1 gives ‘some statistics on .the subsample MLE's of 7% based on
log-likelihood (7.12) along with those for the correspondirtg MLE's of A. Taking the
mean of the Q‘o's gives a point estimate of 10.74, howéver very little difference in
goodness of fit would be 6btained whatever value was used for 1:0 in the range 10 to 11.
For the following the abbrcviation DD{; will be used to denote the value of D(/t\‘o),
where 1‘0 is taken as 10.74°C, obtamed by the interpolation gtven in Section 7.2.

733 Adequacy of the day-dcgme model, inverse normal and gamma djstnbutlons :

Individual values of DDy; were used to construct h1stograms one for each of the

-80-83 and 84-86 data using all 334 emergence occasions in this last case. These
histograms are shown in Fig 7.8 and it can be seen that there is now a large degree of -
 overlap in thev histograms for the two data sets. Table 7.2 gives statistics separately for
each data sét for days from attack to emergence, DD, ‘(i:.c.' 16=0) and DDy;. It can be
seen from Table 7.2 that only for DDy; is there no sigﬁiﬁcaht difference in the means
between the two data sets. The range ot values of DDy, is also very similar for both
data sets. The day-degree model given by‘cqn (7.5) with a value of /‘}0 around 10 or
11°C has been able to explain thexlarge diff¢rence in mean development time betWeen
the two data sets as seen in Fig. 7.2.

Fig. 7.9 shows the observed frequency histogram of Y=DD;; using all 952
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Table 7.1 Statistics for MLE's of temperature threshold (7g) and rate (1) parameters
estimated from 1981-85 emergence data combined with 10 random samples from the

1985/86 data.

mean standard minimum max i mum
deviation :
Threshold (I‘;o) 10.7408 0.5177 9.6734 . 10.9983
se(,‘;'o) 1.4754 0.1766 - 0.0866 1.8731
" Rate (ﬁg) 0.2237,10-3 0.1341,10-5 0.2215,10-3 0.2256,10-3
se(ﬁg) ‘ 0.0487,10-3 0.1271,10-5 0.0467,10-3 0.0511,10-3
Deviance 2.6506 0.2116 2.2645 . 2.9280 |

~ Table 7.2 Statistics on days and cumulative day-degrees from attack to -
emergence based on all first year emergence data with known attack date.

sample mean standard  standard  min ‘max

size deviation error
Days (81-85) 87 458.1 8.8 6.3 393 780
- Days (85/86) 865 679.5 35.4 1.2 610 - 841
DDy» (81-85) 87 5486 662 7 4560 8888
DD, (85/86) 865 6980 557 19 5993 ' 9443
DDy, (81-85) 87 4056 473 51 3239 6207
DDy (85/86) 865 4046 511 17 3210 6282
DDy, (81-84) 952 4047 507 16 3210 6282

,» (85/86) -

a. Day degrees accumulated above a 7y=0 threshold temperature
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381
(=L j=1 my) values along with fitted frequencies for each of the i inverse normal, based

on the transformation ¥Y=1/X with X normal with mean A and variance 62 (Sharpe et al.
1977), and gamma distribution models. For the gamma an estimate of & was obtained
using the method of moments (Johnson and Kotz 1970) as 3133. The frequencies for
the inverse normal were obtained using estimates of A and o2 0btained simply as the
mean and variance of the 952 values of 1/DDy;. The two models produce similar
shaped distributions each ofb which appears visually to be an _adequate representation of
the empirical distribution. Using a modified Kolmogorov-Smimov test with statistic
diax = max | F; - F;|, where Fj is the cumulative probability under the model to x; or y; ,
as the case may be, and Fj is the observed cumulative probability given by
Y Ll m; /X [1‘:1 m; where n=381, the fit of the normal to 1/DD,; was slightly superier
(dax= 0.038) to the fit of the gamma to DDy (dpygx= 0.065). Stinner et al. (1975) used
a beta distribution for de\;elopment time under constant temperature regimes. Using the
beta here for DDu, with lower and upper limits of 3200 and 6290 respectively, the ﬁt
of the beta was worse (d = 0.192) thap either of the above models. In the case of t_he
normal and gamma distﬁbutions the d, ., statistic did not lead to a rejection (P>005) of
the nuil hypothesis. that the empirical was not different from the ihe_oretical distribution.
7.4 Development time from initial oviposition to emergence |

Attentien above. has been restn'cted to developihent tixbe from gallery
establishment to ﬁrst brood ‘emergence because these events are observed externally.
Also any sunulauon/predlctlon system based on ﬁeld data is 11ke1y to have as starting
point for development, observations on gallery establishment rather than
_' difficult-to-observe oviposition.  Nevertheless, development time from ixﬁtia;l
ovipo.sition (Sections 2.3.3 and 5.2) to first brood emergence, assurbing the initial batch

of eggs laid produees the first brood of emergents, is also of interest. The distribution
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of times, in units of DD,;, from initial oviposition to émergence based on the 865
emergents obtained in the 85/86 summer ié given in Fig 7.10 along with a fitted gamma
distribution using a value for & of 2600. The values of DD, used to construct Fig 7.10
were calculated by subtracting the mean value of DD;; accumulated from gallery
establishment to initial oviposition for the particular establishment date for the gallery
(Section 5.2) from the observed value of DD;;, for the individual emergent,
accumulated from gallery establi_shmént to emergence. An average time to initial
oviposition was not u'sedv because of the relatidnship between establishment date and
time to oviposition (Section 5.2). As can be seen in Fig. 7.10 the gamma fits quite well.
7.5 Effect of timing of attack on timing of emergence

Given the effect vof timing of attack on the timing of initial oviposition reported
in Section 5.2, the possibility that a similar effect occurred for timing of emergence
wés investigated. Attention was restricted to the'84-86 data because there were only
two attack dates for the 80-83 data, both of which were in early summer. Fig 7.11
shéws the mean time from attack to emefgence versus time from the ﬁrsf observed-
attack over all galleries (i.e. 9/2/84). Mean time from attack to cmérgence was
caléuiated as the mean, over all galleries with same attack date, of mean time for the
g%llle‘:ry. (i.e. over all first year emergents). A similar trend to that seen in Fig 5.9 is
obvidus in Fig 7.11 in that development time is longer for eariy versus later attack
‘within the late summer/autumn period. The longer development time was found (graph
not shown) to be due to the time difference between attack dates since earlier attack
produced emergents no sooner than later attack. This is contrary to the case of
spring/early summer versus late summer/autumn atfack'wheré in the former case the
extra exposure to summer temperatures allows shorter calendar time to emergence as
quantified by the day-degree model above. The ‘thermal advantage' of earlier

established galleries within the late summer/autumn period is not similarly exploited.
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7.6 Discussion

The day-degree model of the development rate/temperature relationship has
been criticised for its inability to aécount for curvature in the observed rate versus
temperature relationship obtained in laboratbry studies (Wagner er al. 1984). Nonlinear
models such as the general model of poikilotherm development of Sharpe and
DeMichele (1977) have been used> to account for the above nonlinearity. However,
temperatures above the optimal temperature at which the insect is adversely affected
(Fig 7.1)'rar‘ely occur in the field (Gilbert 1988) and this is especially so here where
both the rainforest canopy and surrounding wood damps temperature extremes inside
the gaileries. The simple day-degree model, théugh, will under-estimate developmént
rate near the lower threshold, 7, (see' Fig 7.1) (Howe 1967) so it is the adequacy of this
model at temperatures around Ty that is more important here. However, Howe (1967)
questioned the extra efﬁcaCy of puie_ly empirical n_onl'mevar models such as those based
on the cumulative density functions of statistical diétributions such as the logistic and
normal It 1s not easy to see the biologicé; significance of the parameters of thése_
purely empirical nonlinear_ models. A lower threshold temperature on the otﬁer hand
has a natural interprétation and, given that it is under génetic control, is a useful
concept for gexietié studies (Gilbert 1984, 1986 and 1988). Also the cuﬁaMe in the
development rate versus temperature relationship at lower temperatﬁres can ‘be
explained in terms of iﬁdividual variation in 75 (Howe i967, Gilbert 1984). The
day-degree model assumes T is constant bqt a"'version of tﬁe day-degree xﬁodel that
a]lov?s -Tp to have a statistical distribution could be developed using stochastic
differential equations [i.e. since 7y appears within the integral in eqn (7.2)]. It was,
however, beyohd present resources fo investigafe such a model here. A further
advantage of the day-degree model is that it gives a physiological time scale which was
exploited here to allow estimation to be based on the assumed distribution of Dkro).

Nonlinear models do not necessarily perform better than the day-degree model
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for all development stages (Allsopb 1986, Richrﬁond and Bacheler 1989) and given the
greater difficulty of fitting these models often due to the large number of parameters
involved, Shaxpe and DeMichele's (1977) model [reparameterised by Schoolfield et al.
(1981)] has six parameters, they may not be a practical altemnative to the day-degree
model in the case of field-collected data. The practical problem of fitting any model
when the development time is as long as that seen here was overcome using the linear .
interpolation method described here for the day-degree model whet_e the accuracy in
the calculation of day-degrees for different threshold temperatureS was »maintained :
without a large requirement for computer memory. The day-degree model was found to
édequatcly describe the data in this study, in particular the difference in development
time resulting from early summer versus late Summer/autumn gallery establishment.
The gamma and normal distributions both adequate_ly' described the empirical
distribﬁtion of deveiopfﬁént' time and rates ;espectively but the reason(s) for the failure
of the maximum likelihood estimation procedure in the caée of the normal is.not ciear
at .this time. _The estimation bésed on the gamma distribution on the other hand was
highly. successfiﬂ m ll.ocating an optimum value for 7;. A possible explanation of the
'failﬁre of normal X (inverse normal Y=1/X) is the scale of 'X.V Sincé X is the inverse of
' developmeht time in physiological time units, D(1p), where l_)_(r()) is large but
decfeasing 'with increasing T, then the weighted sum of squares, eqn (7.13), used to
estimate the parameters will be verf small. The role of the‘J acobian is to account for
the change of s'calé as D(7p) varies with T, howevef, the édjustment.to the likelihood
due to the Jacobian only managed to provide an upper limit for 7 as mentioned in
Section 7.2. The reason for the success of the gamma likelihood coula be due to the
way it was expressed in eqn (7.12) as that of a Poisson for the number of emérgeﬁts m;

which, like /;, is observed.
The least squares minimisation given by eqn (7.7) and used by DEVAR gives a

A A ’
biased estimate, A, of the rate parameter A. The bias of A; was approximated earlier by

[a}
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a formula given in terms of A and 62, the variance of X Using the mean and variance
of X=1/D,; this bias is roughly -1.3%. The ML estimate of A based 6n the nommal
distribution for X and gamma distribution for Y have the advantage that they .a.rc
respectively unbiased and asymptotically unbiased.

The day-degree model here has been based on ambient temperatures under the
caﬂopy, however, it is the air temperature within the gé]lery that P.subgranosus is
directly exposed to. The temperature inside the gallery would be damped by -
surrounding wood compared to outside temperatures and would probably also lag
behind  outside femberatures. It was beyond the resources of this study to collect
within-gallery temperatures but in practice, if the day-degree model is used to predict
P.subgranosus emergence, as discussed in Section 8.3, then temperature recbrding
would also be restricted to ambient temperatures outside the tree or log.

The observation that attack and subsequent gallery establishment early in thé '
late summer/autumn period did not ﬁanslate into earlier emergence compared tb
galleries established late in this period has beeh discussed earlier.(SeCtion 2.3.3 and
5.6). To reiterate, this observation is explained as a flow on effect of initial ovipbsition
beihg delayed. for early establishment to about the same calendar dates as '1ate
establishment. This wint_ef oviposition was hypothesised to Be a response to high

summer mortality of eggs and early instars due to dcéiccation.
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8. IMPLICATIONS FOR RAINFOREST ECOLOGY AND FOREST MANAGEMENT
8.1 P.subgranosus and myrtle wilt

The role that P.subgranosus plays in the ecoiogy of Tasmania's cool temperate
rainforests depends to a large degree on its role in the spread of myrtle wilt. Myrtle wilt
is recognised as a major factor in the ecology of these rainforests. It can be locally
severe with. cumulative deaths reaching roughly 50% of the myrtle component of the
stand.” The gaps in the canopy caused by rhynle wili are’ important in regeneration
processes (Hickey and Feltbn 1987) and can result in locally altered stand structure.
Given a low and stable incidence of myrtle wilt in undisturbed rainforest, myrtle wilt _
may be viewed simply as a component of natural regeneration processes along with
other natural. disturbances such as wildfire and windthrow. Alternatively, the mean
incidence of dyian N.cunninghamii observed in undisturbed rainforest of roughly 24
trees ha-! or 1.6% of live trees per year (Elliott et al. 1987), being of the same order as
serious epidemics such as Dutch Elm Disease in Great Britain, could represent part of a
trend for rﬁyrﬂe wilt to be incre’as’ing to a seriou's epidemic.. Kile et al. (1990a) sugges_t
that 1f thlS is true it could be due to the developmcnt of hew; more éggressi?re strains of
ithe pathogen or promotion ._ of disease development througﬁ greater human access to,
and disturbance of rainforest. Current research by the Silvicultural Division of the
Forestry Commission, Tasmania, is addressing the problem of the status of myrtle wilt.
using rate-of-spread plots in which the spread of the disease is monitored on permanent
plots. In rainforest managed for timber production or public amenity, any sﬂvicuimral
management practices willAn_eed to consider the impact of myrtle wilt on stand health '
and timber production. Kile er al. (1990a) have discussed possible management
practices which will reduce the incidencé and impact of myrtle wilt. As for the role of
P.subgranosus in the spread and management of myrtle wilt, current opinion is that,
quoting Kile et al. (1990a),

"..while P.subgranosus is not a direct vector of C.australis it has the potential to
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be of significance tn disease spread thrbugh liberation of contaminated frass, creation
of wounds (pinholes) in stressed trees, and thfough promotion of spread within trees
already infected.', atxd | |

'‘As P.subgranosus is a secondary agent it seems unlikely that attempts to
manage beetle populations would have a significant effect on disease 'dévelopme'nt,
except possibly if frass contaminated wt'th C.australis is important as inoculum."

It can be seen from the above that the most important task in_P’.subgranosus
'researeh is determining the role of the beetle in the spread of myrtle wilt. Strategies fobri
controlling P .subgranosus pepulations and infestations may be required w1thm a
management programme for the control of myrtle wilt if P.subgranosus is iimportant in
.the sptead of myrtle wilt. Such strategies should be similar to those discussed below for
controlling _P.subgranosus.i'nfestations of freshly cut logs. in current forest operations. |
8..2 vPossible measures to control degrade of valuable logs due to |

* P.subgranosus attack

A rnoratonum on loggmg in ramforest excludmg mixed forests w1th more than
5% eucalypt crown cover whlch are harvested and regenerated to eucalypt is currently
due to end leen current loggmg of mixed stands and future loggmg of pure ramforest ,
mcludmg poss1ble clearfell selective logging and thmmng in pole sized stands,

P subgranosus. attack of and gallery development in high value logs is an unportant

~ problem for forest operation managers Valuable sawlogs and veneer logs of spec1es

including the eucalypts E.regnans, E.obliqua, E.delegatensis and rainforest species
N.t:unninghamii, A.moschatum (sassafras) and P.aspleniifolius (celery top pihe), can be
seriously' degraded by P.subgranosus attack. No estimate ef eeononﬁc lesses due to
such degrade is available'and no organised programme of c_dntrol of suchv degrade is
currently practiced. Removal of logs from landings and marshalling yards from winter
operations before the flight. season begins in summer and quickly processing logs in

summer operations are currently recommended to minimise  damage due to
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P.subgranosus attack (Ellio& pers. comm.). Given the dwindling supply of eucalypt
sawlogs from old-growth stands in Tasmania and the pressure from sawmillers to
exploit the large resource of rainforest species, the largest volume of these-‘b‘eing
myrtle, the loggirig of high quality rainforest set aside for timber production will
require a more organised progrmnme to protect valuable logs from pinhole borer_ _attack.
o Pest-management strategies have been adopted with mixed success to control
. the damage. caused to high grade iogs by the lsfriped ambrosia beetle T.lineaturh in
British Columbia (Borden 1988). These strategies have been based on obeerlvations or
hypotheses on T.lineatum population behaviour (Table 1 of Borden 1988). There are
some similarities in the biology and habits of P.subgranosus to that of T.lineqtum. In
patticﬁlar the hypothesis that population levels are dependent on the supply of host
material (i.e. Iogs, stumbs, dedd or dying N.c.unn’inghamii infected with C.australis) ie
as relevant to P.subgranosus as T.lineatum. There is only circumsiantial evidence for
thisl hypethesis both in the case Qf T.lineatum (Borden 1988) and P.subgrano&us ;nd
this is largely by default given that no other signiﬁcant'pobulation contfol 'mechanisms‘
have been observed Brood mortality is very low for P. subgranosus and of the few -
parasxtes and predators assocmted with P. subgranosus as with Tlmeatum (Borden
1988), none appear to play any s1gmﬁcant role in regulatmg populatlons. Apart »from>
the lack of suitable host material, the only other Suggested factor‘ which could limit
brood production is egg and early instar larvae r'norfality due to desiccation (Section
+ 5.6). A mod1fied version of Table 1 of Borden (1988) whlch sets out pest-management
strategies based on observed or hypothes1sed populatlon behavmur is given in Table
8.1. Probably the most important strategy in the control of damage to high value logs |
is to 11m1t the reseurce of suitable host material available during the flight season. This
involves good forest hygiene by remdving slash from logging and quick processing of
logs. However, given that summer logging is most often required in wet forests, there

will always be a time when some logs are vunerable to attack. In these cases it may be
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Table 8.1 Pest—management strategies and tactics that exploit observed or hypothes1sed behaviour of
P .subgranosus populations.

Pest management

Observation or hypothesis . Strategy Tactic

Regulation levels depend on Regulate the amount of Reduce logging slash

supply of suitable host host resource : Vinter logging where possible
material ' " Remove logs from landings as

soon as possible
Process logs at mills as soon
as possible -

Protect host from attack Kill beetles on host with
residual insecticide
Repel beetles from hosts
using artificial

repellents
Aggregation of population on ’ Manipulate host-—seeklng Attract beetles to water—
available hosts is odor mediated population by providing _ soaked waste or pulp logs
' a false chemical message which are then removed

Intercept host—seeking beetles
by mass—trapping them
- using ethanol—balted
traps
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necessafy to employ other tactics. Browne (1952) ' reported that creosote,
pentachlorphenol, sodium pentachlorphenate, and possible formaldehyde can be
partially effective in inhibiting ambrosia beetle attack on debarked tropical hardwood
logs. Browne suggested that these substances inhibited attack by countering the effect.
of primary aftractants. Repelling attack using turpentine oil (a mixture of
monoterpenes) has been found effective against T.lineatum (Borden 1988) for up to five
days. Experiments to ichstigate various artificial repellents should be carried out in
Tasmanian rainforest to determine if a similar tactic can be employed against
P.subgranosus. Water misfing of logs has Been used as a cheap method of déterring
attack by T.lineatum (Borden 1988) but operational problems have meant that this
“method has not been widely adopted. A possible problem with water misting logs in
mill yards or log marshalling yards for the case of P.subgranosus .is that'logs with
established galleries, 1f left long enough might be allowed to prpduce a brood which
caﬁ théﬁ emerge and attack other logs in the yard. If the AAlogs are left to- dry in ihe
exposed envirohment of the log yard then survival of sﬁch broods will be minimal. This
tactié ié based on the hypothesis, given support in this work, thatA brood survival ‘is
dependent> on a high humidity within the galleries during, in particular, the time when
eggs and early instar larvae are present. -

‘Exploiting the chemical host-seeking mechanism of ambrosia beetles is another
way of protecting exposed 1ogs. Aggregation of attack is due firstly fo primary
attréction due to vblatiles released by stressed or dying trees and decaying logs. Elliott -
et al. (1982) have.identiﬁed ethanol as a primary attractant for pinhole borer attack. -
Soaking logs speeds up the feﬁnentation process and trap lbgs of suitable size (i.e. 1arge
enough to allow a large number of beetles to establish their galleries) soaked over the
winter and moved to strategic locations between flight paths of the beetle and landings

or log yards could be used to reduce attack on valuable logs cut and stored in summer.
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Given the known problem of a high incidence of defect in myrtle (W alker and Candy
1982) there would be little difficulty in finding reasonably sized waste and pulp logs
which couid be used as trap logs. |

Altematively, or in combination, ethanol baited traps could be designed to mass
trap the beetle. Aggregating pheromones are suspected as being a secondary attractant
(ie. after pioneer beetles have begun boring) for P.subgranosus attack (Eliott et al.
1982). Mass trapping using pheromone-baited trap logs is an important tactic in the
control of T.lineatum (Shore and McLean 1985, Borde_h 1988), however, the-
pheromone(s) of P.subgranosus has. yet to be identified S0 a. sumlar | usc of
pheromoné-baited traps is not yet possible.

It should .be .emphasised at this point that given the ubiquity‘ and enormous
population size of P.subgranosus the'onl'y‘ effective method of protecting high value
logs may be simply removing them from landings and processing them through mills
before the beetle has a chance to attack. A '

8.3 Monitoring P.subgranosus populations

 Given vt'he costs associated ﬁth any pest-management-programme using tactics
soch as those given in Table 8.1, a cost-effective method of o:onitoﬁng P .subgranosus
populations may be useful in_decidiog if control measures are required in any particular
year. The relatively long development time of one or, more often, two» years for
P.sﬁbgra_nosus, as mentioned by Milligan (1974) foxj the case of the New Zealand
Platypus spp. which have similarly long development times, allows a good amount of
lead time for control measures to be implemented which can defuse potential
population explosions. Such a lead time is not available in the case of T.lineatum with a
development time of around 9-10 weeks (Borden 1988). A monitoring programmé to
assess population levels combined with built up experience on the relationship between
population levels and damagé would allow forest managers to determine the risks

associated with various forest operations and whether control measures are required.
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Any monitoring programme would need to be quick and cheap, involve a

minimum of equipment, and be able to forecast population levels one and two summers
ahead. In logged coupes assessment of the number of .pinholes on logs left by the
operatioh could be combined with routine logging residue assessments. These are
currently carried out using line intersect sampling and De Vries (1979) gchs an
example of such a sampling scheme combined with subsampling to assess bark beetle
populations. In surrounding rainforest, line transect sampling could be used in a
multi—stégé sampling scheme. For example, in the first stage all trees 6n the transéct are
sampled and their disease stafus with regard to myrtle wilt assessed. In the second stage
a subsample of trees suffen'ng. myrtle wilt are sampled and an estimate of the total
number of pinholes determined. This could be done by delimiting the main area of
attack on the bolé and randomly sub-sampling small areas using a_calibfated plastic
sheet. Sampling would be:best carried out at the end of the last summer of in winter so
that emérgence in the following summer can be predicted. The number of pinholes can
bé easily and cheaply estimated as seen in the suégested sampﬁng schemes babove,
howevér, tﬁe humbcr of efnergehts produced from thése ga]leries fof'any future périod
is not so casﬂy estimated. Firstly, the proportion of active galleries needs to be
estimated. Ttﬁs can be done relatively easily by obsewing if there is an).l' fresh frass
producéd by the gallery, or by testing if there is a live male at the gallery entrance. If
the abdomen of the male is seen it can be gently prodded with say a toothpick 6r probe
to test if it is alive. Given that the gallery is active, the stage of its development needs
to be known. The time taken from gallery establishrnenf to first brood emergence will
depend on the day-degrees accumulated from gallery establishment (Section 7.3). Also H
galleries which have already produced their first brood emergence in the previous |
summer will produce oﬁly an average of 36.4% of the total of emergence for the
gallery in the coming summer, 62.8% océurring in first i)rood emergence and 0.8% in

the third year of emergence (Section 6.5). Therefore the expected number of emergents
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for a gallery will depend on which brbod, if any, will emerge in the next summer. The
- timing of first brood emergence cannot be predicted from the models developed in this
Study unless the' date, or more roughly the period in which, gallery establishment
(I)ccurred and the accumulated day-degrees from this date (Section 7) are known. The
date or period within which gallery establishment occurred is not available from a
single sampling océasion, howeyer, a rough guide to the» age of the gallery can be
obtained by examining the type of frass being produced. If the frass is fibrous then it
can be assumed that the gallery was established in the previous summer and first brood
| emergence will not occui until the summer following the next summef. Altemnatively, if
granular frass is evident it indicates that final instar larvae are present which means that
pupatibn ahd emergence should occur in the next summer. The difficulty in this last
case is that it would ﬁot be known if the larval fras§ was from later broods than those
emerging in fhe first .summer of emergénce for the gallery unless the frass can be
 reliably aged. Old frass tends to form a solid, faded mass and determining the age of
frass based on such appearances could be sufficiently accurate to allow the estimates of
mean emergenée per gallery in the first .and second summer of emergence, obtained in
this stﬁdy (Section 61 and 6.5), to be applied.

From such a classification of the development stage‘ of the ga.lllery.usi'ng frass an
overall esﬁmate of total emergence.for each of the next two summ;:rs can be obtained.
If more defail on the timing of emergence within the summer is required, for instance,
to allow scheduling of operations to avoid, or mass trapping to coincide with the main
period of emergence, then the models of the distribution of development times (i.e. the
day-degree and gamma distribution models developed in Section 7) could be employed
to predict emergence rates for periods within the summer period. This would require a
database of time of attack to be accumulated and estimates of daily minimum and
inaxhnum temperature to be obtained as was done in this study (Section 3.3). In the

first case this database could be obtained by repeat sampling, say monthly through the
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summer aﬁd at the end of the summer, at which time the number of new galleries
could be estimated using the multi-stage sampling discussed above. Day-degrees éan be
accumulated using daily minimum and maximum temperatures as was done in this
study (Section 3.3). Given an estimate of total emergence for the summer then this total
can be distributed over the summer using the cumulative density function of the gamma
distribution and the day-degree time scale (Section 7.2) with a development threshold
temperature estimated in this study at 11°C (Section 7.3.2).

In conclusion, although P.subgranosus does not have the biotic potential of
T .lineatum and many bark beetles in terms of generation time, even though brood
production is similar, it has the potential to reach very high population levels given
enough resource of suitable host material. Dead and dyingv myrtle infected- with
C.australis are highly attractive to attack 'by P .subgranosus and high densities of attack )
can occur'on these trees (Sectioﬁ 4). Disturbances such as logging and roading as weﬂ
as providing host material in the form of logs and slash increase the incidence of myrtle
wilt. There is therefore the ‘potenti‘al for P.subgranosus to cause sérious damage to saw
and veneer légs and, given a possible contributory role in the spread of myrtle wﬂt,
éausé elevated ievcls of this disease in adjacent rainforeét. From the above it can be
‘ seen that more refined control measures must wait until the type and extent 6f future
rainforest management, the relétionship between P.subgranosus and niynle wilt, the
~ effectiveness of measures to control myrtle wilt, and the generélity of»the results frofn

this study, are better known.
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9. CONCLUDING REMARKS

No study of this nature can hope to be complete as populations and the
environmental conditions to which they are exposed are dynamic and, given the long
development time of P.Subgranosus, it was only possible to follow a single cohort in
detail in this study. Even so, a number of observations in this study have led to
interesting and plausible hypotheses on the -behaviour of P.subgranosus at the
population level. In particular, the relationship between gallery length and brood size at
initial oviposition ‘and the delay in initial oviposition until winter are useful ‘new
observations. Combined with the lack of relationship between timing 'of. gallery
establishment and timing of .f“ust brood emergence for late summer/autumn
establishment and infrequent spring/early summer establishment these observations
have led to the hypothes1s that egg and early instar mortahty due to desiccation is an
important factor in the timing of ga]leryp estabhshment and initial ov1posmon
Indirectly, -this mortality would exert some control on populations given that
late/summer autumn gallery estabhshment causes first brood emergence to take two
years rather than a smgle year whrch limits populatron growth.

 The attractiveness of host tissue infected with C australis to P. subgranosus

attack has been demonstrated by Kile et al. (1990b) and the more detailed statistical
analyses of their data carried out in this study reinforces their conclusions. Their work
gives further support to the hypothesis that P.subgravn'os'us» is not a yector'of c .australis.
The »observation that myrtle wilt is always associated with P.subgrdnosus attack is thus
explained by the primary attractant role of C.austfalis infection rather than Howard's
(1973) original hypothesis that the platypodid beetle attacking myrtle is a vector of the .
pathogen which causes myrtle wilt. |

The mathematical and statistical modelling techniques used in this study were

found to be very useful in summarising, at times, highly variable data. In particular, the
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day-degree model of development and the models of the distribution of development
rate and time, in day-degree time units, using normal and gamma density functions
respectively, adequately explained observed development time from attack to first
brood emergence. The maximum likelihood estimation procedure for estimating the
threshold and rate parameters of the day-degree model from field data which was
developed in this study could be used in similar field based studies. Also the
comparison of rhodels of insect phenology carried out in this study is particula:ly‘
relevant to insect pest species in which the timing of control measures requires accurate
prediction of the timing of occurrence of immature stages. For wood boring insects this
is of less ._interest from a pest conirol viewpoint since there is little" ability to target
immature stages with control measures. For insécts suchvas. the Tasrﬁanian eﬁcélyptﬁs
leaf beetie, Chrysophtharta bimaculata Olivier (Coleoptera: Chryéomelidae), a seﬁous
defoliator of eucalypts (’Ellibtt and deLittle 1984), models of phenology are very
important for the prediction of the optimum- timing of control measures and the models
and methodolog); used in this sfudy could be applied in this way. The introducfiqn in
tl;is, study of the corﬁplemcntary log-log link and the conditional probabilify .model,
which in both cases proved superior to two existing phenological rﬁodels, méy be of

interest to other population modellers and reésearchers.
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APPENDIX 1. Generalised Linear Models

Generalised linear models and modelling are a class of models and modelling
techniques developed originally by Nelder and Wedderbum (1972). A number of the
models such as log-linear models for contingency tables and probit analysis for
bioassay were commonly used prior toj the 1972 but Nelder and Wedderburn unified

. these and other models into one general class of models called generalised linear
mbdels or glm's. The gim's of Nelder and Wedderbufn should not be cdnfused with the
General Linear Model which is a matrix based'class of models which incorporates both

" linear regression' modelling and analysis of designed experiments. There is some
overlap between .glm's and the General Linear Model. There was nothing essentially
new in the method of estimation and hypothesis testing used by Nelder and
Wedderburn (_1972), estimation was by maximum likelihood using Fisher's scoring
algorithm and hypothesis’testing used Neyman-Pearson likelihood ratio tests. HoWever,
the attraction of Nelder and Wedderbum's gim was the fact that a wide class of models
could be fitted using a single algorithm: iteratively re-weighted least squafes (IRLS),
énd these models could be tested using the likelihood ratio statistic to generalise the
residual sum of scjuares to the deviance. This' allowed the familiar regression analysis
of variance table to be constructed for error distributions other than the normal. The use
of glm's are available in the computer péékages GLIM and GENSTAT.

A glm is specified by (i) the linear predictor 7, (ii) the link function n=g(w)
where p is the expected value of y the dependent variable, and (iii) the error
distribution of y. The -linear predictor is sin;ply the linear combination of regressor or
predictor variables, x;,...,X, , and unknown regression parameters so that

m=1X; B x; _
where the ith subscript refers to the sampling unit of y. Note that glm's are univariate
models (i.e. one dependent vaﬁablé only) and that the x's éan be qualitative, called

Jactors, as well as quantitative (i.e. variates) variables.
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The link function, g(.); must be a one-to-one differehtiable function such as the
logarithmic, exponential, reciprocal or power functions with a positive exponent in this
last case. In the case of log-linear mpdels g(.) is the exponential function. For bioassay
where the expected value of the propdrtion of response is p=p then commonly used
link functions are the ; probit 1= d>-1(p) whére (O] is the cumﬁlative normal integral;
the logit 1 = log{p/(1-p)} ; and the complementary log-log 1 = log|{- log_(l-p)}. the
that since the transformation br link is applied to the expected value, which is itself
given by the model, there is usually | no problem with the transformation beiﬁg
undefined which can be a problem if the transformation is applied to the data (e.g. 1f y
is zero or one in the vabove case). Problems with the link vfunction can occur for.

~example if the exponenﬁal link is used and for a particulér sample all. the iregressor
variables are zero. However, most of these problems can be overcome By selecting a
~ link function which is sensible given the nature.of y and the x's. The 1ogit link functiqn
hés the property, employed in Section 6.2, that the linear predictor is equivalent to the
expected log-odds where pl(1-p) is- the odds of say death, sﬁcceés or being male
(Section 6.2) depending on the definition of y. The ldgit and complementary log-log
links are also used extensively in Section 5.4 where in the case of the ordinal regreésion
models these ljhks are used as cumulative density functions on an unknown metric
scale givcn by X. In the case of the conditional probability mbdels the inverse of these
links define transformations of the time scale ¢. _ |
| The error distribution, as originally specified by Nelder and Wedderbum (1972),
'must belong to the class of exponenﬁal distributions so that the probability density
function (pdf) of y, is given by |
200 = ewplly; 6 - bOa 9)+ o) @
where 0 is called the canonical parameter, which involves the B since the expected
value of y is given by b'(6) where the prime denotes differentiation with respect to 6, ¢

is a dispersion parameter which does not involve the B and is therefore considered a
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nuisance parameter, the function o (¢) is usually specified by ¢/w; where the w; are
known prior weights (for example for the normal distribution ¢ is usually denoted by
- 02) and the term c(y; ,9) is used to collect terms in the pdf not invoiving the f's. The
log-likelihood is givenv by '
£ =0y 6 - b(B) ey (§) + cO; ,9).
The kernel of the log-likeﬁhood is that part of . involving only the parameters

of interest and is given by dfopping the term c(y; ,¢) from .¢ abqve. Tﬁe variance of y-
1s given by ¢1'§ w; whére r% is the variance function givén by b;"(6) the second
derivative of b; (6). Sinc¢ the expected value of y; , ; , is given by b; (0) then, ignoring
the w; for the moment, the variance of y is a function only of y; and ¢ This is the basis
of qﬁasi-likciihood theory ‘(McCullagh and Nelder 1983) which relies purely on the
functional relationship between the mean and the variance to provide the itérative
weights for the Fisher scoring algorithm. The Fisher scoring algorithm is a ﬁemod of
obtaining the maximum likelihood estimates of the B's. It involves a Newton-Raphson -
seaxch in which the éxpected rather than observed value of the Hessién matrix is
inverted to determine the step size along the steepest descent gradient given by the
vector derivative d.#/dB. The Hessian is given by the matrix derivative with (i,j)th
element d 2/dB; dp;. -

| Some commonly used distributions and their variance .functions are the normal
(% = 1), Poisson (% =p), gamma (% =p2) and binomial [7 = p (1-)]. Less
commonly used is the inverse Gaussian distribution for which T? = u3. Several
distributions can share the same variance function, for example the gamma, log-normal
and Wei_bull distributions. Thus quasi-likelihood requires the weaker assumption of a
given variance function compared to likelihood which assumes a given distribution for
y. For the Poisson and binomial distributions the scale or dispersion parameter, @, is
one and does not need to be estimated. However, in some cases the residual variation in

y after fitting the model is either greater than or less than expected for a Poisson or
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binomial which is termed over-dispersion and under-dispersion respectively. In the
case of over- or under-dispersed data standard errors of parameter estimates éan be
adjusted by multiplying them by ¢. In general ¢ will be unknown but it can be
estimated as described below. :
| One of the most useful features of gim's is the deviance. The deviance is a
generalisation of the familiar residual sum of squares and is based on the likelihood
ratio. statisti_c in a way that exploits the special structure of glm's. The likelihood ratio
statistic is given by exp(.%, - %) where .%, is the log-likelihood for the rhodel with
parameters f,...,0, [called model(a) for the following] and .%, is the log-likelihood
for that with parameters fy,...,Bp, and a<b. Thus the parameters in modei(a) are nested
within model(b). The deviance for a model, say model(a) above, is defined as
D =-2(5,- %) where .2 is the log-likelihood for the model which is saturated
- with parameters (i.e. there are as many parameters as observations so that ﬁ, =y). In
some cases, such as y normal, .% will be zero and 9 is then simply, in the case of y
normal, the familiar residual sum of squares. The above likeli_hood 'raﬁio statistic is
asympfoticaﬂy chi—Square distributed with b-a .degr.ees of freedoﬁm and from this it
follows that 9 is in general asymptotically chi-square disﬁibuted with n—é degrees of
freedom. For the éase of the normal and inverse Gaussian distributions the distribution
of the deviance is exactly chi-square. An estimate of the dispersion parémeter can be
obtained by .dividing the deviance of the finally selected model by its degrees of
| freedom (McCullagh and Nelder 1983). The significance of adding extra terms to thé
linear predictor can be tested by the change in deviance. This change when scaled by
dividing by the dispefsion parameter fs approximately chi-square distributed with b-a
degrees of freedom when the null hypothesis #g: Ba,1=,...,.=Pp =0 is true and when ¢ is
known. If ¢ is estimated then the scaled change in deviahce divided by (b-a) should be
'compared with an F-distribution with {(b-a),(n-b)} degrees of freedom.

A number of distributions .other than those with pdf given by eqn (Al.1) can be
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fitted as glm's. An important example employed in this stﬁdy is the case of the
multiﬁomial. Models for which the data is sampled as a multinomial do not fit directly
into the glm framework which is restricted to univariate distributions. However, if the
fitted values from the model are constrained to sum to the marginal total representing
the multinomial sample size; then the Poisson error structure can be used since it gives
the same kemel log-likelihood as the multinomial in this case. Constraining the fitted
values in this way occurs in a number Aof contexts. For contingency table data (e.g.
Section 6.3) if a Poisson error and logarithmic link function (i.e. canonical link function
for the Poisson distribution) are used then the fitted values are constrained in the above
'way as long as a factor which comresponds to the margin defining the multinomial
sample size is included in the model. In the case of the ordinal regressibn.models used
in Séction 5.4 the fitted values are constrained to total the muitinomial sample size by
completing thé tails of the distribution for X using suitable end-point parameters
(pg.92). »

A number of extensions to generalised linear models in terms of the systematic
component (i.e. .the model for i) have also been developed. In particular, the-compositg |
link functions developed by Thompson and Baker (1981) were employed to fit the
ordiﬁal régression models in Section 5.4. The co_mposite ‘link function allows the
expectéd value i to be a linear combination of a number of link functions each wiih
" their own linear predictor. Where p is the expected proportion of a population
distributed along X which lies between o;_; and o, and G defines the cumulative
density function for the distribution of X, then the differénce between cumulative
probabilities at abscissa values of ¢_; and o; gives the required proportion in the
(41,04 ] interval. Thus p is a linear combination (ie. a djffer_ence) of twc; link

functions which both have the same form but have different linear predictors.
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APPENDIX 2. GENSTAT program to fit the gamma entry time
model to P subgranosus phenological data R

" open data file "
OPEN 'LIFE.DAT' ; 2 ; I
UNITS[573]
" data consists of 573 records (see Section 5.4.2 pg.95) of
DAYS (days from gallery establishment to sampling), DDEG
(day-dcgrees above 11°C threshold cbrresponding to DAYS),
NUM (number of individuals in each of 3 'stages'), and TOT
(total number of individuals) "
READ[LAY=f ; CHAN=2 ; SKIP=* ; END=*] DAYS,DDEG,NUM,TOT \

; FIELD=6,8,2(4) ; SKIP=8,3(0) ; DECIMALS—O,2,2(0)

starting values for to, B, and x9, x; and x,
SCALAR TO,B,X[1,2,3] ; VALUE=0,416,930,1871.6,750 & \
GYI[1,2,3]
VARIATE PR[1,2,3],FVV[1,2,3]
" factor defining stage "
FACTOR[LEVELS=3] LSF ; VALUE=!((1,2 3)191)
" expression defining the model :
gamma'cdf‘values obtained via a chi-square distribution
where GYI gives the degrees of freedom for the stages "
EXPRESSION GG[1...12] ; VALUE=!E(GYI[1]=2*X[1]/B), \
1E(GYI[2]=2*(X[1]+X[2])/B), \
VE(GYI [31=2*(X[1]4X[2]4X[3])/B), \
- 1E(Y=2*(TIME-TO)/B), \
'E(PR[1]=CHISQ(Y;GYI[1]1)), 'E(PR[2]=CHISQ(Y; GYI[2])) \
IE(PR[3]=CHISQ(Y;GYI[3])), !E(FVV[1]=PR[1]-PR[2]), \
!E(FVV[Z]:PR[Z]-PR[3]),!E(FVV[3]=PR[3]), \
1E(FV=(LSF.EQ. 1)*FVV[1]+(LSF.EQ.2)*FVV{2] \
| +(LSF.EQ.3)*FVV[3]), \
'E(FV=TOT*FV/PR[1])
CALC TIME=DDEG
"calculate fitted values using initial parameter estimates”
CALC #GG[1] & #GG[2] & #GG[3] & #GG[4]-&'#GG[5] & #GG[6]
CALC #GG[7] & #GG[8] & #GG[9] & #GG[10] & #GG[11] & #GG[12]
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calculate Poisson (=multinomial due to scaling in GG[12])
likelibood " |

CALC PD=LLPOISSON(NUM;FV)

PRINT PD

" fit gamma entry time model "

MODEL[DIST=poisson] NUM ; FITTED=FV

RCYCLE B ' ' _
FITNONLINEAR[PRINT=mod,est ,mon ; CALC=GG ; CONST=omit]
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Dennis et al. (1986) to their spruce budworm data
GLIM 3.77 update 1 (copyright)1985 Royal Statistical

Society, London
? $units 84 $
! read data consisting of :
! DDEG day-degrees, TOT total individuals in stage,
! LSF stage number 1-5 instars, 6 pupa, 7 adult
! NUM total individuals in stage
$data DDEG TOT LSF NUM $
$read ’ _ :
58 16 116 58 16 2 0 58 16 3 0 58 16 4
58 16 5 0 58 16 6 0 58 16 7 0 82 10 11
82 10 2 0 82 10 3 0 82 10 4 0 82 10 5
82 10 6 0 82 10.7 0107 30 123107 30 2
107 30 3 0107 30 4 0107 30 5 0107 30 6
107 30 7 0155 47 1 3155 47 244 155 47 3
155 47 4 0155 47 5 0155 47 6 0 155 47 7
237 64 1 0237 64 2 6237 64 345237 64 41
237 64 5 0237 64 6 0237 64 7 0307 74 1
307 74 2 2307 74 3 9307 74 448307 74 S5
307 74 6 0307 74 7 0342 72 1 0342 72 2
342 72 3 1342 72 434342 72 537342 72 6
342 72 7 0388103 1 0388 103 2 0 388 103 3
388 103 4 10 388 103 5 87 388 103 6 5 388 103 7
442 81 1 0442 81 2 0442 81 3 0442 81 4
442 81 553442 81 621442 81 7 0518 76 1
518 76 2 0518 76 3 0518 76 4 0518 76 51
518 76 665518 76 7 1609 40 1 0609 40 2
609 40 3 0609 40 4 0609 40 5 0609 40 61
609 40 726685 42 1 0685 42 2 0685 42 3
685 42 4 0685 42 5 0685 42 6 0685 42 7 42
! note that there appears to be an error in Dennis et
! al. (1986) where the total number of individuals, NUM
! here, does not correspond to the sum across the 7
! stages for DDEG=388,442. The numbers in each stage
! have been assumed correct and the total adJusted
! here.
$fac LSF 7 $
$yvar NUM $
! set up macros to fit composite link functionms
! using Poisson deviance
! see Candy, S.G. 1985. Using factors in composite link
! function models. GLIM Newsletter, 11: 24-8.
$MAC M2 $calc %DR=1 $endmac $
"$MAC M3 $calc %VA=%FV $endmac $
$MAC M4 $calc %DI=2*(%YV*%log(%YV/BFV)-(%YV- %FV)) $
$endmac $
$MAC MEXT $extract %PE $endmac $
$MAC M1 $
$calc %L=%ne(%PL,0) $swi %L MEXT $

!

O-POOO\)O?—‘OOGQUJOOO\IOOO
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]

$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc
$calc

1—%PE(7)*X $
LPI—LP1+%PE(1)*(1+CUL)/X+%PE(2)*%eq(LSF 2)/X $
LP1=LP1+%PE(3)*%eq(LSF,3) /X+%PE(4)*%eq(LSF,4) /X $
LP1=LP1+%PE(5)*%eq(LSF,5) /X+%PE(6)*%eq(LSF,6) /X $
LP1=LP1*%le(LP1, 20)+21*%gt(LP1 20) $
LP2=%PE(7)*X $
LP2=LP2+%PE(1)*(1+CLT) /X+%PE(2)*%eq(LSF,3) /X $
LP2=LP2+%PE(3)*%eq(LSF,4) /X+%PE(4)*%eq(LSF,5) /X $
LP2=LP2+%PE(5)*%eq(LSF,6) /X+%PE(6)*%eq(LSF,7) /X $
LP2=1LP2*%1e(LP2,20)+20*%gt (LP2,20) $
Fl=%exp(LP1)/(1+%exp(LP1)) $
F2=%exp(LP2)/(1+%exp(LP2)) $
FD1=%exp(LP1)/(1+%exp(LP1))**2 §
FD2=%exp(LP2) /(1+%exp(LP2))**2 §
WC2=TOT*(FD1*%eq(LSF,2)-FD2*%eq(LSF,3))/X $
WC3=TOT*(FD1*%eq(LSF,3)-FD2*%eq(LSF,4))/X $
WC4=TOT*(FD1*%eq(LSF,4)-FD2*%eq(LSF,5))/X $
WCS=TOT*(FD1*%eq(LSF,5)-FD2*%eq(LSF,6))/X $
WC6=TOT* (FD1*%eq(LSF,6)-FD2*%eq(LSF,7))/X $
WGM=TOT* (FD1*(1+CUL) -FD2* (1+CLT) ) /X $
WB=TOT*(FD1-FD2)*X $
%LP=%PE(1)*WGM+%PE(2)*WC24+%PE(3)*WC3 §
%LP=%LP++%PE(4)*WC4+%PE(5)*WC5 $
BLP=%LP+%PE(6)*WC6+%PE(7)*WB $
%FV=TOT*(F1-F2) $
%FV=%FV*%gt (%FV,0)+0. 0001*%1e(%FV 0)%

$endmac $

!
!

$own M1 M2 M3 M4 §
! initial estimates of cut-point parameters o

! and regression parameter f
$assign %PE=45,80,125,190,250,300,-0.6 $

$calc

X=%sqr t (DDEG) $

‘! specify abitrarily small (CLT) and large (CUL)

! starting and finishing points for X

$calc

CLT=-%eq(LSF,1) : CUL=10*%eq(LSF,7) $

$use M1 $use M4 $
! deviance using initial estimates

$calc

%S—%cu(%DI) $print %S $

355.3
$cycle 81 %

! fit

the model

$Fit -%GM+WOM+WC2+WC3+WCA+WCS+WCE+WB $disp me $

deviance = 79.995 at cycle 1
deviance = 38.343 at cycle 2
deviance = 34.883 at cycle 3
deviance = 34.841 at cycle 4
deviance = 34.841 at cycle 5
' d.f. =77 ’

Current model:
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[o]
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[o]
[o]
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fo]

[o]
fo]
[o]
[o]
[o]
[o]
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[o]
[o]
[o]
[i]
[i]
[i]
[i]
[i]
[i]
[1]
[i]

[i] !

[i]

numbér of units is 84

y-variate NUM
weight *
offset *

probability distribution is defined via the macros
M1, M2, M3 and M4

scale parameter is to be estimated by the mean deviance

terms = WGM + WC2 + WC3 + WC4 + WCS5 + WC6 + WB
estimate s.e. parameter

1 101.0 4.025 WGM

2 71.22 4.770 wC2

3 121.6 5.285 - WC3

4 186.2 6.677 wC4

5 289.9 9.555 WwC5

6 400.3 13.35 WC6

7 -O 8416 0.02689 WB

scale parameter taken as 0.4525
! Note that GLIM's degrees of freedom for the deviance
! is incorrect since the constraint that the fitted
! values sum to:the sample size at each sampling
! occasion, produced-using CLT (=) and CUL (=cv,), .
! has not been taken into account. The correct degrces
! of freedom here is 84-7-12=65.
! Also, if a mmltinomial error structure is assumed :
! then the standard errors in the above table should be
! divided by 4 0.4525
$return

[i] ? $stop
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APPENDIX 4. Bquivalence of likelihoods for gamma D(7) and Poisson m
Considering for the moment a single emergent and its contribution to the

log-likelihood based on the pdf (7.11). The pdf (7.11) can be re-expressed as

¥ =y)=6° p'oexp(-p"))° (A4.1)
(y-6)r'(9) ‘

~ where
g=u-6L, A'=1/f and f = 6.
The individual's contribution to the log-likelihood for I, %, is
£ = 0(log() - p'} - log(y-8) + log (IT(D-T1&(1)} + D(6) |
| | | | (A4.2)
where the term <I>(9)> is used to collect components of .2 which do hot invelve the
parameters of interest, A' and 7. The third term in eqn (A4.2) is the logarithm of the
Jacobian of the transformation from y to /. Only the first term in eqn (A4.2) is required
for maximum likelﬂlood estimation for the same reasons discussed in Section 7.2 for
the likelihood for / based on normal X. Note that the term 2/og(x) in the log-likelihood
(7.8) has a similar effect to -log(y-£) here. Considering the first term of eqn (A4.2) as
equivélent to ¥ without loss of generality and summing over the data, assuming the mj' |
individuals have common value of y;, gives
£ =65 j{mjlog(u)-mys)
=6y j{mjlog(p.j)-yj} .  (A43)
where uj=mjp; andv hoting’ that mjlog(m;) does not involve the u]' and thus A’ and can
therefore .be ignored. The right-hand side of eqn (A4.3) is proportional to the kemel of -
the log-likeliheod for Poisson m;, the number of emergents, where f; is the expected
value of m; and is given by pj = mj(yj-é)/'t' remembering that y; = D). The scaling
constant in (A4.3) is 0, the shape parameter of the gamma distribution and thus ¢
(=1/6) does not have the usual interpretation of a dispersion parameter for the Poisson

(McCullagh and Nelder, 1983). Since 6 appears as a scaling constant within the
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expression for the log-likelihood, it can be estirhated independently of [J; as the
reciprocal of the residual mean deviance (Appendix 1). Equivalencing m; to its
expected value and re-arranging terms the model for m; can be re-parametrised as '
= mj yjA where A=A'/(1+EL). Expressing A in terms of the gémma pdf parameters
gives A=1/(6B+&). Note that p; is simply the sum of eqn (7.5) over m; emergents.
Therefore ML estimaﬁon of A and Ty using the log-likelihdod (7.12, A4.3), representing
Poisson m; with expected value . mij(To)l , is equivalent to fitting a gamma
distribution -using ML to D(%) while simultaneously obtaining the MLE of %. The
parameterisation is different in each case so that separate estimates of the gamma
distribution parameters  and £ cannot be obtainéd from MLE's of A and 7 obtained in
the above fit, however, it is these last two parameters that are of direct interest because
they specify the day-degree model. Sepaxéte estimates of B and & are required to
inspect the adequacy of the gamma as a model -of the distribution of D(%) (Section
733). | '"



APPENDIX 5. GENSTAT commands to fit the day-degree model
using Poisson m.

JOB 'P.subgranosus day-degree linear model '

" day-degree data {DDEGfI=Dy(f), /=1,...,17 see Section 7.2

pg. 146} is on two files HADDEGL.DAT and HADDEG2.DAT the

day-degrees for each threshold temperature from 0 to 16

degrees (0 to 8 on HADDEGL.DAT and 9 to 16 on HADDEG2.DAT)

from attack to emergence date. The 3rd file DDEGSEL.DAT

holds the 10 random subsample codes where ISEL[]=1 include,

=0 exclude observation (Section 7.3.2 pg. 151). MF is the

number of emergents (i.e. m) " |

OPEN 'HADDEGI.DAT' ; CHAN=2 ; WIDTH=120

OPEN 'HADDEG2.DAT' ; CHAN=3 ; WIDTH=120

OPEN 'DDEGSEL.DAT' ; CHAN=4

OUTPUT[WIDTH=130] 1

UNITS[381]

TEXT DATE o :

READ[LAY=f ; CHAN=2 ; SKIP=* ; =*] DATE,MF,DDEG[1...9] \

; FIELDWIDTH=8,3,9(10)

READ[LAY=f ; CHAN=3 ; SKIP=* ; END=*] DATE,MF, \
DDEG[10...17] ; FIELDWIDTH=8,3,8(10)

READ[LAY=f ; CHAN=4 ; SKIP=* ; END=%*] GND,DATE,' \
ISEL[1...10] ; FIELDWIDTH=4,8,10(2)

scale day-degrees to avoid large numbers
CALCULATE DDEG[1...17]=DDEG[1...17]/1000

" set up initial values (TO0=7), DDI is an index to DDEG
where DDI[1] is the integer value of TO+1 and DDI[2] the
integer value of TO42 (see Section 7.2 pg. 146) "

SCALAR DDI{1,2],TO ; VALUE=10,11,9.0

" set up model calculation in DDL "

EXPRESSION DDL[1...5] ; VALUE=!E(DDI[1]=INT(T0+1.0)), \

'E(DDI[2]=INT(T0+2.0)), !E(DIF=TO-INT(T0)), \

'E(DDEGL=DDEG([DDI[1]]+DIF*(DDEG[DDI[2]]-DDEG[DDI[11])), \

196



197

'E(Fit ted=MF*DDEGL)
MODEL{DISTRIBUTION=Poisson] Y=MF
RCYCLE[METHOD=g ; TOL=0.0004] TO ; 0 ; 16 ; 0.2 ; 9.0
SCALAR I ; VALUE=1 & SPSE[1l...4]
" for each random selection fit the model
and extract the parameter estimates and their s.e.
Note that the rate parameter, A, is esfimated using
~ Fitted as the linear component of the model "
FOR[NTIMES=10] ,
RESTRICT MF,Fitted ; COND=ISEL[I].EQ.1
FITNONLINEAR[PRINT=model , summary,estimates ; \
CONSTANT=omit ; CALC=DDL ; SELIN=y] Fitted
RKEEP EXIT=EX ; ESTIMATES=PAR ; SE=SEP ; DEVIANCE=DEV
EQUATE OLD=!P(PAR,SEP) ; NEW=SPSE
- PRINT EX
RESTRICT MF,Fitted
CALCULATE I=I+1
ENDFOR
STOP



