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#### Abstract

This thesis contains structure theorems for several types of Artinian rings, in particular, finite rings, commutative Artinian rings containing an identity, finite commutative rings containing an identity, and semisimple Artinian semigroup-graded rings. Chapter 1 provides an introduction to Artinian rings, semigroup-graded rings and some algebraic coding theory. Except for a small percentage of lemmas which are referenced, all the theory contained in Chapters 2 to 5 is new. It is original work either by myself or in collaboration with my supervisor Andrei V. Kelarev. Some results obtained while conducting my Ph.D. research have appeared in [8] to [22].

Chapter 2 contains theorems about the generators and weights of some polynomial codes. A class of ideals in polynomial rings is considered which contains all generalized Reed-Muller codes. Necessary and sufficient conditions are given for such an ideal to have a single generator. A description is also given of all quotient rings $(\mathbb{Z} / m \mathbb{Z})\left[x_{1}, \ldots, x_{n}\right] / I$ which are commutative PIRs where $I$ is generated by univariate polynomials. Formulas are given for the minimum Hamming weight of the radical and its powers in the algebra $F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)$ for an arbitrary field $F$.

Chapter 3 contains theorems about the tensor products and quotient rings of finite commutative rings containing identity elements. For such rings $R$ and $S$, necessary conditions are given for the tensor product $R \otimes_{\mathbb{Z}} S$ to be a PIR. These conditions are shown to be sufficient when $R$ and $S$ are PIRs. Conditions are given for the ring $R[x] /(f(x))$ to be a PIR when $R$ is a PIR and $f(x)$ is a monic polynomial. For a polynomial ring $Q=R\left[x_{1}, \ldots, x_{n}\right]$, and an ideal $I \subset Q$ generated by univariate polynomials, conditions are given for $Q / I$ to be a PIR when $R$ is a PIR and $Q / I$ is finite. Conditions are also given for $Q / I$ to be a direct sum of finite fields or Galois rings.

Chapter 4 contains theorems about radicals of finite rings and PIRs. For a class $\mathcal{R}$ of finite rings, necessary and sufficient conditions are given for $\mathcal{R}$ to be a radical class and also a semisimple class. The hereditary radical classes are characterized. Conditions are given when several such classes consist of PIRs.

Chapter 5 contains structure theorems for Artinian semigroup-graded rings. Consider a semigroup $S$ and an $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with support $\operatorname{supp}(R)$. Some finiteness conditions are given on $\operatorname{supp}(R)$ when $R$ is semisimple Artinian. Various necessary and sufficient conditions are given for $R$ to be semisimple Artinian when $S$ is a semilattice, a finite semilattice, an in-


verse semigroup and a Clifford semigroup. Semigroup identities are given for a semigroup variety $\mathcal{V}$ which ensures that a semigroup algebra $F S$ is semisimple Artinian, where $F$ is a arbitrary field and $S$ is a finite semigroup.
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## Index of Main Results

Theorem, Page Main statement of the theorem or lemma
11, 18 The ring $R=F\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$, where the $f_{i}\left(x_{i}\right)$ are monic, is a PIR if and only if the number of nonsquarefree $f_{i}\left(x_{i}\right)$ is $\leq 1$.

15, 21 The ring $R=\mathbb{Z}_{p^{a}}\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$, where the $f_{i}\left(x_{i}\right)$ are monic, is a PIR if and only if
(i) the number of 'nonsquarefree $\bmod p f_{i}\left(x_{i}\right)$ ' is $\leq 1$;
(ii) if $f_{i}\left(x_{i}\right)$ is not squarefree $\bmod p$ then $\operatorname{gcd}\left(\widehat{f}, \overline{u_{f}}\right)=1$.

18, 25 Let $R=F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)$ where $a_{i} \geq 0$, $b_{i} \geq 1$ for $1 \leq i \leq n$. If char $F=0$, then $w\left(I^{h}\right)=2^{\ell}$ if $a_{1}+\cdots+$ $a_{\ell-1}-\ell+1<h \leq a_{1}+\cdots+a_{\ell}-\ell$ and $w\left(I^{h}\right)=0$ if $a_{1}+\cdots+a_{k}-k \leq$ $h$. If char $F=p>0$, then $w\left(I^{h}\right)=2$ if $h<a_{1}+\cdots+a_{n-z}$ and $w\left(I^{h}\right)=\min _{T \subseteq[1, n-z]}\left\{2^{|L|+|T|} w\left(h-a_{L}-a_{T} ; S \backslash T\right)\right\}$ otherwise.

27, 32 The ring $R \otimes S$ is a PIR if and only if, for each prime $p, R_{p}$ or $S_{p}$ is a direct product of Galois rings, where $R$ and $S$ are finite commutative PIRs with identities.

31, 34 If $R \otimes S$ is a PIR then, for each prime $p, R_{p}$ or $S_{p}$ is a direct product of Galois rings, where $R$ and $S$ are finite commutative rings with identities.

33,36 Let $R$ be a finite commutative chain ring with $\operatorname{char}(R)=p^{m}$, and let $f_{i}\left(x_{i}\right)$ for $1 \leq i \leq n$ be monic polynomials over $R$, then $Q=$ $R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ and all rings $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ are PIRs, if and only if one of the following conditions is true.
(i) $R$ is a field and the number of nonsquarefree $f_{i}\left(x_{i}\right)$ is $\leq 1$;
(ii) $R$ is a Galois ring, the number of 'nonsquarefree $\bmod p f_{i}\left(x_{i}\right)$ ' is $\leq 1$ and if $f_{i}\left(x_{i}\right)$ is not squarefree $\bmod p$ then $\operatorname{gcd}(\widehat{f}, \overline{\operatorname{UP}(f)})=1$;
(iii) $R$ is not a field or Galois ring, $n=1$ and $f_{1}$ is squarefree $\bmod p$.

35, 37 The ring $Q=G R\left(p^{m}, r\right)[x] /(f(x))$ where $m \geq 2$ and $f(x)$ is monic and not squarefree $\bmod p$, is a PIR if and only if $\operatorname{gcd}(\widehat{f}, \overline{\mathrm{UP}(f)})=1$.

45, 44 Let $R$ be a finite commutative chain ring with $\operatorname{char}(R)=p^{m}$, and let $f_{i}\left(x_{i}\right)$ for $1 \leq i \leq n$ be monic polynomials over $R$, then $Q=$ $R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ satisfies
(i) $Q$ is a direct product of finite fields if and only if $R$ is a finite field and all the $f_{i}$ are squarefree;
(ii) $Q$ is a direct product of Galois rings if and only if $R$ is a Galois ring and all the $f_{i}$ are squarefree modulo $p$.

49, 48 A class of finite rings, or finite commutative rings, is a radical class if and only if it is closed for homomorphic images and ideal extensions.

50, 49 A class of finite rings, or finite commutative rings, is a semisimple class if and only if it is closed for ideals and ideal extensions.

52, 52 For a radical semisimple class, $\mathcal{R}$, of finite rings and a set $\pi$ of primes, $\mathcal{N}_{\mathcal{R}}=\mathcal{N}_{\pi}$.

53,53 $\mathcal{R}_{\pi, \mathcal{M}}$ is a radical semisimple class of finite rings. Conversely, every radical semisimple class of finite rings coincides with some class $\mathcal{R}_{\pi, \mathcal{M}}$.
$\mathbf{5 5}, 54 \mathcal{R}_{\mathcal{K}}$ is a radical semisimple class where $\mathcal{K}$ is a class of finite simple rings. Conversely, every radical semisimple class coincides with some class $\mathcal{R}_{\mathcal{K}}$.

56, 54 A hereditary radical of finite rings consists of PIRs if and only if it is subidempotent.

57, 55 A semisimple class of finite rings consists of PIRs if and only if its radical is supernilpotent.

58, 55 The class of all finite commutative PIRs with identity is a radical class.
59, 57 If $R$ is a semisimple Artinian $S$-graded ring then $\operatorname{supp}(R)$ intersects a finite number of maximal subgroups of $S$.

62, 58 For any semigroup $S$, the following conditions are equivalent.
(i) Every $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with a finite number of idempotents in $\operatorname{supp}(R)$ is semisimple Artinian if and only if all subrings $R_{e}$ are semisimple Artinian for all idempotents $e$ of $S$;
(ii) $S$ is a semilattice.

64, 60 For any semigroup $S$, the following conditions are equivalent.
(i) Every $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with $\operatorname{supp}(R)$ intersecting a finite number of maximal subgroups is semisimple Artinian if and only if all subrings $R_{G}=\bigoplus_{g \in G} R_{g}$ are semisimple Artinian for all maximal subgroups $G$ of $S$;
(ii) $S$ is a Clifford semigroup.

65, 61 A special $B$-graded ring $R=\oplus_{b \in B} R_{b}$ is semisimple Artinian if and only if $B$ is a finite semilattice and all components $R_{b}$ are semisimple Artinian, where $B$ is a band.

68, 62 Let $S$ be an inverse semigroup, and let $R=\bigoplus_{s \in S} R_{s}$ be a faithful $S$-graded ring with a finite number of idempotents in $\operatorname{supp}(R)$. If $R_{G}$ is semisimple Artinian for all maximal subgroups $G$ of $S$, then $R$ is semisimple Artinian.

69, 63 For any inverse semigroup $S$, the following conditions are equivalent.
(i) every $S$-graded ring $R=\oplus_{s \in S} R_{s}$ is semisimple Artinian if and only if $R$ is semiprime and all subrings $R_{G}=\bigoplus_{g \in G} R_{g}$ are semisimple Artinian for all maximal subgroups $G$ of $S$;
(ii) $S$ has a finite number of idempotents.

70, 65 For any semigroup variety $\mathcal{V}$ and field $F$ with $\operatorname{char}(F)=p \geq 0$, the following conditions are equivalent.
(i) $F S$ is semisimple Artinian for every finite semigroup $S \in \mathcal{V}$;
(ii) all semigroups in $\mathcal{V}$ are semilattices of $p^{\prime}$-groups;
(iii) $\mathcal{V}$ satisfies $x^{m+1}=x,(x y)^{m}=(y x)^{m}, m \in \mathbb{Z}$ and $p \nmid m$.

## Chapter 1

## Introduction

### 1.1 An overview of this thesis

An overview of this thesis is given here followed by a description of each chapter. This thesis contains structure theorems for Artinian rings. Each chapter concentrates on a different type of Artinian ring or class of Artinian rings, and each ring $R$ may or may not be finite, commutative or contain an identity. Except for a small percentage of lemmas which are referenced, all the theory contained in Chapters 2 to 5 is new. It is original work either by myself or in collaboration with my supervisor Andrei V. Kelarev. Some results obtained while conducting my Ph.D. research have appeared in [8] to [22].

In Chapter 2, all quotient rings $R=S\left[x_{1}, \ldots, x_{n}\right] / I$ are described which are finite commutative PIRs, where $S=\mathbb{Z} / m \mathbb{Z}$ and $I$ is an ideal generated by univariate polynomials. This is generalized in Chapter 3 with $S$ being a finite commutative PIR. Chapter 2 also has a theorem containing conditions for $R=F\left[x_{1}, \ldots, x_{n}\right] / I$ to be a PIR where $F$ is an arbitrary field. Formulas are then given for the minimum Hamming weight of the radical and its powers in the algebra $F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)$. To achieve the generalization stated above in Chapter 3, conditions are given for the ring $R \otimes S$ to be a PIR when $R$ and $S$ are finite commutative PIRs. The necessary condition is then proved when $R$ and $S$ are not both PIRs. Conditions are also given for $R=S\left[x_{1}, \ldots, x_{n}\right] / I$ to be a direct sum of finite fields or Galois rings, when $S$ is a finite commutative PIR.

Since these rings $R$ are commutative Artinian rings with identities, then
$R$ is a PIR if and only if the radical $\mathcal{N}(R)$ is a principal ideal. The investigation of radicals is continued in Chapter 4. There, the more general concept of a radical $\varrho$ and a radical class of finite rings is studied. These rings are not necessarily commutative nor do they necessarily contain identities. Necessary and sufficient conditions are obtained for a class of finite rings to be a radical class, semisimple class and hence a radical semisimple class. Characterizations of radical semisimple classes are given, including classes consisting of PIRs.

The polynomial ring $R=F\left[x_{1}, \ldots, x_{n}\right]$ where $F$ is an arbitrary field, is a simple example of a commutative semigroup-graded ring, see p.12. The study of this ring $R$ from Chapter 2 is continued in Chapter 5, where some structure theorems for semisimple Artinian semigroup-graded rings are presented. Several semigroups are used, including semilattices, inverse semigroups and Clifford semigroups. The conditions given are for a semigroup-graded ring to be semisimple Artinian. The ring $R=F\left[x_{1}, \ldots, x_{n}\right]$ is also a semigroup algebra over the field $F$, see p.12. Chapter 5 concludes with a theorem giving semigroup identities which ensure that a semigroup algebra over a finite semigroup is semisimple Artinian.

## Chapter 2 : Generators and weights of polynomial codes

In Chapter 2 necessary and sufficient conditions are given for certain rings $R$ to be PIRs. Formulas are then given for the minimum Hamming weight of a certain ideal in a particular algebra. All rings considered are commutative Artinian rings with identities. Most of Chapter 2 appears in [20].

Let $R=S\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ where $S$ is either $\mathbb{Z} / m \mathbb{Z}$ or an arbitrary field $F$. Since $R$ is an Artinian ring, it is a PIR if and only if $\mathcal{N}(R)$ is a principal ideal. Theorem 11 gives conditions for $R$ to be a PIR when $S=F$.
11. The ring $R=F\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$, where the $f_{i}\left(x_{i}\right)$ are monic, is a PIR if and only if the number of nonsquarefree $f_{i}\left(x_{i}\right)$ is $\leq 1$.

Corollary 13 , the main result of [42], is an immediate corollary to Theorem 11. Generalized Reed-Muller codes, $C$, coincide with powers of the radical of the algebra, $A=F_{q}\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{q_{1}}-1, \ldots, x_{n}^{q_{n}}-1\right)$, where $p=\operatorname{char} F_{q}$, $q_{i}=p^{c_{i}}$ and $c_{i} \geq 1$ for $i=1, \ldots, n$, [5], [24]. Corollary 14 gives conditions for the existence of a single generator polynomial for $C$. Theorem 15 gives conditions for $R$ to be a PIR when $S=\mathbb{Z} / m \mathbb{Z}$ and $R$ is finite.
15. The ring $R=Z_{p^{a}}\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$, where the $f_{i}\left(x_{i}\right)$ are monic, is a PIR if and only if
(i) the number of 'nonsquarefree $\bmod p f_{i}\left(x_{i}\right)$ ' is $\leq 1$;
(ii) if $f_{i}\left(x_{i}\right)$ is not squarefree $\bmod p$ then $\operatorname{gcd}\left(\hat{f}, \overline{u_{f}}\right)=1$.

Theorem 18 provides formulas for the minimum Hamming weight $w(J)$, where $J=(\mathcal{N}(R))^{h}$ is any power of the radical $\mathcal{N}(R)$, of the algebra $R=$ $F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)$. The ideal $J$ is a generalization of a generalized Reed-Muller code.

## Chapter 3 : Finite commutative principal ideal rings with identities

In Chapter 3 every ring $R$ is a finite commutative ring with an identity, with the exception of a polynomial ring such as $R\left[x_{1}, \ldots, x_{n}\right]$. For such rings $R$ and $S$, conditions are given for the tensor product $R \otimes_{\mathbb{Z}} S$ to be a PIR. Sufficient conditions are then given for a certain quotient ring to be a PIR. Several parts of Chapter 3 appear in [22].

In the theory of finite commutative rings $R$ with identities, the PIRs play a central role, see [71]. Every such ring $R$ is a direct product of local rings, where each local ring is a homomorphic image of a polynomial ring over a PIR. A theorem is often proved for the special case of a PIR before attempting a local ring proof.

In Chapter 3 a series of lemmas give conditions for several rings of the form $R \otimes S$ to be PIRs. Lemma 25 proves that if $R$ is a Galois ring, and $S$ is a chain ring, then $R \otimes S$ is a PIR. Lemma 26 proves that if $R$ and $S$ are chain rings which are not Galois rings then $R \otimes S$ is not a PIR, unless $R \otimes S=0$. Since a PIR is a direct product of local PIRs, Lemmas 25 and 26 form the basis of the proof of Theorem 27.
27. The ring $R \otimes S$ is a PIR if and only if, for each prime $p, R_{p}$ or $S_{p}$ is a direct product of Galois rings, where $R$ and $S$ are finite commutative PIRs with identities.

Lemma 29 proves that if $R$ and $S$ are finite local rings and $S / p S$ is not a PIR then $R \otimes S$ is not a PIR. Lemma 30 proves that if $R$ and $S$ are finite
local rings which are not both PIRs and $R \otimes S \neq 0$ is a PIR then $R$ is a Galois ring and $S / p S$ is a finite chain ring which is not a Galois ring. Lemma 30 is used to prove Lemma 31, a partial generalization of Lemma 27.
31. If $R \otimes S$ is a PIR then, for each prime $p, R_{p}$ or $S_{p}$ is a direct product of Galois rings, where $R$ and $S$ are finite commutative rings with identities.

Theorem 27 is used to prove Theorem 33, that a certain ring of the form $Q=R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ is a PIR, since $Q \cong \otimes_{i=1}^{n} R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$. The main result needed to prove Theorem 33 is then Lemma 35 .
35. The ring $Q=G R\left(p^{m}, r\right)[x] /(f(x))$ where $m \geq 2$ and $f(x)$ is monic and not squarefree $\bmod p$, is a PIR if and only if $\operatorname{gcd}(\bar{f}, \overline{\mathrm{UP}(f)})=1$.
33. Let $R$ be a finite commutative chain ring with $\operatorname{char}(R)=p^{m}$, and let $f_{i}\left(x_{i}\right)$ for $1 \leq i \leq n$ be monic polynomials over $R$, then $Q=R\left[x_{1}, \ldots, x_{n}\right] /$ $\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ and all rings $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ are PIRs, if and only if one of the following conditions is true.
(i) $R$ is a field and the number of nonsquarefree $f_{i}\left(x_{i}\right)$ is $\leq 1$;
(ii) $R$ is a Galois ring, the number of 'nonsquarefree $\bmod p f_{i}\left(x_{i}\right)$ ' is $\leq 1$ and if $f_{i}\left(x_{i}\right)$ is not squarefree $\bmod p$ then $\operatorname{gcd}(\hat{f}, \overline{\mathrm{UP}(f)})=1$;
(iii) $R$ is not a field or Galois ring, $n=1$ and $f_{1}$ is squarefree $\bmod p$.

Let $R$ and $S$ be finite local rings. Lemma 41 proves that $R \otimes S$ is a direct product of Galois rings if and only if so too are $R$ and $S$. Lemma 42 proves the same statement with finite fields instead of Galois rings. Let $S=R[x] /(f(x))$ where $R$ is a chain ring and $f$ is monic. Lemma 43 proves that if $S$ is a direct product of Galois rings then $R$ is a Galois ring and $f$ is squarefree modulo $p$. Lemma 44 proves that if $S$ is a direct product of finite fields then $R$ is a finite field and $f$ is squarefree. These lemmas are used to prove Theorem 45.
45. Let $R$ be a finite commutative chain ring with $\operatorname{char}(R)=p^{m}$, and let $f_{i}\left(x_{i}\right)$ for $1 \leq i \leq n$ be monic polynomials over $R$, then $Q=R\left[x_{1}, \ldots, x_{n}\right] /$ $\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ satisfies
(i) $Q$ is a direct product of finite fields if and only if $R$ is a finite field and all the $f_{i}$ are squarefree;
(ii) $Q$ is a direct product of Galois rings if and only if $R$ is a Galois ring and all the $f_{i}$ are squarefree modulo $p$.

## Chapter 4 : Radicals of finite rings and principal ideal rings

In Chapter 4 several necessary and sufficient conditions are given which characterize radical semisimple, radical and semisimple classes of finite rings. Further conditions are given for such classes to consist of PIRs. All rings considered are finite but it is not required that these rings are commutative or contain identity elements.

Radicals are basic structural tools of ring theory, see [38]. A radical class $\mathcal{R}$, consists of all rings $R \in \mathcal{R}$ which are $\varrho$-radical, hence satisfy $\varrho(R)=R$, for some radical mapping $\varrho$. A semisimple class $\mathcal{S}$, consists of all rings $S \in \mathcal{S}$ satisfying $\varphi(R)=0$ for some radical mapping $\varphi$. A radical semisimple class satisfies both these conditions for some radical mappings $\varrho$ and $\varphi$. Theorems 49 and 50 provide necessary and sufficient conditions to characterize these classes when they consist of finite rings. The same conditions are true for the subclass of finite commutative rings.
49. A class of finite rings, or finite commutative rings, is a radical class if and only if it is closed for homomorphic images and ideal extensions.
50. A class of finite rings, or finite commutative rings, is a semisimple class if and only if it is closed for ideals and ideal extensions.

Let $\mathcal{R}$ be a radical semisimple class of finite rings. In Theorem 52 the set $\mathcal{N}_{\mathcal{R}}$ of all nilpotent rings are shown to be of the form $\mathcal{N}_{\pi}$ for a set $\pi$ of primes. Two characterizations are given for $\mathcal{R}$. Theorems 53 and 55 prove respectively, that $\mathcal{R}$ coincides with certain classes denoted by $\mathcal{R}_{\pi, \mathcal{M}}$ and $\mathcal{R}_{\mathcal{K}}$. Conditions are derived in Theorems 56 and 57 for two classes of rings to consist of PIRs.
56. A hereditary radical of finite rings consists of PIRs if and only if it is subidempotent.
57. A semisimple class of finite rings consists of PIRs if and only if its radical is supernilpotent.

Theorem 58 proves that the class of all finite commutative PIRs with
identity is a radical class.

## Chapter 5 : Semisimple Artinian semigroup-graded rings

In [97], Zel'manov proved that if a nonzero semigroup ring $K S$ is right Artinian, then the semigroup $S$ is finite. In Chapter 5 several necessary and sufficient conditions are given for various $S$-graded rings $R=\oplus_{s \in S} R_{s}$ to be semisimple Artinian under certain finiteness conditions on $\operatorname{supp}(R) \subset S$. All rings considered are Artinian but it is not required that these rings are commutative or contain identity elements. Most of Chapter 5 appears in [21].

Consider the two finiteness conditions on $\operatorname{supp}(R)$,
(i) $\operatorname{supp}(R)$ intersects a finite number of maximal subgroups of $S$,
(ii) $\operatorname{supp}(R)$ contains a finite number of idempotents.

Condition (i) is proved true for a semisimple Artinian $S$-graded ring in Theorem 59. Condition (ii) then follows for this ring by Corollary 60. Two theorems, 62 and 64 , are then proved for all $S$-graded rings satisfying conditions (i) and (ii) respectively.
62. For any semigroup $S$, the following conditions are equivalent.
(i) Every $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with a finite number of idempotents in $\operatorname{supp}(R)$ is semisimple Artinian if and only if all subrings $R_{e}$ are semisimple Artinian for all idempotents $e$ of $S$;
(ii) $S$ is a semilattice.
64. For any semigroup $S$, the following conditions are equivalent.
(i) Every $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with $\operatorname{supp}(R)$ intersecting a finite number of maximal subgroups is semisimple Artinian if and only if all subrings $R_{G}=\oplus_{g \in G} R_{g}$ are semisimple Artinian for all maximal subgroups $G$ of $S$;
(ii) $S$ is a Clifford semigroup.

Following from Theorem 62 is Corollary 63, the class of semisimple Artinian rings is $S$-closed if and only if $S$ is a finite semilattice. Two theorems, 65 and 68, respectively give conditions for special $B$-graded rings, and faithful $S$-graded rings, to be semisimple Artinian rings.
65. A special $B$-graded ring $R=\bigoplus_{b \in B} R_{b}$ is semisimple Artinian if and only if $B$ is a finite semilattice and all components $R_{b}$ are semisimple Artinian, where $B$ is a band.
68. Let $S$ be an inverse semigroup, and let $R=\bigoplus_{s \in S} R_{s}$ be a faithful $S$-graded ring with a finite number of idempotents in $\operatorname{supp}(R)$. If $R_{G}$ is semisimple Artinian for all maximal subgroups $G$ of $S$, then $R$ is semisimple Artinian.

Theorem 69 uses a third finiteness condition on $S$, that being, (iii) $S$ has a finite number of idempotents.
69. For any inverse semigroup $S$, the following conditions are equivalent.
(i) every $S$-graded ring $R=\bigoplus_{s \in S} R_{s}$ is semisimple Artinian if and only if $R$ is semiprime and all subrings $R_{G}=\bigoplus_{g \in G} R_{g}$ are semisimple Artinian for all maximal subgroups $G$ of $S$;
(ii) $S$ has a finite number of idempotents.

Finally Theorem 70 states equivalent conditions for a certain semigroup variety $\mathcal{V}$, involving semigroup identities, which ensure that a semigroup algebra $F S$ is semisimple Artinian, where $F$ is an arbitrary field and $S$ is a finite semigroup.

### 1.2 Motivation for the theorems in this thesis and its connections with the mathematical literature

Chapter 2 considers certain commutative Artinian algebras and some errorcorrecting codes associated with them. Several authors have established that many interesting codes are ideals in certain algebras. Berman [5], in the case of characteristic two, and Charpin [24], in the general case, proved that all
generalized Reed-Muller codes coincide with powers of the radical of the algebra $A=F_{q}\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{q_{1}}-1, \ldots, x_{n}^{q_{n}}-1\right)$, where $F_{q}$ is a finite field, $p=\operatorname{char} F_{q}>0$ and $q_{i}=p^{c_{i}}$, for $i=1, \ldots, n$, and gave formulas for their Hamming weights. These codes form an important class containing many codes of practical value. Code properties of ideals in algebras $A$ have also been considered by Poli [81].

This approach helped to improve some parameters of the codes. For example, Berman [5] showed that in certain cases, abelian group codes, [6, §4.8], have better error-correcting properties than cyclic codes. Using the underlying algebraic structure, a new fast decoding algorithm for Reed-Muller codes was developed by Landrock and Manz in [66]. Since these radicals have such good code properties, Chapter 2 determines when these radicals possess a single generator polynomial. It also determines when more general commutative Artinian algebras are PIRs. If the radical, $\mathcal{N}(R)$, of a commutative Artinian algebra $R$, is a principal ideal, then the same is true of all its powers and $R$ is then a PIR. Chapter 2 also gives formulas for the Hamming distance of the powers of $\mathcal{N}(R)$ when the coefficient ring is a field $F$ in Theorem 18, a special case of which is given in [5] as Theorem 1.2.

The polynomial codes in Chapter 2 are Jacobson radicals of commutative Artinian rings. Jacobson radicals have been studied for several classes of rings, see [53]. We refer to the surveys of [52] and [56] for descriptions of the Jacobson radicals of commutative semigroup rings. For recent results on the Jacobson radical of graded rings we refer to [27], [63] and the surveys [48], [55] and [62].

The polynomial rings in Theorem 18 of Chapter 2 are commutative semigroup rings. Conditions for them to be PIRs are contained in Corollary 13. Commutative semigroup rings which are PIRs have been investigated in [49] and [51] and a complete description of commutative semigroup rings which are PIRs was obtained in [34]. All graded commutative PIRs were described in [33].

Chapter 3 considers tensor products and certain quotient rings of finite commutative rings and determines when they are PIRs. Finite commutative rings are interesting objects of ring theory and have many applications in combinatorics. Tensor products of Galois rings have been determined in [95]. If we want to use certain ring constructions in combinatorial applications of finite rings, then a natural question arises of when a ring construction is a PIR. This question has been considered in the literature for several ring constructions, as mentioned in the preceding paragraphs.

Chapter 4 considers radical classes and semisimple classes of finite rings and determines when radicals of finite commutative rings contain PIRs. Radicals are important structural tools of ring theory. This gives motivation for investigating radicals in the class of finite rings. First, we shall develop the radical theory of finite rings and prove several theorems which seriously differ from the corresponding facts obtained earlier in the class of all associative rings. In particular, we describe all radical semisimple classes of finite rings. This description is quite different from the description of radical semisimple classes of arbitrary rings due to Stewart and Gardner, see [39], [87].

As many interesting error-correcting codes are radicals in finite commutative rings, it makes sense to answer the following question. When does each ideal in every radical ring have a single generator polynomial? Second, we describe all radicals with this interesting property.

Chapter 5 determines several structural theorems for Artinian semigroupgraded rings. Zel'manov proved that if a nonzero semigroup ring $K S$ is right Artinian, then the semigroup $S$ is finite, see [97]. Several analogues of this theorem for graded rings have appeared in the literature recently, see [28], [50], [60]. The strongest result has been obtained in [60].

Many constructions of rings are examples of semigroup-graded rings. These include polynomial and skew polynomial rings, direct and semidirect products of rings, matrix and structural matrix rings, Rees matrix rings, Morita contexts and generalized matrix rings, group and semigroup rings, monomial rings, smash products and cross products and group-graded rings. More examples are given in [62].

Graded rings satisfying various important finiteness conditions have been considered in many papers, see [2], [7], [26], [28], [31], [32], [47], [50], [60], [58], [59], [61], [74], [75], [76], [92], [91]. Subrings of simple Artinian rings were considered in [37].

### 1.3 Some Preliminary Theory

## Arbitrary rings

Let $R$ be an arbitrary ring. If $R$ has an identity then the characteristic, $\operatorname{char}(R)$, of $R$, is the smallest positive integer $n$ such that $n 1=0$. If such an
integer does not exist then $\operatorname{char}(R)=0$. We denote by $R \otimes S=R \otimes_{\mathbb{Z}} S$, the tensor product over $\mathbb{Z}$ of the rings $R$ and $S$. The notation $I \triangleleft R$ means $I$ is an ideal of a ring $R$. Define the quotient ring $S \cong R / I$ of $R$ for some ideal $I \triangleleft R$. A homomorphic image of $R$ is isomorphic to some quotient ring $S$ of $R$. An ideal extension $R$, of $I$ by $S$, is a ring $R$ such that $R / I \cong S$ for some ideal $I \triangleleft R$ and ring $S$. An idempotent $r$ of a semigroup or a ring $R$ is an element $r \in R$ satisfying $r^{2}=r$. If every ideal of a ring $R$ has one generator, then $R$ is called a principal ideal ring, PIR.

There are several algebraic structures involving the terminology radical, which are related to each other. These include the following.

- a radical $\varrho$, of a class $\mathcal{R}$ of rings;
- a $\varrho$-radical ring $R$;
- a radical class $\mathcal{R}$ of rings;
- a radical $\varrho(A)$ of a ring $A$ with respect to a radical class of rings $\mathcal{R}$;
- the radical $\operatorname{rad}(I)$, of an ideal $I \triangleleft R$ of a ring $R$;
- the radical $\mathcal{N}(R)$ of an Artinian ring $R$. .

We now provide definitions of these structures and illustrate some relations between them.

Definition 1 A nilpotent element $r$, of a ring $R$, satisfies $r^{n}=0$ for some positive integer $n$. A nil ideal $I$, of a ring $R$ consists of nilpotent elements. A nilpotent ideal $I$, of a ring $R$ satisfies $I^{N}=0$ for some positive integer $N$. The nilpotent index or index of nilpotency of an ideal $I$ is the smallest positive integer $N$ satisfying $I^{N}=0$. For a commutative ring $R$, with ideal $I$, define the radical of the ideal $I$ as $\operatorname{rad}(I)=\sqrt{I}=\left\{r \in R: \exists n>0\right.$ with $\left.r^{n} \in I\right\}$. The set, $\operatorname{rad}((0))$, of all nilpotent elements of $R$, is the nilradical of $R,[41]$ p.19.

Definition 2 Let $\mathcal{U}$ be a class of rings satisfying
(i) $A \in \mathcal{U}, A \cong B \Rightarrow B \in \mathcal{U}$;
(ii) $I \triangleleft A, A \in \mathcal{U} \Rightarrow I \in \mathcal{U}$;
(iii) $I \triangleleft A, A \in \mathcal{U} \Rightarrow A / I \in \mathcal{U}$

Let $\varrho$ be a function which assigns an ideal $\varrho(R)$ to each $R \in \mathcal{U}$. Then $\varrho$ is called a radical if it satisfies
(M1) $\varrho(R) / I \subseteq \varrho(R / I)$ for every ring $R$ with ideal $I$;
(M2) $\varrho(R)$ is the largest ideal among all ideals $I$ of $R$ such that $\varrho(I)=I$;
(M3) $\varrho(R / \varrho(R))=0$ for each $R$.

A ring $R$ is said to be radical or $\varrho$-radical if $\varrho(R)=R$. The class $\{R \in \mathcal{U}$ : $\varrho(R)=R\}$ is called the radical class defined by $\varrho$. A ring $R$ is said to be semisimple or $\varrho$-semisimple if $\varrho(R)=0$. The class $\{R \in \mathcal{U}: \varrho(R)=0\}$ is called the semisimple class defined by $\varrho$. Let $\mathcal{R}$ be a radical class of rings defined by $\varrho$. For any ring $A \in \mathcal{R}$ let $\varrho(A)$ be the largest ideal of $A$ such that $\varrho(A) \in \mathcal{R}$ then $\varrho(A)$ is the radical of $A$ with respect to $\mathcal{R},[38]$ p.13.

Definition 3 A ring $R$ satisfies the descending chain condition if every descending chain of ideals in $R$ is finite. A ring $R$ is left Artinian (right Artinian) if it satisfies the descending chain condition on its left ideals (right ideals). The ring $R$ is Artinian if it is left and right Artinian, [82] p.167.

It immediately follows that a finite ring is an Artinian ring. Almost all classes of rings considered in this thesis are Artinian rings. Since the Jacobson radical and nilradical $\mathcal{N}(R)$ of an Artinian ring $R$ are identical, [1] p.89, we refer to this ideal as the radical of $R$. An equivalent definition is that the radical $\mathcal{N}(R)$ of an Artinian ring $R$ is the unique maximal nil ideal of $R,[82]$ p. 200 .

Consider the following example. Let $\mathcal{U}$ be the class of all rings and for each $R \in \mathcal{U}$, let $\varrho(R)$ be the largest nil ideal. Then $\varrho$ is a radical, its radical class being the class of all nil rings. The semisimple class of $\varrho$ is the class of rings with no nonzero nil ideals. If $R$ is Artinian then $\varrho(R)=\mathcal{N}(R)$, the largest nilpotent ideal of $R$. In general, $\varrho(R)$ is not an Artinian ring if $R$ is Artinian.

A major part of ring theory is concerned with describing how far a ring is from being a semisimple Artinian ring. As shown in [82] p.xvii, p.169, a simple Artinian ring is a matrix ring over a division ring and a semisimple Artinian ring is a finite direct product of simple Artinian rings.

Definition 4 Given some collection $\left\{A_{i}: i \in I\right\}$ of ideals of a ring $R, R$ is a subdirect product of the rings $\left\{R / A_{i}: i \in I\right\}$ if the canonical homomorphism $\varphi: R \rightarrow \prod_{i \in I} R / A_{i}$ is an injection. A ring is prime if the product of any two nonzero ideals is nonzero. A semiprime ring is a subdirect product of prime rings, see [82] p.143, 164.

Definition 5 A semigroup ring $R[S]$, or $R S$, is the set of all functions $f: S \rightarrow$ $R$ from a semigroup $S$ to a ring $R$ under the following standard definitions of addition and multiplication. For every $f, g \in R[S]$ and $s \in S$,

$$
\begin{aligned}
(f+g)(s) & =f(s)+g(s) \\
(f g)(s) & =\sum_{a b=s} f(a) g(b)
\end{aligned}
$$

Elements of $R[S]$ may be written as $f=\sum_{s \in S} f(s) s$. A semigroup algebra $F[S]$, or $F S$, is a semigroup ring which is also a vector space over some field $F,[77]$ p.33. If $S$ is a group $G$, then $R[G]$, or $R G$, is a group ring and $F[G]$, or $F G$, is a group algebra.

The term algebra is used throughout this thesis to denote a ring which is also a vector space over some field. An interesting example of a semigroup ring is the set of all arithmetical functions $f: G \rightarrow \mathbb{C}$ on an arithmetical semigroup $G$. Its corresponding semigroup algebra is the Dirichlet algebra $\operatorname{Dir}(\mathrm{G})$, which is a unique factorization domain, see [64] p.23. A simple example of a semigroup algebra is the polynomial ring $R=F\left[x_{1}, \ldots, x_{n}\right]=F[S]$ considered as an algebra over some field $F$. The semigroup is $S=\oplus_{i=1}^{n} \mathbb{Z}^{+}$where $\mathbb{Z}^{+}$is the additive semigroup of positive integers. An element of $F[S]$ is a mapping $f: S \rightarrow F$ assigning to any $s=\left(s_{1}, \ldots, s_{n}\right) \in S$ an element $f(s)=a_{s} \in F$, and this mapping is represented by the polynomial $f=\sum_{s \in S} a_{s} x_{1}^{s_{1}} \cdots x_{n}^{s_{n}}$.

Definition 6 Let $S$ be a semigroup. A semigroup-graded ring, or $S$-graded ring, is an associative ring $R$ with the decomposition $R=\oplus_{s \in S} R_{s}$ into a direct sum of Abelian groups such that for all $s, t \in S, R_{s} R_{t} \subseteq R_{s t}$, [62].

A semigroup ring $R[S]$ is an example of a semigroup-graded ring where $R[S]$ is graded by $S$. A simple example of a semigroup-graded ring is the polynomial ring $R=F\left[x_{1}, \ldots, x_{n}\right]$ where $F$ is an arbitrary field. Here $R=\bigoplus_{s \in S} R_{s}$ is graded by the commutative semigroup $S=\mathbb{Z}^{+}$, the additive semigroup of positive integers $s \geq 0$. For any integer $s \geq 0, R_{s}$ is the additive Abelian
group of all linear combinations of monomials of total degree $d$, such a monomial being given by $f\left(x_{1}, \ldots, x_{n}\right)=a \prod_{i=1}^{n} x_{i}^{b_{i}}$ where $\sum_{i=1}^{n} b_{i}=d$ and $a \in F$. Commutative rings graded by $\mathbb{Z}^{+}$are used widely throughout commutative algebra, [73] p.21, and algebraic geometry, [43] p.9, 426, where they are known as graded rings. The terminology graded rings refers more generally to the rings given in Definition 6.

Let $F$ be an arbitrary field and $f=\prod_{i \in I} a_{i} \in F[x]$ be squarefree. By the chinese remainder theorem for ideals, [35], Exercise.2.6 p.80, $F[x] /(f(x)) \cong$ $\prod_{i \in I} F[x] /\left(a_{i}(x)\right)$, a finite direct product of fields. Since $F[x]$ is a Euclidean ring, it is a PIR. As any homomorphic image of a PIR is a PIR, then $F[x] / I$ is a PIR for any ideal $I \triangleleft F[x]$. In particular this applies when $F$ is a finite field $F_{q}$. But $R[x]$ is not a Euclidean ring when $R$ is not a field and the determination of ideals $I$ which make $R[x] / I$ a PIR is an interesting problem.

## Finite commutative rings with identity

The Galois field $G F\left(p^{r}\right)=F_{q}$ is the finite field with $q=p^{r}$ elements. The ring $\mathbb{Z} / m \mathbb{Z}$ of residues modulo $m$ is written as $\mathbb{Z}_{m}$ here to shorten the notation, since the $p$-adic integers are not mentioned in this thesis. The Galois ring $G R\left(p^{m}, r\right)$ of characteristic $p^{m}$ and order $p^{m r}$ satisfies $G R\left(p^{1}, r\right) \cong G F\left(p^{r}\right)$ and $G R\left(p^{m}, 1\right) \cong \mathbb{Z} / p^{m} \mathbb{Z}$, see p. 29 of this thesis and $[71, \S 16]$.

A local ring is a ring containing only one maximal ideal $\mathfrak{m}$. Let $R$ be a finite commutative ring with identity. The structure of $R$ is given in [71]. The ring $R$ is a direct product of local rings. Each such local ring is isomorphic to a homomorphic image of a polynomial ring of the form $G R\left(p^{m}, q\right)\left[x_{1}, \ldots, x_{k}\right]$, see Lemma 28. If $R$ is a PIR then it is a direct product of local PIRs. These local rings are called finite chain rings since the ideal lattice of each chain ring is a chain, $0=\mathfrak{m}^{N} \subset \mathfrak{m}^{N-1} \subset \cdots \subset \mathfrak{m}$, where $N$ is the nilpotent index of the chain ring. The radical of a finite chain ring $R$ satisfies $\mathcal{N}(R)=\mathfrak{m}$, where $R$ has maximal ideal $m$.

For any ring $R$ and prime $p$, the $p$-component of $R$ is defined by

$$
R_{p}=\left\{r \in R \mid p^{k} r=0 \text { for some positive integer } k\right\} .
$$

Let $R$ be a finite commutative ring with identity. It may be decomposed as $R=\prod_{p \in P} R_{p}$, a direct product of its $p$-components $R_{p}$, where $P$ is a finite set. Each ring $R_{p}$ is a direct product of finite chain rings, $R_{p}=\prod_{i \in I} C_{i}$, such that $\operatorname{char}\left(C_{i}\right)=p^{i_{j}}$ for some integers $i, i_{j} \geq 1$, where $I$ is a finite set.

## Algebraic coding theory

This section contains a few standard definitions of coding theory which are needed in Chapter 2.

Definition 7 A code $C$ is a subset of the vector space $\left(F_{q}\right)^{n}$. A codeword $\underline{c} \in C$ has Hamming weight $w(\underline{c})$ if it has $w(\underline{c})$ nonzero co-ordinates. An ( $n, k, d$ ) linear code $C$ is a subspace of dimension $k$ of $\left(F_{q}\right)^{n}$, with length $n$, Hamming distance $d=$ minimum $\{w(\underline{c}): \underline{c} \in C\}$ and can correct $t=[(d-1) / 2]$ errors per codeword. A polynomial code $C$ over $F_{q}$ is an ideal of the ring $R=F_{q}\left[x_{1}, \ldots, x_{m}\right] / I$ for some ideal $I$. Since $R$ is an algebra over $F_{q}, C$ is a linear code. The generators of this ideal are the generators of the code. A cyclic code of length $n$ is an ideal of $F_{q}[x] /\left(x^{n}-1\right)$ such that $(n, q)=1$. A nonlinear code is a code which is not isomorphic to a linear code. A binary code has co-ordinates in the field $F_{2}=G F(2)$. See [70].

Definition 8 ([70, Ch. $13 \S 3]$.) Given two binary codes $C_{1}$ and $C_{2}$ with the same length $n$ define the binary code $C_{3}$ as

$$
C_{3}=C_{1} * C_{2}=\left\{(\underline{u} \mid \underline{u}+\underline{v}): \underline{u} \in C_{1}, \underline{v} \in C_{2}\right\}
$$

where $(\underline{a} \mid \underline{b})$ is the concatenation of the vectors $\underline{a}$ and $\underline{b}$. Define the binary $r$-th order Reed-Muller code $C(r, m)$ as follows. For any positive integers $m$ and $r$ where $0 \leq r \leq m, C(r, m)$ has codewords of length $2^{m}$,

$$
\begin{aligned}
C(0, m) & =\{\underline{0}, \underline{1}\}, \text { where } \underline{0}=(00 \ldots 0) \text { and } \underline{1}=(11 \ldots 1) \\
C(m, m) & =(G F(2))^{2^{m}} ; \quad C(r+1, m+1)=C(r+1, m) * C(r, m)
\end{aligned}
$$

$C(r, m)$ is a linear $\left(2^{m}, \sum_{i=0}^{r}\binom{m}{i}, 2^{m-r}\right)$ code, which is not usually cyclic but it is an extended cyclic code. The first order binary Reed-Muller code $C(1, m)$ is a $\left(2^{m}, m+1,2^{m-1}\right)$ linear code and all codewords except $\underline{0}$ and $\underline{1}$ have weight $n / 2=2^{m-1}$.

Example $9 C(0,1)=\{00,11\} \quad C(1,1)=\{00,10,01,11\}$ $\mathrm{C}(0,2)=\{0000,1111\}$
$\mathrm{C}(1,2)=\mathrm{C}(1,1)^{*} \mathrm{C}(0,1)=\{0000,0011,1010,1001,0101,0110,1111,1100\}$
$\mathrm{C}(1,3)=\mathrm{C}(1,2)^{*} \mathrm{C}(0,2)=\{00000000,00001111,00110011,00111100$,
10101010, 10100101, 10011001, 10010110, 01010101, 01011010,
01100110, 01101001, 11111111, 11110000, 11001100, 11000011\}
$C(1,2)$ is a cyclic even weight $(4,3,2)$ code. $C(1,5)$ is a $(32,6,16)$ linear code with 64 codewords and $t=7$.

NASA uses error-correcting codes to correct errors introduced into their transmission channels, when sending pictures of the various planets to earth via their space probes. In 1972, the Mariner 9 space probe transmitted black and white pictures of Mars to Earth using $C(1,5)$, see [89] p.4.

A description of generalized Reed-Muller codes is given in [6, §1.10] and their connection with the codes of Berman [5], is given in [6, §4.8].

## Chapter 2

## Generators and weights of polynomial codes

This chapter is devoted to two ring constructions and one theorem on the Hamming weight $w\left((\mathcal{N}(R))^{h}\right)$ for a certain algebra $R$. The rings considered are Artinian and of the form $R=S\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ where $S$ is either $\mathbb{Z} / m \mathbb{Z}$ or an arbitrary field $F$. Only the case when $R$ is finite is considered when $S=\mathscr{Z} / m \mathscr{Z}$. Necessary and sufficient conditions are given for $R$ to be a PIR for each of the two rings $R$. Formulas are then given for the minimum Hamming weight $w(J)$ where $J=\mathcal{N}(R))^{h}$ is any power of the radical $\mathcal{N}(R)$ of the algebra $R=F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)$. Since most of this chapter appears in [20] the notation is the same for both, yet has some slight differences to that used in Chapter 3.

### 2.1 Generators of polynomial codes

Several authors have established that many linear codes are ideals in certain algebras. Berman [5], in the case of characteristic two, and Charpin [24], in the general case, proved that all generalized Reed-Muller codes coincide with powers of the radical of the algebra $A=F_{q}\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{q_{1}}-1, \ldots, x_{n}^{q_{n}}-1\right)$, where $F_{q}$ is a finite field, $p=\operatorname{char} F_{q}>0$ and $q_{i}=p^{c_{i}}$, for $i=1, \ldots, n$. We determine when this radical and more general radicals have a single generator polynomial.

Lemma 10 An Artinian ring $R$ is a PIR if and only if its radical $\mathcal{N}(R)$ is a principal ideal.

Proof. The 'only if' part is trivial. An Artinian ring is a direct product of local rings ([1], Proposition 8.7). If the radical of a local Artinian ring is a principal ideal, then all ideals are principal by Lemma 32 or [1], Proposition 8.8.

Thus since $A$ is an Artinian ring, the question of when the radical is a principal ideal is crucial for all other ideals to have a single generator. For example, it is well known that cyclic codes are ideals in the algebra $A=$ $F_{q}[X] /\left(X^{k}-1\right)$, and each ideal in $A$ is generated by one polynomial, see p.13. This property is convenient both for representing the code and for developing encoding and decoding algorithms. Similar questions have been considered in several papers. For example, Charpin [23] described extended Reed-Solomon codes which are principal ideals.

Theorem 11 answers this question for even more general algebras

$$
F\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

where $f_{1}, \ldots, f_{n}$ are arbitrary univariate polynomials and $F$ is an arbitrary field. As an immediate corollary (see Corollary 13), we get the main result of [42].

A few authors have considered codes over the ring $\mathbb{Z} / m \mathbb{Z}=\mathbb{Z}_{m}$ of residues modulo $m$. A new motivation for the study of these codes has been provided recently by [44] where it is shown that many important nonlinear codes can be viewed as binary images of linear codes over $\mathbb{Z}_{4}$. Thus, introducing codes over $\mathbb{Z}_{m}$ makes it possible to apply to nonlinear codes the techniques developed earlier for linear codes, or in particular polynomial codes.

Theorem 15 describes all finite rings

$$
\mathbb{Z}_{m}\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

which have radicals that are principal ideals. It turns out that in this case the description is essentially more complicated, and does not follow from our first theorem.

After that, we give formulas for the minimum Hamming weight of the radical and its powers in the algebra

$$
F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)
$$

If $f=g_{1}^{m_{1}} \cdots g_{k}^{m_{k}}$, where $f \in F[x]$ and $g_{1}, \ldots, g_{k}$ are irreducible polynomials over $F$, then by $\operatorname{sp}(f)$ we denote the squarefree part $g_{1} \cdots g_{k}$ of $f$. We assume that $\operatorname{sp}(0)=0$ and regard 0 as a squarefree polynomial. Since the Jacobson radical and nilradical $\mathcal{N}(R)$ of an Artinian ring $R$ are identical, [1] p.89, we refer to this as the radical of $R$.

Theorem 11 Let $f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)$ be univariate polynomials over an arbitrary field $F$, and let $R=F\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$. Then the radical $\mathcal{N}(R)$ is a principal ideal of $R$ if and only if the number of polynomials $f_{1}, \ldots, f_{n}$ which are not squarefree does not exceed one.

We shall use the following description of the radical.

Lemma 12 ([3, §8.2]). The radical $\mathcal{N}(R)$, of

$$
R=F\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

is equal to the ideal generated by the squarefree parts of all polynomials $f_{1}, \ldots, f_{n}$.

Proof of Theorem 11. The 'if' part immediately follows from Lemma 12. Indeed, if all $f_{1}, \ldots, f_{n}$ are squarefree, then $\mathcal{N}(R)=0$. If $f_{i}$ is not squarefree, and all the other polynomials are squarefree, then $\mathcal{N}(R)$ is generated by the squarefree part of $f_{i}\left(x_{i}\right)$.

The 'only if' part: Suppose to the contrary that the radical of $R$ is a principal ideal, but two polynomials, say $f_{1}\left(x_{1}\right)$ and $f_{2}\left(x_{2}\right)$, are not squarefree.

Assume that $f_{1}, \ldots, f_{k} \neq 0$ and $f_{k+1}, \ldots, f_{n}=0$. Then it follows from Lemma 12 that the radical $\mathcal{N}(R)$ is equal to

$$
\mathcal{N}\left\{F\left[x_{1}, \ldots, x_{k}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{k}\left(x_{k}\right)\right)\right\}\left[x_{k+1}, \ldots, x_{n}\right]
$$

To simplify the notation we may assume that $k=n$, i.e. all $f_{1}, \ldots, f_{n}$ are nonzero.

Then $R$ has finite dimension as a vector space. Therefore it is a direct sum of local rings ([1], Proposition 8.7). If the radical of a local Artinian ring is a principal ideal, then all ideals are principal by [1], Proposition 8.8. Thus $R$ is a PIR.

Since $R /\left(x_{3}, \ldots, x_{n}\right)$ is a homomorphic image of $R$, it is also a PIR. Hence we may assume that $n=2$. Let $f_{1}\left(x_{1}\right)=g_{1}^{\alpha_{1}}\left(x_{1}\right) \ldots g_{k}^{\alpha_{k}}\left(x_{1}\right)$ where $g_{1}\left(x_{1}\right), \ldots, g_{k}\left(x_{1}\right)$ are irreducible over $F$ and $\alpha_{1}>1$. Since $\left(g_{1}^{\alpha_{1}}, f_{2}\right) \supset\left(f_{1}, f_{2}\right)$, the ring $F\left[x_{1}, x_{2}\right] /\left(g_{1}^{2}\left(x_{1}\right), f_{2}\left(x_{2}\right)\right)$ is a homomorphic image of $R$ and so it is a PIR too. Therefore we may assume that from the very beginning $f_{1}\left(x_{1}\right)=$ $g_{1}^{2}\left(x_{1}\right)$. Given that $g_{1}\left(x_{1}\right)$ is irreducible, we see that $Q=F\left[x_{1}\right] /\left(g_{1}\left(x_{1}\right)\right)$ is a field. If we regard $f_{2}\left(x_{2}\right) \in F\left[x_{2}\right] \subseteq Q\left[x_{2}\right]$ as a polynomial over $Q$ it is not squarefree. Consider the factorization $f_{2}\left(x_{2}\right)=h_{1}^{\beta_{1}}\left(x_{2}\right) \ldots h_{m}^{\beta_{m}}\left(x_{2}\right)$ where all $h_{i}\left(x_{2}\right) \in Q\left[x_{2}\right]$ are irreducible and $\beta_{1}>1$. Clearly, $Q\left[x_{2}\right]=\left(F\left[x_{1}\right] /\left(g_{1}\left(x_{1}\right)\right)\right)\left[x_{2}\right]$ $=F\left[x_{1}, x_{2}\right] /\left(g_{1}\left(x_{1}\right)\right)$ is a homomorphic image of $F\left[x_{1}, x_{2}\right]$. Denote by $h\left(x_{1}, x_{2}\right)$ a polynomial in $F\left[x_{1}, x_{2}\right]$ whose image in $Q\left[x_{2}\right]$ equals $h_{1}\left(x_{2}\right)$. Consider the ideal $I$ generated by $g_{1}\left(x_{1}\right)$ and $h\left(x_{1}, x_{2}\right)$ in $F\left[x_{1}, x_{2}\right]$. We see that

$$
\begin{aligned}
F\left[x_{1}, x_{2}\right] / I & \cong\left\{F\left[x_{1}, x_{2}\right] /\left(g_{1}\left(x_{1}\right)\right)\right\} /\left\{\left(g_{1}\left(x_{1}\right), h\left(x_{1}, x_{2}\right)\right) /\left(g_{1}\left(x_{1}\right)\right)\right\} \\
& \cong Q\left[x_{2}\right] / h_{1}\left(x_{2}\right)
\end{aligned}
$$

is a field, because $h_{1}\left(x_{2}\right)$ is irreducible over $Q$. Therefore $I$ is a maximal ideal. By [41], Proposition 38.4(b), the ring $F\left[x_{1}, x_{2}\right]$ must not have ideals which lie strictly between $I$ and $I^{2}$. However, $\left(g_{1}\left(x_{1}\right), h^{2}\left(x_{1}, x_{2}\right), g_{1}\left(x_{1}\right) h\left(x_{1}, x_{2}\right)\right)$ strictly contains $I^{2}$ and is contained in $I$. This contradiction shows that at most one of the polynomials $f_{1}, \ldots, f_{n}$ can be squarefree.

Theorem 11 immediately gives the main result of [42].

Corollary 13 ([42]) Let $F$ be a field, $m \leq n, a_{1}, \ldots, a_{m}$ nonnegative integers, $b_{1}, \ldots, b_{m}$ positive integers, and let

$$
R=F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{m}^{a_{m}}\left(1-x_{m}^{b_{m}}\right)\right)
$$

If char $F=0$, then the radical of $R$ is a principal ideal if and only if at most one of the $a_{1}, \ldots, a_{m}$ is greater than 1.

If char $F=p>0$, then $R$ is a PIR if and only if one of the following conditions is satisfied:
(1) $a_{1}, \ldots, a_{m} \leq 1$ and $p$ divides at most one number among $b_{1}, \ldots, b_{m}$;
(2) exactly one of $a_{1}, \ldots, a_{m}$, say $a_{1}$, is greater than 1 and $p$ does not divide each of $b_{2}, \ldots, b_{m}$.

Proof of Corollary 13. Consider the polynomial $f=x^{a}\left(1-x^{b}\right)$. By [3], Lemma 2.85, a polynomial is squarefree if and only if it is coprime with its derivative. If char $F=0$, then we see that $f$ is squarefree if and only if $a=1$. If however char $F=p>0$, then $f$ is squarefree if and only if $a=1$ and $p$ does not divide $b$. Thus Theorem 11 completes the proof.

A second corollary to Theorem 11, Corollary 14, shows that the generalized Reed-Muller codes which contain only one generator polynomial are defined using polynomials $x_{i}^{p^{c_{i}}}-1$ with $c_{i}>1$ for at most one $i, i=1 \ldots, n$.

Corollary 14 Let $A=F_{q}\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{q_{1}}-1, \ldots, x_{n}^{q_{n}}-1\right)$, where $F_{q}$ is a finite field, $p=\operatorname{char} F_{q}, q_{i}=p^{c_{i}}$ and $c_{i} \geq 1$ for $i=1, \ldots, n$. Let $C_{h}=(\mathcal{N}(R))^{h}$ be a generalized Reed-Muller code, where $1 \leq h<N$, and $N$ is the nilpotent index of $A$. Then $C_{h}$ has only one generator polynomial if and only if $n=1$ or $c_{i}>1$ for at most one $i$.

Proof. For $i=1, \ldots, n$, the polynomial $x_{i}^{q_{i}}-1=\left(x^{p}-1\right)^{c_{i}} \in F_{q}[x]$ is squarefree if and only if $c_{i}=1$.

Let $m=p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}$ be a positive integer, where $p_{1}<\cdots<p_{k}$ are primes. Suppose that we want to describe all finite rings

$$
R=\mathbb{Z}_{m}\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

which have radicals that are principal ideals. Since $\mathbb{Z}_{m}$ is isomorphic to the direct product $\prod_{i=1}^{k} \mathbb{Z} / p_{i}^{a_{i}} \mathbb{Z}$, and the radical of a finite direct product is a principal ideal if and only if the radicals of all direct components are principal, it easily follows that we need only to consider the case where $m=p^{a}$ for a prime $p$.

Let $m=p^{a}$. Any element of $\mathbb{Z}_{m}$ is uniquely represented by an element of the integer interval $[0, m-1]=\{0,1, \ldots, m-1\} \subseteq \mathbb{Z}$. Denote by $\mathcal{B}[x]$ the set of all polynomials $f \in \mathbb{Z}_{m}[x]$ such that all coefficients of $f$ are represented by elements of $\mathcal{B}=[0, p-1]$. Let $f \longmapsto \bar{f}$ denote the natural homomorphism of $\mathbb{Z}_{m}[x]$ onto $\mathbb{Z}_{p}[x]$ (i.e., reduction of coefficients modulo $p$ ).

For any polynomial $g \in \mathbb{Z}_{p}[x]$ there exists a unique polynomial $g^{\prime} \in \mathcal{B}[x]$ such that $\overline{g^{\prime}}=g$. Hence, for any polynomial $f \in \mathbb{Z}_{m}[x]$ there exists a unique polynomial $f^{\prime} \in \mathcal{B}[x]$ such that $\overline{f^{\prime}}=\bar{f}$. Evidently, $\bar{f}=\bar{g}$ if and only if $f^{\prime}=g^{\prime}$.

Similarly, if $a>1$, then there exists a unique polynomial $f^{\prime \prime} \in \mathcal{B}[x]$ such that $f-f^{\prime}-p f^{\prime \prime} \in p^{2} \mathbb{Z}_{m}$. For $a=1$, we put $f^{\prime \prime}=0$.

Using this terminology, for any $f \in \mathbb{Z}_{m}[x]$, we define unique polynomials $d=d_{f}, u=u_{f} \in \mathcal{B}[x]$ and $\hat{f} \in \mathbb{Z}_{p}[x]$ by the following conditions, $d=d^{\prime}, u=$ $u^{\prime}, \bar{d}=\operatorname{sp}(\bar{f}), \bar{f}=\bar{d} \bar{u}$ and $\hat{f}=\overline{f^{\prime \prime}-(u d)^{\prime \prime}}$. It follows that $f^{\prime}-u d \in p \mathbb{Z}_{m}[x]$. Since $f^{\prime} \in \mathcal{B}[x]$ then $\left(f^{\prime}\right)^{\prime \prime}=0$ for any $f$ and we also get $\widehat{f}=\overline{f^{\prime \prime}+\left(f^{\prime}-u d\right)^{\prime \prime}}$.

A polynomial $f \in \mathbb{Z}_{p^{a}}[x]$ is regular if it is not a zero divisor. It follows from [71], Theorem 13.2, that $p$ divides $f$ if and only if $f$ is a zero divisor. Therefore if $f$ is a zero divisor then $f=p^{r} e$ for some integer $1 \leq r \leq a-1$ and monic polynomial $e(x) \in R[x]$. By [71], Theorem 13.6, if $f(x)$ is regular then there exists a unit $u \in R$ and monic polynomial $e(x) \in R[x]$ such that $f=u e$.

Let $R$ be defined as in Theorem 15, with the $f_{i}\left(x_{i}\right)$ being univariate polynomials. It follows from [71], Theorem 13.2 (c), that $R$ is finite if and only if all the $f_{i}\left(x_{i}\right)$ are regular. Theorem 15 and Corollary 16 are true when the $f_{i}\left(x_{i}\right)$ are regular polynomials but for simplicity we assume they are monic.

Theorem 15 Let $m=p^{a}$, where $p$ is a prime and $a$ is a positive integer. The radical $\mathcal{N}(R)$ of the ring

$$
R=\mathbb{Z}_{m}\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

where $f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)$ are monic, is a principal ideal if and only if the following conditions are satisfied:
(i) the number of polynomials $f_{1}, \ldots, f_{n}$ which are not squarefree modulo $p$ does not exceed one;
(ii) if $a>1$ and $f=f_{i}$ is not squarefree modulo $p$, then $\hat{f}$ is coprime with $\overline{u_{f}}$.

Proof of Theorem 15. If $a=1$, then $\mathbb{Z} / p^{a} \mathbb{Z}$ is a field, and the assertion follows from Theorem 11. Further, we assume that $a \geq 2$.

The radical $\mathcal{N}(R)$ contains the ideal $p R$, because $(p R)^{a}=0$. If all polynomials $\bar{f}_{1}\left(x_{1}\right), \ldots, \bar{f}_{n}\left(x_{n}\right)$ are squarefree over $\mathbb{Z}_{p}$, then

$$
R / p R \cong \mathscr{Z}_{p}\left[x_{1}, \ldots, x_{n}\right] /\left(\bar{f}_{1}\left(x_{1}\right), \ldots, \bar{f}_{n}\left(x_{n}\right)\right)
$$

is semisimple by Lemma 12 , and so $\mathcal{N}(R)=p R$ is a principal ideal.
Suppose that exactly one polynomial, say $f=f_{1}$, is not squarefree. Let $u, d$ be polynomials in $\mathbb{Z}_{m}[x]$ as defined above then it follows from Lemma 12 that

$$
\mathcal{N}(R)=\left(d_{f}, p\right)=\left\{\mathcal{N}\left(\mathbb{Z}_{m}\left[x_{1}\right] /\left(f_{1}\right)\right)\right\}\left[x_{2}, \ldots, x_{n}\right] /\left(f_{2}, \ldots, f_{n}\right)
$$

Therefore $\mathcal{N}(R)$ is a principal ideal if and only if $\mathcal{N}\left(\mathbb{Z}_{m}\left[x_{1}\right] /\left(f_{1}\right)\right)$ is principal. So we may assume that $n=1, x=x_{1}$, and $R=\mathbb{Z}_{m}[x] /(f(x))$.

Suppose that $\hat{f}$ is coprime with $\overline{u_{f}}=\bar{u}$. Denote by $h$ a polynomial in $\mathbb{Z}_{m}[x]$ such that $h=h^{\prime}$ and $\bar{h}$ is the product of all irreducible divisors of $\bar{f}$ which do not divide $\widehat{f}$. Put $g=d+p h \in \mathbb{Z}_{m}[x]$. We claim that the radical $\mathcal{N}(R)$ is equal to the ideal $I$ generated in $R$ by $g$.

It follows from Lemma 12 that $\mathcal{N}(R)=(p, d)$. hence $g \in \mathcal{N}(R)$ so $I \subseteq \mathcal{N}(R)$. Therefore it remains to show that $p, d \in(g)=I$.

The choice of $h$ ensures that $\widehat{f}-\overline{h u}$ is not divisible by any irreducible factor of $\bar{f}$ which does not divide $\widehat{f}$. If we look at an irreducible factor of $\bar{f}$ which divides $\hat{f}$, then it does not divide $\bar{h}$, and so it does not divide $\overline{h u}$, because $\bar{u}$ is coprime with $\widehat{f}$. Thus $\widehat{f}-\overline{h u}$ and $\bar{d}$ are coprime.

Hence there exist $A, B \in \mathbb{Z}_{m}[x]$ such that $A=A^{\prime}, B=B^{\prime}$ and $\overline{1}=$ $\bar{A}(\widehat{f}-\overline{h u})+\overline{B d}$. Notice that $f^{\prime}-u d=p\left[\left(f^{\prime}-u d\right)^{\prime \prime}\right]+p^{2} w$ for some $w \in \mathbb{Z}_{m}[x]$, because $\left(f^{\prime}-u d\right)^{\prime}=0$. There exists a unique polynomial $f^{*}=\left(f^{*}\right)^{\prime} \in \mathbb{Z}_{m}[x]$ satisfying $\overline{f^{*}}=\widehat{f}$. Since $p^{a}$ is the characteristic of $\mathbb{Z}_{m}$ then $p^{a} w=0$ for all $w \in \mathbb{Z}_{m}[x]$. We can lift the equation from $\mathbb{Z}_{m}[x] / p \mathbb{Z}_{m}[x] \cong \mathbb{Z}_{p}[x]$ to $\mathbb{Z}_{m}[x]$ and multiply by $p^{a-1}$ to get the following.

$$
\begin{aligned}
p^{a-1} & =p^{a-1}\left[A\left(f^{*}-h u\right)+B d\right] \\
& =p^{a-1}\left[A\left\{f^{\prime \prime}+\left(f^{\prime}-u d\right)^{\prime \prime}-h u\right\}+B d\right] \\
& =p^{a-2}\left[A\left\{p f^{\prime \prime}+\left(f^{\prime}-u d\right)-p h u\right\}+p B d\right] \\
& =p^{a-2}\left[A\left(f^{\prime}+p f^{\prime \prime}\right)-A u(d+p h)+p B d\right] \\
& =p^{a-2}[A f-(A u-p B) g] .
\end{aligned}
$$

Therefore $p^{a-1} \in(g, f) \subset \mathbb{Z}_{m}[x]$, and so $p^{a-1} \in I$.
Since $p^{a-1}$ belongs to both $I$ and $\mathcal{N}\left(\mathbb{Z}_{p^{a}}\right)$, we can factor out the ideal generated by $p^{a-1}$ in $R$ and consider the ideal $I / p^{a-1} I$ in $R / p^{a-1} R$. Also clearly $\mathbb{Z}_{p^{a}} / p^{a-1} \mathbb{Z}_{p^{a}} \cong \mathbb{Z}_{p^{a-1}}$. We identify $f, g \in \mathbb{Z}_{p^{a}}[x]$ with their images in $f, g \in \mathbb{Z}_{p^{a-1}}[x]$. We can now lift the equation from $\mathbb{Z}_{p}[x]$ to $\mathbb{Z}_{p^{a-1}}[x]$
and multiply by $p^{a-2}$ and repeat the argument above with $p^{a-1} w=0$ for all $w \in \mathbb{Z}_{p^{a-1}}[x]$ to get $p^{a-2} \in(g, f) \subset \mathbb{Z}_{p^{a-1}}[x]$. Identifying $p^{a-2} \in \mathbb{Z}_{p^{a}}[x]$ with its image $p^{a-2} \in \mathbb{Z}_{p^{a-1}}[x]$ then $p^{a-2} \in I / p^{a-1} I$ so $p^{a-2} \in I$. Repeating this argument $a-3$ times we get $p \in I$.

Next we prove that $d \in I$. Since $g, p \in I$ then $d=g-p h \in I$. Thus $I=\mathcal{N}(R)$. This means that $\mathcal{N}(R)$ is a principal ideal.

Conversely, suppose that the radical is a principal ideal generated by some polynomial $g \in \mathbb{Z}_{m}[x]$.

Since $(\bar{g})=(\bar{d})=\mathcal{N}\left(\mathbb{Z}_{p}[x] /(\bar{f})\right)$, we get $\bar{g}=\bar{t} \bar{d}+\bar{e} \bar{f}$ for some $t=$ $t^{\prime} \in \mathbb{Z}_{m}$ and $e(x) \in \mathbb{Z}_{m}[x]$. There exists an integer $s=s^{\prime} \in \mathbb{Z}_{m}$ such that $t s \equiv 1(\bmod p)$. Since $\overline{s(g-e f)}=\overline{s t d}=\bar{d}$ and $(\bar{g})=(\bar{d})$ then $g$ generates the same ideal as $s(g-e f)$ in $R=\mathbb{Z}_{m}[x] /(f)$, so we can replace $g$ by $s(g-e f)$. To simplify the notation we assume that $\bar{g}=\bar{d}$, and so $g^{\prime}=d$.

Given that $p \in \mathcal{N}(R)$, we get $p=A f+B g$ for some $A, B \in \mathbb{Z}_{m}[x]$. Since $(A f+B g)^{\prime}=\left(A^{\prime} f^{\prime}+B^{\prime} g^{\prime}\right)^{\prime}=0$, it follows that $\overline{A^{\prime} f^{\prime}}+\overline{B^{\prime} g^{\prime}}=0$. Therefore $\overline{B^{\prime}}=-\overline{A^{\prime}} \bar{u}$ whence $B^{\prime}=-A^{\prime} u+p z$ for some $z=z^{\prime} \in \mathbb{Z}_{m}[x]$.

Further, $p=\left(A^{\prime}+p A^{\prime \prime}\right)\left(f^{\prime}+p f^{\prime \prime}\right)+\left(B^{\prime}+p B^{\prime \prime}\right)\left(g^{\prime}+p g^{\prime \prime}\right)+p^{2} w$, for some $w \in \mathbb{Z}_{m}[x]$. Notice that $f^{\prime}=\left(u g^{\prime}\right)^{\prime}$ because $\overline{f^{\prime}}=\bar{f}=\overline{u g^{\prime}}$. Since $u=u^{\prime}$ and $g=g^{\prime}$ then $u g^{\prime}=\left(u g^{\prime}\right)^{\prime}+p\left(u g^{\prime}\right)^{\prime \prime}=f^{\prime}+p\left(u g^{\prime}\right)^{\prime \prime}$. It follows that $f^{\prime}-u g^{\prime}=-p\left(u g^{\prime}\right)^{\prime \prime}$. Therefore we get

$$
\begin{aligned}
p^{a-1} & =p^{a-2}\left[\left(A^{\prime}+p A^{\prime \prime}\right)\left(f^{\prime}+p f^{\prime \prime}\right)+\left(-A^{\prime} u+p z+p B^{\prime \prime}\right)\left(g^{\prime}+p g^{\prime \prime}\right)\right] \\
& =p^{a-2}\left[A^{\prime}\left(f^{\prime}-u g^{\prime}+p f^{\prime \prime}\right)-A^{\prime} u p g^{\prime \prime}+p A^{\prime \prime} f^{\prime}+p g^{\prime}\left(z+B^{\prime \prime}\right)\right] \\
& =p^{a-1}\left[A^{\prime}\left(-\left(u g^{\prime}\right)^{\prime \prime}+f^{\prime \prime}\right)-u A^{\prime} g^{\prime \prime}+A^{\prime \prime}\left(u g^{\prime}\right)^{\prime}+g^{\prime}\left(z+B^{\prime \prime}\right)\right],
\end{aligned}
$$

Given that $p^{a}=0$, then $p^{a-1} v=p^{a-1} w$ if and only if $\bar{v}=\bar{w}$ where $v, w \in$ $\mathbb{Z}_{m}[x]$. Hence

$$
\begin{aligned}
\overline{1} & =\overline{A^{\prime}}\left(\overline{-\left(u g^{\prime}\right)^{\prime \prime}+f^{\prime \prime}}\right)-\bar{u}\left(\overline{A^{\prime} g^{\prime \prime}}\right)+\overline{A^{\prime \prime}}\left(\overline{\left(u g^{\prime}\right)^{\prime}}\right)+\overline{g^{\prime}}\left(\overline{z+B^{\prime \prime}}\right) \\
& =\overline{A^{\prime}} \hat{f}-\bar{u}\left(\overline{A^{\prime} g^{\prime \prime}}\right)+\overline{A^{\prime \prime}} \bar{u} \bar{g}^{\prime}+\overline{g^{\prime}}\left(\overline{z+B^{\prime \prime}}\right) .
\end{aligned}
$$

Since all irreducible factors of $\bar{u}$ divide $\overline{g^{\prime}}=\bar{d}$, they also divide the polynomial $-\bar{u}\left(\overline{A^{\prime} g^{\prime \prime}}\right)+\overline{A^{\prime \prime}} \bar{u} \overline{g^{\prime}}+\overline{g^{\prime}}\left(\overline{z+B^{\prime \prime}}\right)$, and we see that $\bar{u}$ must be coprime with $\widehat{f}$. This completes the proof.

When $n=1$ Theorem 15 becomes Corollary 16 .

Corollary 16 Let $f(x) \in \mathbb{Z}_{m}[x]$ be a monic polynomial which is not squarefree modulo $p$, where $m=p^{a}, p$ is prime and $a \geq 2$ is a positive integer. Define $R=\mathbb{Z}_{m}[x] /(f(x))$ then $R$ is a PIR if and only if $\bar{u}_{f}$ is coprime with $\widehat{f}$.

The proof of Theorem 15 shows that if $R=\mathbb{Z}_{m}[x] /(f(x))$ is a PIR then $\mathcal{N}(R)$ is generated by $g=d+p h \in \mathbb{Z}_{m}[x]$ where $h$ satisfies $h=h^{\prime}$ and $\bar{h}$ is the product of all irreducible divisors of $\bar{f}$ not dividing $\widehat{f}$.

Example 17 Define $R=\mathbb{Z}_{27}[x] /(f(x))$ where $f(x)=x^{7}+4 x^{6}+18 x^{5}+11 x^{4}+$ $9 x^{3}+6 x^{2}+7 x+8 \in \mathbb{Z}_{27}[x]$. The $\operatorname{set} \mathcal{B}=[0,1,2]$ defines the set of polynomials $\mathcal{B}[x]$. The notation $f^{\prime}, f^{\prime \prime}$ may be continued to define $f^{\prime \prime \prime}, f^{\prime \prime \prime \prime}$ etc. but only the polynomials $f^{\prime}$ and $f^{\prime \prime}$ actually need to be calculated. So $f=f^{\prime}+3 f^{\prime \prime}+3^{2} f^{\prime \prime \prime}$ where $f^{\prime}=x^{7}+x^{6}+2 x^{4}+x+2, f^{\prime \prime}=19 x^{6}+24 x^{5}+21 x^{4}+21 x^{3}+20 x^{2}+26 x+5$, $f^{\prime \prime \prime}=x+2 \in \mathbb{Z}_{27}[x]$. Since $\bar{f}(x)=x^{7}+x^{6}+2 x^{4}+x+2=(x+1)^{3}\left(x^{2}+x+2\right)\left(x^{2}+\right.$ 1) $\in \mathbb{Z}_{3}[x]$, where $(x+1),\left(x^{2}+x+2\right)$ and $\left(x^{2}+1\right)$ are irreducible over $\mathbb{Z}_{3}$, then $\bar{d}(x)=\operatorname{sp}(\bar{f})=(x+1)\left(x^{2}+x+2\right)\left(x^{2}+1\right)=x^{5}+2 x^{4}+x^{3}+x^{2}+2 \in \mathbb{Z}_{3}[x]$ and since $\bar{f}=\bar{d} \bar{u}$ then $\bar{u}(x)=(x+1)^{2}=x^{2}+2 x+1 \in \mathbb{Z}_{3}[x]$. Since $d=d^{\prime}, u=u^{\prime} \in \mathcal{B}[x] \subset \mathbb{Z}_{27}[x]$ are the same polynomials as $\bar{d}, \bar{u} \in \mathbb{Z}_{3}[x]$ then $d=x^{5}+2 x^{4}+x^{3}+x^{2}+2, u=x^{2}+2 x+1$ and $u d=x^{7}+4 x^{6}+6 x^{5}+5 x^{4}+3 x^{3}+3 x^{2}+4 x+2 \in \mathbb{Z}_{27}[x]$. So $f^{\prime}-u d=3\left(8 x^{6}+7 x^{5}+8 x^{4}+8 x^{3}+8 x^{2}+8 x\right)=3\left(f^{\prime}-u d\right)^{\prime \prime}$ and

$$
\begin{aligned}
\hat{f} & =\overline{\left(f^{\prime}-u d\right)^{\prime \prime}+f^{\prime \prime}} \\
& =\overline{\left(8 x^{6}+7 x^{5}+8 x^{4}+8 x^{3}+8 x^{2}+8 x\right)} \\
& =\overline{+\left(19 x^{6}+24 x^{5}+21 x^{4}+21 x^{3}+20 x^{2}+26 x+5\right)} \\
& =\left(x+2 x^{5}+2 x^{4}+2 x^{3}+x^{2}+7 x+5=x^{2}+2 x^{4}+2 x^{3}+x^{2}+x+2\right. \\
& \mathbb{Z}_{3}[x] .
\end{aligned}
$$

The ideal $\mathcal{N}(R)$ is principal since $\operatorname{gcd}(\hat{f}, \bar{u})=1$. As $\left(x^{2}+1\right) \mid \hat{f}$ then $\bar{d}=$ $\bar{h}\left(x^{2}+1\right), \bar{h}=(x+1)\left(x^{2}+x+2\right)=x^{3}+2 x^{2}+2 \in \mathbb{Z}_{3}[x]$ and $h=h^{\prime}=$ $x^{3}+2 x^{2}+2 \in \mathbb{Z}_{27}[x] . \mathcal{N}(R)$ is generated by $g=d+3 h=\left(x^{5}+2 x^{4}+x^{3}+\right.$ $\left.x^{2}+2\right)+3\left(x^{3}+2 x^{2}+2\right)=x^{5}+2 x^{4}+4 x^{3}+7 x^{2}+8$. Calculations for this example were done using the software [69].

### 2.2 Hamming weights of polynomial codes

Let $F$ be a field, $a_{1}, \ldots, a_{n}$ nonnegative integers, $b_{1}, \ldots, b_{n}$ positive integers, and let

$$
R=F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)
$$

Formulas are given here for the minimum Hamming weight of the radical and its powers in the algebra $R$. Ideals of the form $\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)$ are called periodic ideals, see [65], Definition 6.16, p.2817. Denote by $I$ the radical $\mathcal{N}(R)$ of $R$. Lemma 12 tells us that $I$ is generated by the squarefree parts of the polynomials $x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right)$. The Hamming distance or minimum Hamming weight $w_{H}(I)$ of $I$ in the basis $B=\left\{x_{1}^{e_{1}} \cdots x_{n}^{e_{n}} \mid 0 \leq e_{i}<a_{i}+b_{i}\right.$ for $\left.1 \leq i \leq n\right\}$ is the minimum number of nonzero coordinates in $B$ of nonzero vectors in $I$. It is an important characteristic, and in particular determines the number of errors the code $I$ can detect or correct (see [68]). Clearly, $w_{H}(\{0\})=0$. Formulas are given for the Hamming weight of powers of $I$ with respect to the basis $B$.

Let $w(r)$ be the Hamming weight of $r \in R$ and let $w(J)$ be the minimum Hamming weight of an ideal $J \subset R$ with respect to $B$. For positive integers $b_{1}, \ldots, b_{n}$ write $b_{i}=p^{c_{i}} d_{i}$ where $p$ does not divide $d_{i}$ and $i=1, \ldots, n$. We may assume that $c=c_{1} \geq c_{2} \geq \ldots \geq c_{n} \geq 0$. Denote by $z \geq 0$ the number of elements $c_{1}, \ldots, c_{n}$ which are equal to 0 or, in other words, the number of elements $b_{1}, \ldots, b_{n}$ not divisible by $p$. Let $[1, n]=\{1,2, \ldots, n\}$. Denote by $L$ the set of all $i$ such that $a_{i}>p^{c_{i}}$. Let $S=[1, n] \backslash L$. For any $T \subseteq[1, n]$, put $a_{T}=\sum_{i \in T} a_{i}-|T|$.

Theorem 18 Let $F$ be a field, $a_{1}, \ldots, a_{n}$ nonnegative integers, $b_{1}, \ldots, b_{n}$ positive integers, and with $I=\mathcal{N}(R)$, let

$$
R=F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right) .
$$

If char $F=0$, then

$$
w\left(I^{h}\right)= \begin{cases}2^{\ell} & \text { if } a_{1}+\cdots+a_{\ell-1}-\ell+1<h \leq a_{1}+\cdots+a_{\ell}-\ell \\ 0 & \text { if } a_{1}+\cdots+a_{k}-k \leq h\end{cases}
$$

If char $F=p>0$, then

$$
w\left(I^{h}\right)= \begin{cases}2 & \text { if } h<a_{1}+\cdots+a_{n-z} \\ \min _{T \subseteq\lfloor 1, n-z \mid}\left\{2^{|L|+|T|} w\left(h-a_{L}-a_{T} ; S \backslash T\right)\right\} & \text { otherwise }\end{cases}
$$

Proof. Suppose that $F$ has zero characteristic. We may assume that $a_{1} \geq \ldots \geq a_{k}>1$ and $a_{k+1}, \ldots, a_{n} \leq 1$. Then the radical $I$ is generated by all polynomials $x_{i}\left(1-x_{i}^{b_{i}}\right)$, for $i=1, \ldots, k$. It follows that $I$ is also generated
by all polynomials $g_{i}=x_{i}\left(1-x_{i}^{b_{i}+a_{i}\left(b_{i}-1\right)}\right)$, for $i=1, \ldots, k$. Since $g_{i}^{a_{i}}=0$ and $g_{i}^{j}=x_{i}^{j}\left(1-x_{i}^{b_{i}+a_{i}\left(b_{i}-1\right)}\right)$ modulo $x_{i}^{a_{i}}\left(1-x_{i}^{b_{i}}\right)$, we see that the linear span of all powers $g_{i}^{j}$ has Hamming weight 2, for $j=1, \ldots, a_{i}-1$. Therefore, the theorem in Section 2 of [90] gives us the following formula for the Hamming weight $w\left(I^{h}\right)$ of $I^{h}$ :

$$
w\left(I^{h}\right)= \begin{cases}2^{\ell} & \text { if } a_{1}+\cdots+a_{\ell-1}-\ell+1<h \leq a_{1}+\cdots+a_{\ell}-\ell \\ 0 & \text { if } a_{1}+\cdots+a_{k}-k \leq h\end{cases}
$$

Let $F$ be a field of characteristic $p>0$. First, we consider the case where $a_{1}=\cdots=a_{n}=0$. By the definitions of $z$ and the $d_{i}$, the radical $I$ is generated by all elements $f_{i}=1-x^{d_{i}}$, for $i=1, \ldots, n-z$.

Following Berman [5], for $a \geq 0$, denote by $\ell_{a}$ the number of exponents $c_{i}$ such that $c_{i}>a$. In particular, $\ell_{0}=n-z$ and $\ell_{c}=0$. Put $m_{a}=\ell_{a}(p-1) p^{a}$.

The nilpotency index of $I$ is $N=p^{m_{0}+m_{1}+\cdots+m_{c}}$. Suppose that $h<N$. Then there exists $b$ such that $\sum_{a=b+1}^{c} m_{a} \leq h<\sum_{a=b}^{c} m_{a}$. We can find $t$ such that $h=\sum_{a=b+1}^{c} m_{a}+t(p-1) p^{b}+s$ and $t(p-1) p^{b} \leq h-\sum_{a=b+1}^{c} m_{a}<$ $(t+1)(p-1) p^{b}$. Then $w\left(I^{h}\right)$ is equal to the following number (see [5], [24] or [90])

$$
w\left(h ; c_{1}, \ldots, c_{n}\right)= \begin{cases}0 & \text { if } h \geq p^{m_{0}+m_{1}+\cdots+m_{c}} \\ p^{\ell_{b+1}+\ell_{b+2}+\cdots+\ell_{c}+t}\left(1+\left\lceil s p^{-b}\right\rceil\right) & \text { otherwise }\end{cases}
$$

where $\lceil x\rceil$ is the smallest integer $\geq x$.
Next, consider the case where $n=1$. Put $a=a_{1}, b=b_{1}, c=c_{1}, d=d_{1}$. Then $R=F[x] /\left(x^{a}\left(1-x^{b}\right)\right)$ and $b=p^{c} d$. It is routine to verify that the radical of $R$ is generated by $g=x\left(1-x^{b+a(b-1)}\right)$ and $f=x^{a}\left(1-x^{d}\right)$. Since $x^{a-1} g=0$, the linear span $V$ of $g, x g, \ldots, x^{a-2} g$ annihilates $f$. Hence $I=V+(f)$. For any $v \in V$ and $y \in(f)$ it is clear that $w(v+y) \leq w(y)$. Exactly as in the case of characteristic zero, $w(V)=w\left(V^{2}\right)=\cdots=w(V)^{a-1}=2$. For $h \geq a$, we get $I^{h}=(f)^{h}$. Thus we have the following formula

$$
w\left(I^{h}\right)= \begin{cases}2 & \text { if } h<a \\ w(h ; c) & \text { otherwise }\end{cases}
$$

In the general case, the algebra $R$ is a tensor product of algebras

$$
R_{i}=F\left[x_{i}\right] /\left(x^{a_{i}}\left(1-x^{b_{i}}\right)\right),
$$

where $i=1, \ldots, n$. The radical of $R$ is generated by all $g_{i}=x_{i}\left(1-x_{i}^{b_{i}+a_{i}\left(b_{i}-1\right)}\right)$ and $f_{i}=x_{i}^{a}\left(1-x^{d_{i}}\right)$. As we have seen, the weight of the radical $I_{i}$ of every $R_{i}$ is equal to the weight of an element of the form $g_{i}^{k}$ or $f_{i}^{k}$. It follows from the theorem in Section 2 of [90] that the weight of $I^{h}$ is equal to the weight of some element of the form $q_{1}^{k_{1}}\left(x_{1}\right) \cdots q_{n}^{k_{n}}\left(x_{n}\right)$, where $q_{i} \in\left\{f_{i}, g_{i}\right\}$ and $k_{1}+\cdots+k_{n} \geq n$. Therefore,

$$
w\left(I^{h}\right)=\min \left\{\prod w\left(I_{i}^{k_{i}}\right) \mid k_{1}+\cdots+k_{n} \geq n ; \text { all } k_{i} \geq 0\right\}
$$

Combining the formula above with the formulas for the weights of $I_{i}^{h}$, we get the following

$$
w\left(I^{h}\right)= \begin{cases}2 & \text { if } h<a_{1}+\cdots+a_{n-z} \\ \min _{T \subseteq[1, n-z]}\left\{2^{|L|+|T|} w\left(h-a_{L}-a_{T} ; S \backslash T\right)\right\} & \text { otherwise }\end{cases}
$$

A special case of Theorem 18 is given in [5] as Theorem 1.2.
We conclude this chapter with a discussion of some semigroup algebras and error-correcting codes. Let $a \geq 0$ and $b \geq 1$ be integers. Define $C_{b}$ as the cyclic group of order $b$. Let $S_{a, b}$ be the finite cyclic semigroup such that each $s \in S$ satisfies $s^{a+b}=s^{a}$. A finite Abelian group $G$ is a direct product of cyclic groups, and similarly a finite commutative semigroup $S$ is a union of groups and finite cyclic semigroups. We now consider tensor products of semigroup algebras over finite cyclic semigroups. The ring $F[x] /\left(1-x^{b}\right)$ is a group algebra $F C_{b}$. Similarly the ring $F[x] /\left(x^{a}\left(1-x^{b}\right)\right)$ is a semigroup algebra $F S_{a, b}$. Lemma 19 is proved in the special case when $S$ is a finite group $S=\prod_{i=1}^{2} C_{b_{i}}$, as the example on p. 165 of [80]. This proof can be modified to prove Lemma 19.

Lemma 19 The ring $\otimes_{i=1}^{n} F S_{a_{i}, b_{i}}$ is isomorphic to the semigroup algebra $F S$ where $S=\prod_{i=1}^{n} S_{a_{i}, b_{i}}$.

Define the group $G=\prod_{i=1}^{n} C_{b_{i}}$ and semigroup $S=\prod_{i=1}^{n} S_{a_{i}, b_{i}}$. By Lemma 19,

$$
\begin{gathered}
F\left[x_{1}, \ldots, x_{n}\right] /\left(1-x_{1}^{b_{1}}, \ldots, 1-x_{n}^{b_{n}}\right) \cong \otimes_{i=1}^{n} F[x] /\left(1-x^{b_{i}}\right) \cong F G, \\
F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right) \cong \otimes_{i=1}^{n} F[x] /\left(x^{a_{i}}\left(1-x^{b_{i}}\right) \cong F S\right.
\end{gathered}
$$

These identities provide the motivation for the following definitions of codes. Let $F_{q}$ be the finite field with $\operatorname{char}\left(F_{q}\right)=p \geq 2$. A cyclic code of length $b$ is an ideal of the group algebra $F_{q}[x] /\left(x^{b}-1\right) \cong F_{q} C_{b}$ where $(b, p)=1$. An Abelian group code is an ideal in an Abelian group algebra, see [6] p.227. Analogously we can define a semicyclic code as an ideal of the semigroup algebra $F_{q}[x] /\left(x^{a}\left(1-x^{b}\right)\right) \cong F_{q} S_{a, b}$, where $(b, p)=1$. More generally, we can define a multivariate semicyclic code as any ideal of the semigroup algebra $R=$ $F_{q}\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)=F_{q} S$, where $S=\prod_{i=1}^{n} S_{a_{i}, b_{i}}$ and $n \geq 2$. We can also define a commutative semigroup code as an ideal in a commutative semigroup algebra.

Let $R=F_{q}\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right)$ have nilpotent index $N$. Consider the codes $C_{h}=\mathcal{N}(R)^{h}$ for $1 \leq h \leq N-1$, the distinct powers of the radical $\mathcal{N}(R)$. The minimum Hamming distance $d=d\left(C_{h}\right)=$ $w\left(\mathcal{N}(R)^{h}\right)$ is given in Theorem 18 with $\operatorname{char}\left(F_{q}\right)=p \geq 2$. By Theorem 11 and Corollary 13, the code $C_{h}$ is a principal ideal if and only if $R$ is a PIR if and only if at most one of the polynomials $f\left(x_{i}\right)=x_{i}^{a_{i}}\left(1-x_{i}^{b_{i}}\right)$, for $1 \leq$ $i \leq n$, is not squarefree. Let $\operatorname{sp}(f)$ denote the squarefree part of a polynomial $f(x) \in F_{q}[x]$. Consider the case when $R$ is a PIR and $f_{1}\left(x_{1}\right)$ is a nonsquarefree polynomial, hence $f_{2}, \ldots, f_{n}$ are squarefree. By Lemma $12, \mathcal{N}(R)$ is equal to the ideal generated by the squarefree parts of all polynomials $f_{1}, \ldots, f_{n}$. By Corollary 40, since $R$ is a PIR then $\mathcal{N}(R)=\left(\operatorname{sp}\left(f_{1}\right)\right)$. Hence the code $C_{h}$ has a single generator polynomial $g=\operatorname{sp}\left(f_{1}\right)^{h}$.

## Chapter 3

## Finite commutative principal ideal rings with identities

This chapter is devoted to two ring constructions and all rings considered are commutative and have identity elements. Conditions are given for the tensor product $R \otimes_{\mathbb{Z}} S$ to be a finite commutative PIR. Conditions are then given for a quotient ring $Q / I$ to be a finite commutative PIR, where $Q=R\left[x_{1}, \ldots, x_{n}\right]$, $R$ is a PIR and $I$ is an ideal of $Q$ generated by univariate polynomials. Several parts of this chapter appear in [22].

### 3.1 Tensor products of rings

The tensor product over $\mathbb{Z}$ is written as $\otimes$. For any ring $R$ and prime $p$, the $p$-component of $R$ is defined by

$$
R_{p}=\left\{r \in R \mid p^{k} r=0 \text { for some positive integer } k\right\}
$$

Let $R$ be an arbitrary ring, $p$ a prime, and let $f \in R[x]$. Denote by $\bar{f}$ the image of $f$ in $R[x] / p R[x]$. We say that $f$ is squarefree (irreducible) modulo $p$ if $\bar{f}$ is squarefree (respectively, irreducible). A Galois ring $G R\left(p^{m}, r\right)$ is a ring of the form $\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)[x] /(f(x))$, where $p$ is a prime, $m$ an integer, and $f(x) \in \mathbb{Z} / p^{m} \mathbb{Z}[x]$ is a monic polynomial of degree $r$ which is irreducible modulo $p$. If $R=G R\left(p^{m}, r\right)=\left(\mathbb{Z} / p^{m} \mathscr{Z}\right)[y] /(g(y)) \neq 0$ is a Galois ring which is not a field then $m>1$, because $(\mathbb{Z} / p \mathbb{Z})[y] /(g(y))$ is a field, given that $g(y)$ is irreducible modulo $p$.

If the ideals of a ring form a chain, then it is called a chain ring (see [41] p.184). By Lemma 22, every finite local PIR and every field is a chain ring. The radical of a finite ring $R$ is the largest nilpotent ideal $\mathcal{N}(R)$.

Lemma 20 A finite ring is a PIR if and only if its radical is a principal ideal.

Proof. The 'only if' part is trivial. If $R$ is finite, then it is an Artinian ring. Therefore it is a direct product of local rings ([1], Proposition 8.7). If the radical of a local Artinian ring is a principal ideal, then all ideals are principal by Lemma 32 or [1], Proposition 8.8.

The ring $G R\left(p^{n}, r\right)$ is well defined independently of the monic polynomial of degree $r$ (see [71, §16]). Notice that $G R\left(p^{m}, 1\right) \cong \mathbb{Z} / p^{m} \mathbb{Z}$ and $G R(p, r) \cong$ $G F\left(p^{r}\right)$, the finite field of order $p^{r}$. Lemma 21, first proved in [95], shows that a tensor product of Galois rings is a PIR.

Lemma 21 ([71], Theorem 16.8). Let $p$ be a prime, $k_{1}, k_{2}, r_{1}, r_{2}$ positive integers, and let $k=\min \left\{k_{1}, k_{2}\right\}, d=\operatorname{gcd}\left(r_{1}, r_{2}\right), m=\operatorname{lcm}\left(r_{1}, r_{2}\right)$. Then

$$
G R\left(p^{k_{1}}, r_{1}\right) \otimes G R\left(p^{k_{2}}, r_{2}\right) \cong \prod_{1}^{d} G R\left(p^{k}, m\right)
$$

In particular,

$$
G F\left(p^{r_{1}}\right) \otimes G F\left(p^{r_{2}}\right) \cong \prod_{1}^{d} G F\left(p^{m}\right)
$$

Lemma 22 ([71], Theorem 17.5). Let $R$ be a finite commutative ring which is not a field. Then the following conditions are equivalent:
(i) $R$ is a chain ring;
(ii) $R$ is a local PIR;
(iii) there exist a prime $p$ and integers $m, r, n, s, t$ such that

$$
R \cong G R\left(p^{m}, r\right)[x] /\left(g(x), p^{m-1} x^{t}\right),
$$

where $n$ is the index of nilpotency of the radical of $R, t=n-(m-1) s>0$, $g(x)=x^{s}+p h(x), \operatorname{deg}(h)<s$, and the constant term of $h(x)$ is a unit in $G R\left(p^{m}, r\right)$.

Let $R$ be a chain ring as defined in Lemma 22(iii). The characteristic of $R$ is $p^{m}$ and its residue field is $R / \mathcal{N}(R) \cong G F\left(p^{r}\right)$. The polynomial $g(x)$ is called an Eisenstein polynomial. Since $G R\left(p^{m}, r\right) / p G R\left(p^{m}, r\right) \cong G F\left(p^{r}\right)$, we get $R / p R \cong G F\left(p^{r}\right)[x] /\left(x^{s}\right)$. By Lemma $24, R$ is a Galois ring if and only if $s=1$.

Lemma 23 Let $R=G R\left(p^{m}, r\right)[x] /\left(g(x), p^{m-1} x^{t}\right)$ be a chain ring, and let $s \geq 2$. Then the radical of $R$ is generated by $x$.

Proof. Clearly, $p$ is a nilpotent element of $R$. Therefore $(x)$ is a nilpotent ideal, because $g(x)=x^{s}+p h(x)$. Hence $(x) \subseteq \mathcal{N}(R)$. Given that $g(x)=x^{s}+p h(x)$ and the constant term of $h(x)$ is a unit in $G R\left(p^{m}, r\right)$, it follows that $p \in(x)$. Since $R /(x) \cong G F\left(p^{r}\right)$ is a semisimple ring, we get $(x)=\mathcal{N}(R)$.

Lemma 24 ([71], Exercise 16.9). A chain ring of characteristic $p^{m}$ is a Galois ring if and only if its radical is generated by $p$. A PIR of characteristic $p^{m}$ is a direct product of Galois rings if and only if its radical is generated by $p$.

Lemma 25 If $R$ is a Galois ring, and $S$ is a chain ring, then $R \otimes S$ is a PIR.

Proof. Let $\operatorname{char}(R)=p^{m}$, $\operatorname{char}(S)=q^{n}$, for primes $p, q$ and positive integers $m, n$. If $p \neq q$, then $R \otimes S=0$ is a PIR.

Suppose that $p=q$. Let $g$ be the generator of the radical of $S$. Denote by $(g)$ the ideal generated by $g$ in $R \otimes S$. Clearly, $(g)$ is nilpotent, and so $(g) \subseteq \mathcal{N}(R \otimes S)$.

If $R$ is a finite field, let $R=G F\left(p^{v}\right)$. If $R$ is not a finite field, it is noted in the proof of Lemma 23 that $p \in g S$, and so $p \in(g)$. In either case, since $S / g S \cong G F\left(p^{u}\right)$ and $R / p R \cong G F\left(p^{v}\right)$, for some integers $u, v \geq 1$, we get $(R \otimes S) /(g) \cong G F\left(p^{u}\right) \otimes G F\left(p^{v}\right) \cong \prod_{1}^{d} G F\left(p^{w}\right)$ where $w=\operatorname{lcm}\{u, v\}$ and $d=\operatorname{gcd}\{u, v\}$, by Lemma 21. Therefore $(g)=\mathcal{N}(R \otimes S)$. By Lemma 20, $R \otimes S$ is a PIR.

Lemma 26 Let $R$ and $S$ be chain rings which are not Galois rings, and let $\operatorname{char}(R)=p^{m}$, char $(S)=p^{n}$, for a prime $p$ and positive integers $m, n$. Then $R \otimes S$ is not a PIR.

Proof. Suppose to the contrary that $P=R \otimes S$ is a PIR. Then $P / p P$ is a PIR, too. By Lemma $22, R \cong G R\left(p^{u}, q\right)[x] /\left(x^{s}+p h(x), p^{u-1} x^{t}\right)$. Since $G R\left(p^{u}, q\right) / p G R\left(p^{u}, q\right) \cong G F\left(p^{q}\right)$, we get $R / p R \cong G F\left(p^{q}\right)[x] /\left(x^{s}\right)$. If $s=1$, then $R=G R\left(p^{u}, q\right)$ is a Galois ring. Therefore $s \geq 2$. Similarly, $S / p S \cong$ $G F\left(p^{r}\right)[x] /\left(x^{t}\right)$, for some $t \geq 2$. It follows that $H=G F\left(p^{q}\right)[x] /\left(x^{2}\right) \otimes$ $G F\left(p^{r}\right)[y] /\left(y^{2}\right)$ is a homomorphic image of $P / p P$, and so $H$ is a PIR. Further, $H=\left(G F\left(p^{q}\right) \otimes G F\left(p^{r}\right)\right)[x, y] /\left(x^{2}, y^{2}\right)$. By Lemma 21, $G F\left(p^{q}\right) \otimes G F\left(p^{r}\right)$ is a direct product of finite fields. Denote by $F$ one of these fields. Then $F[x, y] /\left(x^{2}, y^{2}\right)$ is a homomorphic image of $H$, and so it is a PIR. However, if we set $I=(x, y)$, then $I$ is a maximal ideal, and $I^{2} \subset\left(x^{2}, x y\right) \subset I$. This is impossible by [41], Proposition 38.4(b). This contradiction completes the proof.

Theorem 27 A tensor product $R \otimes S$ of two finite commutative PIRs is a PIR if and only if, for each prime $p$, at least one of the rings $R_{p}$ or $S_{p}$ is a direct product of Galois rings.

Proof. The 'if' part. Take any prime $p$. Suppose that $R_{p}$ is a direct product of Galois rings, and $S_{p}$ is a PIR. Hence $S_{p}$ is a direct product of chain rings. Since tensor product distributes over direct products, Lemma 25 shows that $R_{p} \otimes S_{p}$ is a PIR. Hence $R \otimes S$ is a PIR, because it is a direct product of a finite number of rings $R_{p} \otimes S_{p}$, for some $p$.

The 'only if' part. Given that $R$ and $S$ are PIRs, obviously $R_{p}$ and $S_{p}$ are PIRs, for every $p$. Consider the decompositions of $R_{p}$ and $S_{p}$ into direct products of chain rings. If both of these decompositions contain chain rings which are not Galois rings, then we get a contradiction to Lemma 26. Thus at least one of the rings $R_{p}$ or $S_{p}$ must be a product of Galois rings.

For rings $R_{p}$ and $S_{p}$, which are $p$ components, it is false that $R_{p} \otimes S_{p} \neq 0$ being a PIR implies that both $R_{p}$ and $S_{p}$ are PIRs. For example let $R_{p}=\mathbb{Z}_{p}$ and $S_{p}=G R\left(p^{m}, r\right)[x] /\left(x^{s}\right)$ then by Lemma 21,

$$
\begin{aligned}
R_{p} \otimes S_{p} & =\mathbb{Z}_{p} \otimes\left(G R\left(p^{m}, r\right)[x] /\left(x^{s}\right)\right) \cong\left(\mathbb{Z}_{p} \otimes G R\left(p^{m}, r\right)\right)[x] /\left(x^{s}\right) \\
& \cong G F\left(p^{r}\right)[x] /\left(x^{s}\right) \cong S / p S
\end{aligned}
$$

By Lemma $22, S_{p}$ cannot be a PIR when $m \geq 2$ and $s \geq 2$, yet $R_{p} \otimes S_{p} \cong$ $G F\left(p^{r}\right)[x] /\left(x^{s}\right)$ is a PIR since $G F\left(p^{r}\right)[x]$ is a PIR for all integers $r, s \geq 1$, see p.13. This provides motivation to prove Lemma 29, which relies on Lemma 28.

Lemma 28 ([71], Theorem 17.1 p.337-338.) Let $R$ be a finite local ring satisfying $\operatorname{char}(R)=p^{m}$ for a prime $p$ and positive integer $m$. If $\mathcal{N}(R)$ has a minimum of $k$ generators then $R \cong G R\left(p^{m}, q\right)\left[x_{1}, \ldots, x_{k}\right] / J$ for some primary ideal $J, G R\left(p^{m}, q\right)$ is the largest Galois extension of $\mathbb{Z} /\left(p^{m}\right)$ in $R$, and $R / \mathcal{N}(R) \cong G F\left(p^{q}\right)$.

Lemma 29 Let $R$ and $S$ be finite local rings satisfying $\operatorname{char}(R)=p^{m}$, $\operatorname{char}(S)=$ $p^{n}$, for a prime $p$ and positive integers $m, n \geq 1$. If $S / p S$ is not a PIR then $R \otimes S$ is not a PIR.

Proof. If $\mathcal{N}(S)$ has a minimum of $k$ generators then by Lemma 28, $S \cong \mathbb{Z} /\left(p^{n}\right)\left[x_{1}, \ldots, x_{k}\right] / J$ for some primary ideal $J$. Since $S$ is not a PIR, $k \geq 2$. Let $R=\mathbb{Z} /\left(p^{m}\right)$ and consider the following sequence of homomorphic images, with $J^{\prime} \cong J / p J . \quad(R \otimes S) / p(R \otimes S) \rightarrow(R / p R) \otimes(S / p S)=$ $\mathbb{Z} /(p) \otimes\left(\mathbb{Z} /(p)\left[x_{1}, \ldots, x_{k}\right] / J^{\prime}\right) \cong \mathbb{Z} /(p)\left[x_{1}, \ldots, x_{k}\right] / J^{\prime}=S / p S$. Since a homomorphic image of a PIR is a PIR and $S / p S$ is not a PIR then $\mathbb{Z} /\left(p^{m}\right) \otimes S$ is not a PIR. Now let $\mathcal{N}(R)$ have a minimum of $l$ generators then by Lemma 28, $R \cong \mathbb{Z} /\left(p^{m}\right)\left[x_{1}, \ldots, x_{l}\right] / I$ for some primary ideal $I$ and $l \geq 1$. Let $R \rightarrow$ $\mathbb{Z} /\left(p^{m}\right)$ be the canonical homomorphism. This induces the homomorphism $R \otimes S \rightarrow \mathbb{Z} /\left(p^{m}\right) \otimes S$. Since $\mathbb{Z} /\left(p^{m}\right) \otimes S$ is not a PIR then $R \otimes S$ is not a PIR.

Lemma 30 Let $R$ and $S$ be finite local rings which are not both PIRs, satisfying $\operatorname{char}(R)=p^{m}$, $\operatorname{char}(S)=q^{n}$, for primes $p, q$ and positive integers $m, n$. If $R \otimes S$ is a PIR then (i) or (ii) is satisfied.
(i) $p \neq q$ or $R=0$ or $S=0$ in which case $R \otimes S=0$;
(ii) $p=q, R \neq 0 \neq S, R$ is a Galois ring and $S / p S$ is a finite chain ring which is not a Galois ring, or $R$ and $S$ may be interchanged.

Proof. Condition (ii). Let $R \otimes S$ and $R$ be PIRs and $S$ be a ring which is not a PIR.

By Lemma 29, $S / p S$ is a PIR. Since char $(S / p S)=p, S / p S$ can only be a Galois ring if it is a finite field $F_{q}$ where $\operatorname{char}\left(F_{q}\right)=p$. Since $S$ is a local ring, $S / p S \cong F_{q}$ implies $(p)=\mathcal{N}(S)$ is a maximal ideal of $S$. By [71], Exercise 16.9, if $S$ is a local ring, then $\mathcal{N}(S)=(p)$ if and only if $S$ is a Galois ring. Since $S$ is not a PIR, it is false that $S / p S \cong F_{q}$. Therefore $S / p S$ is a chain ring which is not a Galois ring.

Assume $R$ is not a Galois ring. It follows that $R \otimes S$ is a PIR, and both $R$ and $S / p S$ are chain rings which are not Galois rings. The conditions appearing in the proof of Lemma 26 are that $R \otimes S$ is a PIR, and both $R$ and $S$ are chain rings which are not Galois rings. This condition on $S$ implies the same condition on $S / p S$. Therefore we can follow the proof of Lemma 26 exactly to arrive at a contradiction. Hence $R$ is a Galois ring, so (ii) is satisfied.

In general, if $S / p S$ is a finite local PIR then by Lemma $22, S / p S \cong$ $G F\left(p^{r}\right)[x] /\left(x^{s}\right)$ for some integers $r, s \geq 1$. Therefore $S \cong G R\left(p^{m}, r\right)\left[x_{1}, \ldots\right.$ ,$\left.x_{k}\right] /(I+p J)$ where $I=\left(x_{1}^{s}+p a\right)$, for some integer $m \geq 1$ and polynomial $a\left(x_{1}, \ldots, x_{k}\right)$ and ideal $J$. If $S / p S$ is not a Galois ring then $s \geq 2$.

The converse of Lemma 30 is false. For example, if $R=\mathbb{Z}_{p^{m}}$ and $S=G R\left(p^{m}, r\right)[x] /\left(x^{s}\right)$ where $s \geq 2$ then $R \otimes S=\mathbb{Z}_{p^{m}} \otimes G R\left(p^{m}, r\right)[x] /\left(x^{s}\right) \cong$ $\left(\mathbb{Z}_{p^{m}} \otimes G R\left(p^{m}, r\right)\right)[x] /\left(x^{s}\right) \cong G R\left(p^{m}, r\right)[x] /\left(x^{s}\right)=S$ is not a PIR by Lemma 22 , yet $S / p S \cong G F\left(p^{r}\right)[x] /\left(x^{s}\right)$ is a PIR which is not a Galois ring. Therefore as proved in Theorem 31, only the necessary condition of Theorem 27 is true when $R$ and $S$ are not both PIRs.

Theorem 31 If a tensor product $R \otimes S$ of two finite commutative rings is a PIR then, for each prime $p$, at least one of the rings $R_{p}$ or $S_{p}$ is a direct product of Galois rings.

Proof. If $R$ and $S$ are both PIRs then the theorem follows from Theorem 27. Assume $R$ and $S$ are not both PIRs. Since $R \otimes S$ is a PIR then for each prime $p, R_{p} \otimes S_{p}$ is a PIR. Consider the case when $R_{p}$ and $S_{p}$ are local rings. If $R_{p}$ and $S_{p}$ are both PIRs then by Lemmas 25 and $26, R_{p}$ or $S_{p}$ must be a Galois ring. If $R_{p}$ and $S_{p}$ are not both PIRs then by Lemma 30, $R_{p}$ or $S_{p}$ must be a Galois ring. Now consider the case when $R_{p}$ and $S_{p}$ decompose into direct products of local rings. Since tensor product distributes over direct products, if both decompositions contain rings which are not Galois rings then $R_{p} \otimes S_{p}$ will contain a factor in its representation as a direct product, which is a tensor product of two rings, where neither ring is a Galois ring. Such a
factor is not a PIR by Lemma 26. Thus at least one of the rings $R_{p}$ or $S_{p}$ is a direct product of Galois rings.

We now give a more general version of Lemmas 10 and 20 for a local ring.

Lemma 32 If $R$ is a local ring with maximal ideal $\mathfrak{m}$, which is not necessarily Noetherian but satisfies $\cap_{n} \mathfrak{m}^{n}=0$ then the following conditions on $R$ are equivalent:
(i) $\mathfrak{m}$ is principal;
(ii) $R$ is a PIR;
(iii) $R$ is a chain ring, hence $R$ is Noetherian.

Proof. (iii) $\Longrightarrow$ (ii) Let $\pi \in \mathfrak{m} \backslash \mathfrak{m}^{2}$ then since $R$ is a chain ring, $\pi \notin \mathfrak{m}^{e}$ for $e>1$, so $(\pi) \neq \mathfrak{m}^{e}$ for $e>1$ hence $(\pi)=\mathfrak{m}$. Now since all ideals are of the form $\mathfrak{m}^{e}=\left(\pi^{e}\right)$ then $R$ is a PIR. (ii) $\Longrightarrow$ (i) is immediate.
(i) $\Longrightarrow$ (iii) This is similar to the proof of Theorem 31.5 in [73]. Let $\mathfrak{m}=(\pi)$ then $\mathfrak{m}^{e}=\left(\pi^{e}\right)$ for all $e \geq 1$. Since $\cap_{n} \mathfrak{m}^{n}=0$ and every ideal $\mathfrak{a}$ satisfies $\mathfrak{a} \subseteq \mathfrak{m}$ then for some $e \geq 1, \mathfrak{a} \subseteq \mathfrak{m}^{e}$ and $\mathfrak{a} \not \subset \mathfrak{m}^{e+1}$. As ideals $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}$ in a ring $R$ satisfy $\mathfrak{a} \subseteq \mathfrak{c} \Longleftrightarrow \mathfrak{a}: \mathfrak{b} \subseteq \mathfrak{c}: \mathfrak{b}$ then $\mathfrak{a} \not \subset\left(\pi^{e+1}\right)$ implies $\mathfrak{a}:\left(\pi^{e}\right) \not \subset\left(\pi^{e+1}\right):\left(\pi^{e}\right)=(\pi)$, hence $\mathfrak{a}:\left(\pi^{e}\right)=R$. Now since $(\mathfrak{a}: \mathfrak{b})=R \Rightarrow \mathfrak{b} \subseteq \mathfrak{a}$, then $\left(\pi^{e}\right) \subseteq \mathfrak{a}$, hence $\mathfrak{a}=\left(\pi^{e}\right)=\mathfrak{m}^{e}$. So every ideal of $R$ is a power of $\mathfrak{m}$, hence $R$ is a chain ring.

### 3.2 Quotient rings of polynomial rings

Let $R$ be a finite ring, $Q=R\left[x_{1}, \ldots, x_{n}\right]$ a polynomial ring. Theorem 33 describes all rings of the form

$$
R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

which are finite PIRs. This gives a generalization of the main result of [42]. Theorem 27 is used in the proof of Theorem 33. Ideals of the form $\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ are called elementary ideals (see [65], Definition 1.14). A few definitions are needed before we can state these results.

If $F$ is a field, and $f=g_{1}^{m_{1}} \cdots g_{k}^{m_{k}}$, where $f \in F[x]$ and $g_{1}, \ldots, g_{k}$ are irreducible polynomials over $F$, then by $\mathrm{SP}(f)$ we denote the squarefree part $g_{1} \cdots g_{k}$ of $f$. We assume that $\mathrm{SP}(0)=0$.

Let $R=G R\left(p^{m}, r\right)=\left(\mathbb{Z} / p^{m} \not Z\right)[y] /(g(y)) \neq 0$ be a Galois ring which is not a field hence $m \geq 2$. We say that a polynomial $f(x) \in R[x]$ is basic if all nonzero coefficients of $f(x)$ belong to the subset

$$
\mathcal{B}=\left\{a y^{b} \mid \text { where } 0<a<p \text { and } 0 \leq b<r\right\}
$$

of the Galois ring $R$, where $r$ is the degree of $g(y)$. Clearly, for every $f \in R[x]$, there exist unique basic polynomials

$$
f^{\prime}, f^{\prime \prime} \in \mathcal{B}[x] \subseteq R[x] \text { such that } f-f^{\prime}-p f^{\prime \prime} \in p^{2} R[x]
$$

For any $f \in R[x]$, there exists a unique basic polynomial $\operatorname{SP}(f) \in R[x]$ such that $\overline{\mathrm{SP}(f)}=\mathrm{SP}(\bar{f})$. Therefore there exists a unique basic polynomial $\mathrm{UP}(f) \in R[x]$ such that $\bar{f}=\overline{\mathrm{SP}(f) \mathrm{UP}(f)}$ or, equivalently, $f^{\prime}-\mathrm{SP}(f) \mathrm{UP}(f) \in$ $p R[x]$. Since $f^{\prime}$ is basic, $\left(f^{\prime}\right)^{\prime \prime}=0$ for any $f$, and so $\left(f^{\prime}-\operatorname{SP}(f) \operatorname{UP}(f)\right)^{\prime \prime}=$ $-(\operatorname{SP}(f) \mathrm{UP}(f))^{\prime \prime}$. We introduce the following notation

$$
\widehat{f}=\overline{f^{\prime \prime}+\left(f^{\prime}-\mathrm{SP}(f) \mathrm{UP}(f)\right)^{\prime \prime}}=\overline{f^{\prime \prime}-(\mathrm{SP}(f) \mathrm{UP}(f))^{\prime \prime}}
$$

For any $f, g \in G R\left(p^{n}, r\right)[x]$, it is clear that $\bar{f}=\bar{g}$ if and only if $f^{\prime}=g^{\prime}$.
Let $R$ be a finite commutative local ring. A polynomial $f(x) \in R[x]$ is regular if it is not a zero divisor. By [71], Theorem 13.6, if $f(x)$ is regular then there exists a unit $u \in R$ and monic polynomial $e(x) \in R[x]$ such that $f=u e$. All the theorems in Chapter 3 are true for regular polynomials $f(x)$ but for simplicity we assume that these polynomials are monic.

A finite direct product is a PIR if and only if all its components are PIRs (see [96], Theorem 33) and every finite PIR is a direct product of chain rings (see $[71, \S 6]$ ). By taking Lemmas 46 and 47 into consideration, the main case of describing all polynomial rings

$$
Q=R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

which are finite PIRs is the case where $R$ is a finite chain ring. It follows from [71], Theorem $13.2(\mathrm{c})$, that $Q$ is finite if and only if all the $f_{i}\left(x_{i}\right)$ are regular. The following theorem gives new conditions for $Q$ to be a PIR.

Theorem 33 Let $R$ be a finite commutative chain ring, and let $f_{1}, \ldots, f_{n}$ be univariate monic polynomials over $R$. Then

$$
Q=R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

is a PIR and all rings $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ are PIRs, if and only if one of the following conditions is satisfied:
(i) $R$ is a field and the number of polynomials $f_{i}$ which are not squarefree does not exceed one;
(ii) $R$ is a Galois ring of characteristic $p^{m}$, for a prime $p$, and a positive integer $m \geq 2$, the number of polynomials $f_{1}, \ldots, f_{n}$ which are not squarefree modulo $p$ does not exceed one, and if $f=f_{i}$ is not squarefree modulo $p$, then $\hat{f}$ is coprime with $\overline{\mathrm{UP}(f)}$;
(iii) $R$ is a chain ring, which is not a Galois ring, $R$ has characteristic $p^{m}$, for a prime $p, n=1$ and $f_{1}$ is squarefree modulo $p$.

Lemma 34 Let $R$ be a Galois ring of characteristic $p^{m}, f(x)$ a monic polynomial over $R$, and let $Q=R[x] /(f(x))$. Then $Q$ is a direct product of Galois rings if and only if $f(x)$ is squarefree modulo $p$.

Proof. Lemma 38 shows that $f(x)$ is squarefree modulo $p$ if and only if $Q / p Q$ is semisimple, i.e., $\mathcal{N}(Q)=p Q$. By Lemma 24, this is equivalent to $Q$ being a direct product of Galois rings.

Lemma 35 Let $R=G R\left(p^{m}, r\right)$ be a Galois ring, where $m \geq 2$, let $f(x) \in$ $R[x]$ be a monic polynomial which is not squarefree modulo $p$, and let $Q=$ $R[x] /(f(x))$. Then $Q$ is a PIR if and only if $\overline{\mathrm{UP}(f)}$ is coprime with $\widehat{f}$.

Proof. Given that $\bar{f}$ is not squarefree, we get $\mathrm{UP}(f) \neq 0$ and $\mathrm{SP}(f) \neq 0$.
Suppose that $\widehat{f}$ is coprime with $\overline{\mathrm{UP}(f)}$. Denote by $h$ a basic polynomial in $R[x]$ such that $\bar{h}$ is the product of all irreducible divisors of $\bar{f}$ which do not divide $\widehat{f}$. Let $g=\operatorname{SP}(f)+p h \in R[x]$. We claim that the radical $\mathcal{N}(Q)$ is equal to the ideal $I$ generated in $Q$ by $g$.

It follows from Lemma 38 that $\mathcal{N}(Q)=(\operatorname{SP}(f), p)$. Hence $g \in \mathcal{N}(Q)$, so $I \subseteq \mathcal{N}(Q)$. Therefore it remains to show that $p, \mathrm{SP}(f) \in I$.

First, we prove that $p^{m-1} \in I$. It suffices to show that $p^{m-1} \in \underline{(g, f) \text { in }}$ $R[x]$, because $I \subseteq Q=R[x] /(f)$. The choice of $h$ implies that $\widehat{f}-\frac{h \mathrm{UP}(f)}{}$
is not divisible by any irreducible factor of $\bar{f}$ which does not divide $\hat{f}$. If an irreducible factor of $\bar{f}$ divides $\widehat{f}$, then it does not divide $\bar{h}$, and so it does not divide $\overline{h \mathrm{UP}(f)}$, because $\overline{\mathrm{UP}(f)}$ is coprime with $\hat{f}$. Thus $\hat{f}-\overline{h \mathrm{UP}(f)}$ and $\mathrm{SP}(\bar{f})$ are coprime. Hence there exist basic polynomials $v, w \in R[x]$ such that $\overline{1}=\bar{v}(\widehat{f}-\overline{h \mathrm{UP}(f)})+\overline{w \mathrm{SP}(f)}$. There exists a unique basic polynomial $f^{*} \in R[x]$ satisfying $\overline{f^{*}}=\widehat{f}$. Since $p^{m}$ is the characteristic of $R, p^{m} u=0$ for all $u \in R[x]$. Therefore $\bar{A}=\bar{B}$ is equivalent to $p^{m-1} A=\underline{p^{m-1} B \text { for all }}$ $A, B \in R[x]$. We can lift the equation $\overline{1}=\bar{v}(\widehat{f}-\overline{h \mathrm{UP}(f)})+\overline{w \mathrm{SP}(f)}$ from $R[x] / p R[x] \cong G F\left(p^{r}\right)[x]$ to $R[x]$ and multiply by $p^{m-1}$ to get the following.

$$
\begin{aligned}
p^{m-1} & =p^{m-1}\left[v\left(f^{*}-h \operatorname{UP}(f)\right)+w \operatorname{SP}(f)\right] \\
& =p^{m-1}\left[v\left\{f^{\prime \prime}+\left(f^{\prime}-\operatorname{UP}(f) \operatorname{SP}(f)\right)^{\prime \prime}-h \operatorname{UP}(f)\right\}+w \operatorname{SP}(f)\right] \\
& =p^{m-2}\left[v\left\{p f^{\prime \prime}+\left(f^{\prime}-\operatorname{UP}(f) \operatorname{SP}(f)\right)-p h \operatorname{UP}(f)\right\}+p w \operatorname{SP}(f)\right] \\
& =p^{m-2}\left[v\left(f^{\prime}+p f^{\prime \prime}\right)-v \operatorname{UP}(f)(\operatorname{SP}(f)+p h)+p w \operatorname{SP}(f)\right] \\
& =p^{m-2}[v f-(v \operatorname{UP}(f)-p w) g] \in R[x]
\end{aligned}
$$

We have used the fact that $f^{\prime}-\mathrm{UP}(f) \mathrm{SP}(f)=p\left[\left(f^{\prime}-\mathrm{UP}(f) \mathrm{SP}(f)\right)^{\prime \prime}\right]+p^{2} u$ for some $u \in R[x]$, because $\left(f^{\prime}-\operatorname{UP}(f) \operatorname{SP}(f)\right)^{\prime}=0$. Thus $p^{m-1} \in(g, f) \subset R[x]$, and so $p^{m-1} \in I$.

Since $p^{m-1}$ belongs to both $I$ and $\mathcal{N}(Q)$, we can factor out the ideal generated by $p^{m-1}$ in $Q$ and consider the ideal $I / p^{m-1} I$ in $Q / p^{m-1} Q$. Also clearly $R / p^{m-1} R \cong G R\left(p^{m-1}, r\right)$. We identify $f, g \in R[x]$ with their images in $\left(R / p^{m-1} R\right)[x]$. We can now lift the equation $\overline{1}=\bar{v}(\hat{f}-\overline{h \mathrm{UP}(f)})+\overline{w \mathrm{SP}(f)}$ from $(R / p R)[x]$ to $\left(R / p^{m-1} R\right)[x]$ and multiply by $p^{m-2}$ and repeat the argument from the preceding paragraph taking into account that $p^{m-1} u=0$ for all $u \in$ $\left(R / p^{m-1} R\right)[x]$. Then we deduce $p^{m-2} \in(g, f) \subset\left(R / p^{m-1} R\right)[x]$. Identifying $p^{m-2} \in R[x]$ with its image $p^{m-2} \in\left(R / p^{m-1} R\right)[x]$, we get $p^{m-2} \in I / p^{m-1} I$. Given that $p^{m-1} \in I$, it follows that $p^{m-2} \in I$.

Repeating this reduction $m-3$ times we get $p \in I$.
Next we prove that $\mathrm{SP}(f) \in I$. Since $g, p \in I$, then $\mathrm{SP}(f)=g-p h \in I$. Thus $I=\mathcal{N}(Q)$, because $\mathcal{N}(Q)=(p, \mathrm{SP}(f))$. This means that $\mathcal{N}(Q)$ is a principal ideal, and so $Q$ is a PIR.

Conversely, suppose that the radical is a principal ideal generated by some polynomial $g \in R[x]$.

Since $(\bar{g})=(\operatorname{SP}(\bar{f}))=\mathcal{N}(\mathscr{Z} /(q)[x] /(\bar{f}))$, we get $\bar{g}=\bar{t} \operatorname{SP}(\bar{f})+\bar{e} \bar{f}$ for some $t=t^{\prime} \in R$ and $e(x) \in R[x]$. There exists an integer $s=s^{\prime} \in R$ such that $t s \equiv 1(\bmod p)$. Since $\overline{s(g-e f)}=\overline{s t \mathrm{SP}(f)}=\overline{\mathrm{SP}(f)}=\mathrm{SP}(\bar{f})$ and
$(\bar{g})=(\overline{\mathrm{SP}(f)})$ then $g$ generates the same ideal as $s(g-e f)$ in $Q=R[x] /(f)$, so we can replace $g$ by $s(g-e f)$. To simplify the notation we assume that $\bar{g}=\overline{\mathrm{SP}(f)}$, and so $g^{\prime}=\operatorname{SP}(f)$.

Given that $p \in \mathcal{N}(Q)$, we get $p=v f+w g$ for some $v, w \in R[x]$. Since $(v f+w g)^{\prime}=\left(v^{\prime} f^{\prime}+w^{\prime} g^{\prime}\right)^{\prime}=0$, it follows that $\overline{v^{\prime} f^{\prime}}+\overline{w^{\prime} g^{\prime}}=0$. Therefore $\overline{w^{\prime}}=-\overline{v^{\prime}} \overline{\mathrm{UP}(f)}$ whence $w^{\prime}=-v^{\prime} \mathrm{UP}(f)+p z$ for some $z=z^{\prime} \in R[x]$.

Further, $p=\left(v^{\prime}+p v^{\prime \prime}\right)\left(f^{\prime}+p f^{\prime \prime}\right)+\left(w^{\prime}+p w^{\prime \prime}\right)\left(g^{\prime}+p g^{\prime \prime}\right)+p^{2} u$, for some $u \in$ $R[x]$. Notice that $f^{\prime}=\left(\operatorname{UP}(f) g^{\prime}\right)^{\prime}$ because $\overline{f^{\prime}}=\bar{f}=\overline{\operatorname{UP}(f) g^{\prime}}$. Since $\operatorname{UP}(f)$ and $g^{\prime}$ are basic, $\mathrm{UP}(f) g^{\prime}=\left(\mathrm{UP}(f) g^{\prime}\right)^{\prime}+p\left(\mathrm{UP}(f) g^{\prime}\right)^{\prime \prime}=f^{\prime}+p\left(\mathrm{UP}(f) g^{\prime}\right)^{\prime \prime}$. It follows that $f^{\prime}-\mathrm{UP}(f) g^{\prime}=-p\left(\mathrm{UP}(f) g^{\prime}\right)^{\prime \prime}$. Therefore we get

$$
\begin{aligned}
p^{m-1} & =p^{m-2}\left[\left(v^{\prime}+p v^{\prime \prime}\right)\left(f^{\prime}+p f^{\prime \prime}\right)+\left(-v^{\prime} \operatorname{UP}(f)+p z+p w^{\prime \prime}\right)\left(g^{\prime}+p g^{\prime \prime}\right)\right] \\
& =p^{m-2}\left[v^{\prime}\left(f^{\prime}-\operatorname{UP}(f) g^{\prime}+p f^{\prime \prime}\right)-v^{\prime} \operatorname{UP}(f) p g^{\prime \prime}+p v^{\prime \prime} f^{\prime}+p g^{\prime}\left(z+w^{\prime \prime}\right)\right] \\
& =p^{m-1}\left[v^{\prime}\left(-\left(\operatorname{UP}(f) g^{\prime}\right)^{\prime \prime}+f^{\prime \prime}\right)-\operatorname{UP}(f) v^{\prime} g^{\prime \prime}+v^{\prime \prime}\left(\operatorname{UP}(f) g^{\prime}\right)^{\prime}+g^{\prime}\left(z+w^{\prime \prime}\right)\right]
\end{aligned}
$$

Given that $p^{m}=0$, then $p^{m-1} A=p^{m-1} B$ if and only if $\bar{A}=\bar{B}$ where $A, B \in$ $R[x]$. Hence

$$
\begin{aligned}
\overline{1} & =\overline{v^{\prime}}\left(\overline{\left(-\left(\mathrm{UP}(f) g^{\prime}\right)\right)^{\prime \prime}+f^{\prime \prime}}\right)-\overline{\mathrm{UP}(f)} \overline{\left(\overline{v^{\prime} g^{\prime \prime}}\right)+\overline{v^{\prime \prime}}\left(\overline{\left(\mathrm{UP}(f) g^{\prime}\right)^{\prime}}\right)+\overline{g^{\prime}}\left(\overline{z+w^{\prime \prime}}\right)} \\
& \left.=\overline{v^{\prime}} \widehat{f}-\overline{\mathrm{UP}(f)} \overline{v^{\prime} g^{\prime \prime}}\right)+\overline{v^{\prime \prime}} \overline{\mathrm{UP}(f)} \overline{g^{\prime}}+\overline{g^{\prime}}\left(\overline{z+w^{\prime \prime}}\right) .
\end{aligned}
$$

Since all irreducible factors of $\overline{\mathrm{UP}(f)}$ divide $\overline{g^{\prime}}=\overline{\mathrm{SP}(f)}$, they also divide the polynomial $\overline{\mathrm{UP}(f)}\left(\overline{v^{\prime} g^{\prime \prime}}\right)+\overline{v^{\prime \prime}} \overline{\mathrm{UP}(f)} \overline{g^{\prime}}+\overline{g^{\prime}}\left(\overline{z+w^{\prime \prime}}\right)$, and we see that $\overline{\mathrm{UP}(f)}$ must be coprime with $\widehat{f}$. This completes the proof.

Example 36 We demonstrate Lemma 35 in the case when $Q$ is a finite local ring. Let $R=G R\left(p^{m}, r\right)$ then $R /(\mathcal{N}(R)) \cong G F\left(p^{r}\right)$. For $c \in G F\left(p^{r}\right)[x]$ define $c_{b} \in R[x]$ as the unique basic polynomial satisfying $\overline{c_{b}}=c$, then $c_{b}$ and $c$ have the same coefficients identified under the canonical injective mapping of sets $\mathcal{B} \rightarrow G F\left(p^{r}\right)$. Notice that $\mathcal{B}$ is not the isomorphic copy of $G F\left(p^{r}\right)$ contained in $R$. For example if $R=\mathbb{Z} /\left(3^{2}\right)$ then as sets $\mathcal{B}=\{0,1,2\} \subset\{0,1,2, \ldots, 8\}=R$, $R /(\mathcal{N}(R)) \cong G F(3)=\{0,1,2\}$ yet $F=\{0,3,6\}$ is the isomorphic copy of $G F(3)$ contained in $R$.

Let $R=G R\left(p^{m}, r\right)$ and let $e \in R[x]$ be a monic irreducible polynomial, [71] p.254, $f=e^{n}$ for some integer $n \geq 1$ and $Q=R[x] /(f)$. By [71], Theorem 13.7(b), $\bar{e}=c^{\ell}$ for some monic irreducible $c \in G F\left(p^{r}\right)[x]$ and integer $\ell \geq 1$. Therefore $\overline{\mathrm{SP}(f)}=\mathrm{SP}(\bar{f})=c$ and $\mathrm{SP}(f)=c_{b}$. Now because $c^{\ell n}=\bar{f}=\overline{\mathrm{SP}(f) \mathrm{UP}(f)}=c \overline{\mathrm{UP}(f)}$ then $\overline{\mathrm{UP}(f)}=c^{\ell n-1}$ and $\operatorname{UP}(f)=$
$\left(c^{\ell n-1}\right)_{b}$. Evidently $\widehat{f}=\overline{\left(e^{n}\right)^{\prime \prime}-\left(c_{b}\left(c^{\ell n-1}\right)_{b}\right)^{\prime \prime}}$. It follows from Lemma 38 that $\mathcal{N}(Q)=\left(p, c_{b}\right)$. Therefore since $(\bar{f})=\left(c^{\ell n}\right) \subseteq(d) \subset F_{p^{r}}[x]$ then $Q / \mathcal{N}(Q)=\left(G R\left(p^{m}, r\right)[x] /(f)\right) /\left(p, c_{b}\right) \cong G F\left(p^{r}\right)[x] /(c) \cong G F\left(p^{r}\right.$ degree(c)$)$. Hence $Q$ is a finite local ring. Therefore by the chinese remainder theorem for ideals, [35], Exercise.2.6 p.80, for an arbitrary monic polynomial $f$, the ring $R[x] /(f)$ is a finite local ring if and only if $f=e^{n}$ where $e$ is a monic irreducible polynomial and $n \geq 1$. By [71], Theorem 13.6, this is also true when $f$ and hence $e$ are regular but not monic. We see that for such a local ring $Q$ which is not a Galois ring, it is a PIR if and only if $c$ does not divide $\hat{f}$.

Lemma 37 Let $R$ be a chain ring of characteristic $p^{m}$ which is not a Galois ring, let $f(x)$ be a monic polynomial over $R$, and let $Q=R[x] /(f(x))$. Then $Q$ is a PIR if and only if $f$ is squarefree modulo $p$.

Proof. By Lemma 22, $R \cong G R\left(p^{m}, r\right)[y] /\left(y^{s}+p h(y), p^{m-1} y^{t}\right)$. Since $R$ is not a Galois ring, evidently $s \geq 2$. Lemma 23 implies that $p \in y R$.

The 'if' part. Suppose that $f$ is squarefree modulo $p$. Then $Q / y Q \cong$ $G F\left(p^{r}\right)[x] /(\bar{f})$ is semisimple by Lemma 38. Thus $\mathcal{N}(Q)$ is a principal ideal: Lemma 20 tells us that $Q$ is a PIR.

The 'only if' part. Suppose that $Q$ is a PIR then the ring $Q / p Q \cong$ $G F\left(p^{r}\right)[x, y] /\left(y^{s}, \overline{f(x)}\right)$ is a PIR. This ring is isomorphic to the tensor product of $G F\left(p^{r}\right)[y] /\left(y^{s}\right)$ and $G F\left(p^{r}\right)[x] /(\overline{f(x)})$. Both of these rings are PIRs. Lemma 24 and Lemma 34 both imply that $G F\left(p^{r}\right)[y] /\left(y^{s}\right)$ is not a direct product of Galois rings. By Lemma 24, GF $\left.p^{r}\right)[x] /(\overline{f(x)})$ must be a direct product of Galois rings. Lemma 34 completes the proof.

Lemma 38 Let $F$ be a finite field, $P=F\left[x_{1}, \ldots, x_{n}\right]$, and let $I$ be the ideal generated by $f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)$. Then the radical of $P / I$ is equal to the ideal generated by the squarefree parts of all polynomials $f_{1}, \ldots, f_{n}$.

Proof. Since every finite field is perfect, and any set of univariate polynomials in pairwise distinct variables forms a Gröbner basis of the ideal it generates, this lemma is a special case of more general results of [3, §8.2].

Proof of Theorem 33. The ring $Q$ is isomorphic to the tensor product of the rings $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$, for $i=1, \ldots, n$. Since char $(R)=p^{m}$ where $m=1$ if $R$ is a field, then $R_{i}=\left(R_{i}\right)_{p}$ for $i=1, \ldots, n$ and $Q=Q_{p}$.
(i): Suppose that $R$ is a field of characteristic $p$. Then all the $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ are PIRs. Theorem 27 tells us that $Q$ is a PIR if and only if at least $n-1$ of the rings $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ are direct products of Galois rings. By Lemma 34, this is equivalent to the fact that at most one of the polynomials $f_{i}\left(x_{i}\right)$ is not squarefree.
(ii): Suppose that $R$ is a Galois ring. By Lemma 35, all $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ are PIRs if and only if, for each polynomial $f_{i}\left(x_{i}\right)$ which is not squarefree modulo $p, \overline{\operatorname{UP}\left(f_{i}\right)}$ is coprime with $\widehat{f}_{i}$. Further, suppose that this condition is satisfied. As in case (i), we see that $Q$ is a PIR if and only if at most one of the polynomials $f_{i}\left(x_{i}\right)$ is not squarefree modulo $p$.
(iii): Suppose that $R$ is a chain ring which is not a Galois ring. Since the class of finite direct products of Galois rings is closed for homomorphic images by Lemma 24, we see that each $R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ is not a direct product of Galois rings. Theorem 27 shows that $n=1$. By Lemma $37, Q$ is a PIR if and only if $f_{1}\left(x_{1}\right)$ is squarefree modulo $p$.

For finite rings, our Theorem 33 immediately gives the following Theorem 1 of [42].

Corollary 39 ([42]) Let $F$ be a field of characteristic $p>0, a_{1}, \ldots, a_{n}$ nonnegative integers, $b_{1}, \ldots, b_{n}$ positive integers, and let

$$
R=F\left[x_{1}, \ldots, x_{n}\right] /\left(x_{1}^{a_{1}}\left(1-x_{1}^{b_{1}}\right), \ldots, x_{n}^{a_{n}}\left(1-x_{n}^{b_{n}}\right)\right) .
$$

then $R$ is a PIR if and only if one of the following conditions is satisfied:
(1) $a_{1}, \ldots, a_{n} \leq 1$ and $p$ divides at most one number among $b_{1}, \ldots, b_{n}$;
(2) exactly one of $a_{1}, \ldots, a_{n}$, say $a_{1}$, is greater than 1 and $p$ does not divide each of $b_{2}, \ldots, b_{n}$.

Proof. Consider the polynomial $f=x^{a}\left(1-x^{b}\right)$. By [3], Lemma 2.85, a polynomial is squarefree if and only if it is coprime with its derivative. Since char $(F)=p>0$, then $f$ is squarefree if and only if $a=1$ and $p$ does not divide $b$. Thus Theorem 33 completes the proof.

In our second Corollary to Theorem 33, we give an explicit generator $g$ for the radical of $Q$ when $Q$ is a PIR.

Corollary 40 Let $R=G R\left(p^{m}, r\right)$ be a Galois ring, where $m \geq 1$, let $f_{1}, \ldots, f_{n}$ be univariate monic polynomials over $R$ with $f_{1}\left(x_{1}\right)$ not squarefree modulo $p$ and let

$$
Q=R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)
$$

be a PIR. Let $\mathcal{N}\left(S_{1}\right)=g S_{1}$ where $S_{1}=R\left[x_{1}\right] /\left(f_{1}\left(x_{1}\right)\right)$, then $\mathcal{N}(Q)=g Q$ where $g Q$ is the ideal generated by $g=g\left(x_{1}\right)$ in $Q$.

Proof. By Theorem 33, since $Q$ is a PIR and $f_{1}\left(x_{1}\right)$ is not squarefree modulo $p$ then the rings $R_{i}=R\left[x_{i}\right] /\left(f_{i}\right)$ for $2 \leq i \leq n$ are Galois rings. Since tensor product distributes over direct products, in Lemma 25 we can replace the phrase ' $S$ is a chain ring' by ' $S$ is a direct product of chain rings', hence ' $S$ is a PIR'. Then in the proof of Lemma $25, \mathcal{N}(R \otimes S)=g(R \otimes S)$ where $S$ is a PIR, $R$ is a Galois ring and $g$ is defined by $\mathcal{N}(S)=g S$. Using this Lemma with $g$ defined by $\mathcal{N}\left(S_{1}\right)=g S_{1}, R_{2}$ a Galois ring, then both $S_{1}$ and $S_{2} \cong R_{2} \otimes S_{1}$ are PIR's and it follows that $\mathcal{N}\left(S_{2}\right)=g S_{2}$. Repeating this argument with $S_{i+1} \cong R_{i+1} \otimes S_{i}$ for $2 \leq i \leq n-1$ gives $\mathcal{N}(Q)=g Q$.

Let $Q$ be the PIR defined in Corollary 40 . Let $R$ be a Galois ring which is not a finite field. From the proof of Lemma 35 using the ring $S_{1}=R\left[x_{1}\right] /\left(f\left(x_{1}\right)\right)$ one may choose $g=\operatorname{SP}\left(f\left(x_{1}\right)\right)+p h\left(x_{1}\right)$. Also if $f_{i}\left(x_{i}\right)$ for $1 \leq i \leq n$ are squarefree modulo $p$ then either by Lemma 21 and Lemma 24, or by the same proof as Corollary $40, \mathcal{N}(Q)=p Q$. If $R$ is a finite field then $g=\operatorname{sp}\left(f_{1}\right)$, the squarefree part of $f_{1}$, generates $\mathcal{N}(Q)$.

Theorem 33 provides conditions for the ring $Q$ to be a PIR. Theorem 45 provides similar conditions for $Q$ to be a special type of PIR, its proof requiring Lemmas 41 to 44.

Lemma 41 Let $R$ and $S$ be finite local rings satisfying $\operatorname{char}(R)=p^{m}$, $\operatorname{char}(S)=$ $p^{n}$, for a prime $p$ and positive integers $m, n \geq 1$. The ring $R \otimes S$ is a direct product of Galois rings if and only if so too are $R$ and $S$.

Proof. The 'if' part. This is true by Lemma 21, since tensor product distributes over direct products.

The 'only if' part. Since $R \otimes S$ is a PIR then by Theorem 31, either $R$ or $S$ is a direct product of Galois rings. Assume $R$ is a direct product of Galois rings. Since $R \otimes S$ is a direct product of Galois rings, then by Lemma 24,
$\mathcal{N}(R \otimes S)=p(R \otimes S)$ and $\mathcal{N}(R)=p R$. Here $p R$ is the ideal generated by $p$ in $R$. Let $g$ be the generator of $\mathcal{N}(S)$ in $S, \mathcal{N}(S)=g S$, and denote by $g(S \otimes R)$ the ideal generated by $g$ in $R \otimes S$. Since tensor product distributes over direct products, in Lemma 25 we can replace the phrase ' $S$ is a chain ring' by ' $S$ is a direct product of chain rings', hence ' $S$ is a PIR'. Then from the proof of Lemma $25, \mathcal{N}(R \otimes S)=g(R \otimes S)$ where $S$ is a PIR and $R$ is a direct product of Galois rings. By Lemma 24, only $p$ can generate the radical of $R \otimes S$, hence $g=p$. Therefore by Lemma 24, $S$ must be a direct product of Galois rings.

Lemma 42 Let $R$ and $S$ be finite local rings satisfying $\operatorname{char}(R)=p^{m}$, $\operatorname{char}(S)=$ $p^{n}$, for a prime $p$ and positive integers $m, n \geq 1$. The ring $R \otimes S$ is a direct product of finite fields if and only if so too are $R$ and $S$.

Proof. The 'if' part. This is true by Lemma 21, since tensor product distributes over direct products.

The 'only if' part. Since $R \otimes S$ is a direct product of finite fields then $\mathcal{N}(R \otimes S)=0$. The proof is identical to the 'only if' part of Lemma 41 until it shows $\mathcal{N}(R \otimes S)=g(R \otimes S)$. Then $g=0$, so $S$ is a direct product of finite fields. If $R$ is a direct product of Galois rings which are not all finite fields then so too must be $R \otimes S$, by Lemma 21. This contradiction implies $R$ is a direct product of finite fields.

Lemma 43 Let $S=R[x] /(f(x))$ be a direct product of Galois rings where $R$ is a chain ring and $f$ is monic. Then $R$ is a Galois ring and $f$ is squarefree modulo $p$.

Proof. By Lemmas 34 and $37, f$ is squarefree modulo $p$. Assume $R$ is not a Galois ring then by Lemma $22, R \cong G R\left(p^{m}, r\right)[y] /\left(y^{s}+p h(y), p^{m-1} y^{t}\right)$ where $s \geq 2$. It follows that $S / p S \cong G F\left(p^{r}\right)[x, y] /\left(f(x), y^{s}\right) \cong G F\left(p^{r}\right)[x] /$ $(\overline{f(x)}) \otimes G F\left(p^{r}\right)[y] /\left(y^{s}\right)$. Since $s \geq 2$ then $G F\left(p^{r}\right)[y] /\left(y^{s}\right)$ is a finite chain ring which is not a finite field, yet $G F\left(p^{r}\right)[x] /(\overline{f(x)})$ is a direct product of finite fields since $\overline{f(x)}$ is squarefree. Consider the following ring. For some integer $q \geq 2$, by Lemma 21, $G F\left(p^{q}\right) \otimes\left(G F\left(p^{r}\right)[y] /\left(y^{s}\right)\right) \cong \Pi_{1}^{d}\left(G F\left(p^{l}\right)[y] /\left(y^{s}\right)\right)$, where $d=\operatorname{gcd}(q, r)$ and $l=l c m(q, r)$. Since this ring is not a direct product of finite fields then neither is $\left(G F\left(p^{r}\right)[x] /(\overline{f(x)}) \otimes G F\left(p^{r}\right)[y] /\left(y^{s}\right)\right)=S / p S$. This is a contradiction, by Lemma 24 , since $S$ is a direct product of Galois rings.

Therefore $R$ must be a Galois ring.

Lemma 44 Let $S=R[x] /(f(x))$ be a direct product of finite fields where $R$ is a chain ring and $f$ is monic. Then $R$ is a finite field and $f$ is squarefree.

Proof. . By Lemmas 34 and $37, f$ is squarefree modulo $p$. Assume $R$ is not a finite field then by Lemma $22, R \cong G R\left(p^{m}, r\right)[y] /\left(y^{s}+p h(y), p^{m-1} y^{t}\right)$ where $m \geq 2$ or $s \geq 2$. It follows that $S / p S \cong G F\left(p^{r}\right)[x, y] /\left(\overline{f(x)}, y^{s}\right)$ $\cong G F\left(p^{r}\right)[x] /(\overline{f(x)}) \otimes G F\left(p^{r}\right)[y] /\left(y^{s}\right)$. Let $s \geq 2$ then $G F\left(p^{r}\right)[y] /\left(y^{s}\right)$ is a finite chain ring which is not a finite field, yet $G F\left(p^{r}\right)[x] /(\overline{f(x)})$ is a direct product of finite fields since $\overline{f(x)}$ is squarefree. Consider the following ring. For some integer $q \geq 2$, by Lemma 21, $G F\left(p^{q}\right) \otimes\left(G F\left(p^{r}\right)[y] /\left(y^{s}\right)\right) \cong \prod_{1}^{d}\left(G F\left(p^{l}\right)[y] /\left(y^{s}\right)\right)$, where $d=g c d(q, r)$ and $l=l c m(q, r)$. Since this ring is not a direct product of finite fields then neither is $\left(G F\left(p^{r}\right)[x] /(\overline{f(x)}) \otimes G F\left(p^{r}\right)[y] /\left(y^{s}\right)\right)=S / p S$. This is a contradiction since $S$ being a direct product of finite fields implies $S / p S=S$. Let $m \geq 2$ and $s=1$ then by the comment following Lemma 22, $R=G R\left(p^{m}, r\right)$. Since $f$ is squarefree modulo $p$ then $S=R[x] /(f(x))$ is a direct product of Galois rings of characteristic $p^{m}>p$, which is a contradiction. Therefore $s=1$ and $m=1$ so $R$ is a finite field, and $f$ being squarefree modulo $p$ implies $f$ is squarefree.

Theorem 45 Let $R$ be a finite commutative chain ring satisfying $\operatorname{char}(R)=$ $p^{m}$, and $Q=R\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right)$ where $f_{1} \ldots, f_{n}$ are monic polynomials, then
(i) $Q$ is a direct product of finite fields if and only if $R$ is a finite field and all the $f_{i}$ are squarefree;
(ii) $Q$ is a direct product of Galois rings if and only if $R$ is a Galois ring and all the $f_{i}$ are squarefree modulo $p$.

Proof. Define $S_{i}=R\left[x_{i}\right] /\left(f_{i}\left(x_{i}\right)\right)$ for $i=1, \ldots, n$, then $Q \cong \otimes_{i=1}^{n} S_{i}$. Since $R=R_{p}$ then $Q=Q_{p}$ where $R_{p}$ is the $p$-component of $R$.
(i) The 'if' part. If $R$ is a finite field and $f$ is squarefree then by the chinese remainder theorem for ideals, [35], Exercise. 2.6 p. $80, R[x] /(f(x))$ is a direct product of finite fields. By Lemma 21, a tensor product of finite fields
is a direct product of finite fields, and since tensor product distributes over direct products, then $Q$ is a direct product of finite fields.

The 'only if' part. By Lemma 42, if $S_{1} \otimes S_{2}$ is a direct product of finite fields then so too are $S_{1}$ and $S_{2}$. By iterating this argument, if $Q \cong \otimes_{i=1}^{n} S_{i}$ is a direct product of finite fields then so is each $S_{i}$. By Lemma 44, $R$ is a finite field and all the $f_{i}$ are squarefree.
(ii) The 'if' part. If $R$ is a Galois ring and $f$ is squarefree modulo $p$ then by Lemma 34, $R[x] /(f(x))$ is a direct product of Galois rings. By Lemma 21, a tensor product of Galois rings is a direct product of Galois rings, and since tensor product distributes over direct products, then $Q$ is a direct product of Galois rings.

The 'only if' part. By Lemma 41, if $S_{1} \otimes S_{2}$ is a direct product of Galois rings then so too are $S_{1}$ and $S_{2}$. By iterating this argument, if $Q \cong \otimes_{i=1}^{n} S_{i}$ is a direct product of Galois rings then so is each $S_{i}$. By Lemma $43, R$ is a Galois ring and all the $f_{i}$ are squarefree modulo $p$.

The case now considered is when $R$ is a finite local ring which is not necessarily a PIR. Lemma 46 follows immediately from Lemmas 34 and 37. Lemma 47 is close to being a converse to Lemma 46.

Lemma 46 Let $R$ be a local ring satisfying char $(R)=p^{m}$ and $f \in R[x]$ is a monic polynomial. If $R$ is a chain ring and $f$ is squarefree modulo $p$ then $S=R[x] /(f(x))$ is a finite commutative chain ring.

Lemma 47 Let $R$ be a local ring satisfying char $(R)=p^{m}$ and $f \in R[x]$ is a monic polynomial. If $S=R[x] /(f(x))$ is a finite commutative chain ring then $R / p R$ is a chain ring.

Proof. Assume $R$ is a local ring which is not a chain ring. By Lemma 28, $R \cong G R\left(p^{m}, q\right)\left[y_{1}, \ldots, y_{k}\right] / J$ for some primary ideal $J$, and integers $p, m, q \geq 1$, $k \geq 2$. Since $S$ is a PIR then so too is $S / p S \cong G F\left(p^{q}\right)\left[y_{1}, \ldots, y_{k}, x\right] /(\bar{J}, \overline{f(x)}) \cong$ $A \otimes B$, where $\bar{J}=J / p J, A=G F\left(p^{q}\right)\left[y_{1}, \ldots, y_{k}\right] / \bar{J}$ and $B=G F\left(p^{q}\right)[x] /(\overline{f(x)})$. The ring $B$ is a PIR since it is a homomorphic image of the PIR, $G F\left(p^{q}\right)[x]$. By Lemma 29, if $A=A / p A$ is not a PIR then $A \otimes B \cong S / p S$ is not a PIR which is a contradiction. Hence $A=R / p R$ is a chain ring.

It has not been proved in this thesis that 'if $S=R[x] /(f(x))$ is a finite commutative chain ring then $R$ is not a chain ring'. Therefore Theorems 33 and 45 are only proved for the case when $R$ is a chain ring.

Consider the case when the ideal $I \triangleleft R[x]$ contains several univariate polynomials $I=\left(f_{1}(x), \ldots, f_{r}(x)\right)$. Let $R$ be a finite local ring then $g \in R[x]$ is primary if $(g)$ is a primary ideal in $R[x]$, see [71] p.254. Lemma 48 follows from [71], Theorem 13.11.

Lemma 48 Let $R$ be a finite local ring. Let $f \in R[x]$ be a monic polynomial then $f=\prod_{i=1}^{s} g_{i}$ where the $g_{i}$ are monic primary coprime polynomials, for some integer $s \geq 1$. This factorization of $f$ is unique up to associates. That is, if $f=\prod_{i=1}^{t} h_{i}$ then $s=t$ and after renumbering, $\left(g_{i}\right)=\left(h_{i}\right) \triangleleft R[x]$.

For $R$ a finite local ring, we may now define a greatest common divisor of two monic polynomials $f_{1}, f_{2} \in R[x]$. For $j=1,2$, let $f_{j}=\prod_{i=1}^{s^{(j)}} g_{i}^{(j)}$ where the $g_{i}^{(j)}$ are monic primary coprime polynomials. Define $\operatorname{gcd}\left(f_{1}, f_{2}\right)=\prod_{i=1}^{s} g_{i}^{(j)}$ where $g_{i}^{(j)}$ divides both $f_{1}$ and $f_{2}$. Then by Lemma $48, \operatorname{gcd}\left(f_{1}, f_{2}\right)$ is welldefined and is unique up to associates. Similarly $\operatorname{gcd}\left(f_{1}, \ldots, f_{r}\right)$ is defined for $f_{1}, \ldots, f_{r} \in R[x]$. It is then true that $\left(\operatorname{gcd}\left(f_{1}, \ldots, f_{r}\right)\right)=\left(f_{1}, \ldots, f_{r}\right)$. Therefore the theorems in Chapters 2 and 3 of this thesis which are true for rings of the form $Q=R[x] /\left(f_{1}(x)\right)$ are also true for rings of the form $Q=R[x] /\left(f_{1}(x), \ldots, f_{r}(x)\right)$ where the $f_{i}$ are monic.

## Chapter 4

## Radicals of finite rings and principal ideal rings

This chapter is devoted to several constructions of classes of rings. All rings considered are finite but it is not required that these rings are commutative or contain identity elements. For a class $\mathcal{R}$ of finite rings, necessary and sufficient conditions are given for $\mathcal{R}$ to be a radical class and also a semisimple class. The radical semisimple classes $\mathcal{R}$ of finite rings are characterized along with their subsets $\mathcal{N}_{\mathcal{R}}$ of nilpotent rings. Classes consisting of PIRs are characterized, namely the hereditary and semisimple classes, and the class of all finite commutative PIRs with identity.

### 4.1 Radical classes and semisimple classes of finite rings

We describe radical semisimple classes of finite rings, and describe all radical classes consisting of finite PIRs. All rings considered in this chapter are finite but do not necessarily contain identity elements.

Theorem 49 is a special case of results in [94]. Theorem 50 and Corollary 54 are special cases of results in [83] and [84]. See also [67] and [93]. For the convenience of the reader we provide proofs of Theorem 49, Theorem 50 and Corollary 54 in the special case of a finite ring. The remaining results are new results.

For every finite ring $R$, let $\varrho(R)$ be a certain ideal of $R$. The mapping $\varrho$ is called a radical if it satisfies the following properties:
(M1) $\varrho(R) / I \subseteq \varrho(R / I)$ for every finite ring $R$ with ideal $I$;
(M2) $\varrho(R)$ is the largest ideal among all ideals $I$ of $R$ such that $\varrho(I)=I$;
(M3) $\varrho(R / \varrho(R))=0$ for each $R$.

A ring $R$ is said to be radical or $\varrho$-radical if $\varrho(R)=R$. The class of all $\varrho$-radical rings is called the radical class of $\varrho$.

Theorem 49 A class $\mathcal{R}$ of finite rings, or finite commutative rings, is a radical class if and only if it satisfies the following properties:
(R1) $\mathcal{R}$ is closed for homomorphic images;
(R2) $\mathcal{R}$ is closed for ideal extensions.

Proof. We consider only classes of finite rings since the case of finite commutative rings is similar. The 'if' part. Suppose that a class $\mathcal{R}$ of finite rings satisfies properties (R1) and (R2).

For any ring $R$, denote by $\varrho(R)$ the sum of all $\mathcal{R}$-ideals of $R$.
Consider an ideal $I$ of $R$ which is a sum of two ideals $A, B \in \mathcal{R}$. The ring $(A+B) / B \cong A /(A \cap B)$ is a homomorphic image of $A$, and so it belongs to $\mathcal{R}$ by condition (R1). Since $A+B$ is an ideal extension of $B$ by $A+B / B$, it follows that $A+B$ is in $\mathcal{R}$ by condition (R2).

Given that $R$ is finite, easy induction shows that all sums of $\mathcal{R}$-ideals in $R$ belong to $\mathcal{R}$. In particular, $\varrho(R)$ is a largest $\mathcal{R}$-ideal of $R$. Thus condition (M2) is satisfied.

Let $I$ be an ideal of $R$ such that $I \supset \varrho(R)$ and $I / \varrho(R)=\varrho(R / \varrho(R))$. As we have just proved, both rings $\varrho(R)$ and $\varrho(R / \varrho(R))$ belong to $\mathcal{R}$. Since $I$ is an ideal extension of $\varrho(R)$ by $\varrho(R / \varrho(R)$ ), it follows that $I \in \mathcal{R}$. By the definition of $\varrho(R)$ we get $I \subseteq \varrho(R)$. Hence $I=\varrho(R)$, and so $\varrho(R / \varrho(R))=0$. Thus condition (M3) holds.

Consider a ring $R$ with ideal $I$. Since $\varrho(R) / I \in \mathcal{R}$, it follows that $\varrho(R) / I \subseteq \varrho(R / I)$, i.e., condition (M1) holds.

Conditions (M1), (M2) and (M3) show that $\varrho$ is a radical, hence $\mathcal{R}$ is the radical class of $\varrho$.

The 'only if' part. Let $\mathcal{R}$ be the radical class of a radical $\varrho$.
Take any ring $R$ in $\mathcal{R}$, and let $I$ be an ideal of $R$. Condition (M1) tells us that $R / I=\varrho(R) / I \subseteq \varrho(R / I)$. Hence $R / I \in \mathcal{R}$, and so condition (R1) holds.

Consider a ring $R$ with ideal $I$ such that $I, R / I \in \mathcal{R}$. Condition (M2) implies that $I \subseteq \varrho(R)$. Hence $R / \varrho(R) \cong(R / I) /(\varrho(R) / I)$ is in $\mathcal{R}$, i.e., $\varrho(R / \varrho(R))=R / \varrho(R)$. However, condition (M3) tells us that $\varrho(R / \varrho(R))=0$. Therefore $R / \varrho(R)=0$, and so $R=\varrho(R)$. Thus condition (R2) is satisfied.

A ring $R$ is said to be semisimple or $\varrho$-semisimple if $\varrho(R)=0$. The class of all $\varrho$-semisimple rings is called the semisimple class of $\varrho$.

Theorem 50 A class $\mathcal{S}$ of finite rings, or finite commutative rings, is a semisimple class if and only if it satisfies the following properties:
(S1) $\mathcal{S}$ is closed for ideals;
(S2) $\mathcal{S}$ is closed for ideal extensions.

Note that for arbitrary rings, in contrast to the finite case, a class closed for ideals and ideal extensions need not be a semisimple class (see [38]). Thus the exact analog of Theorem 50 is not true for arbitrary rings.

Lemma 51 Every class closed for ideals and ideal extensions is also closed for finite subdirect products.

Proof. Let $\mathcal{S}$ be a class of rings closed for ideals and ideal extensions. It suffices to consider the case where a ring $R$ is a subdirect product of two rings $R / A, R / B \in \mathcal{S}$, where $A, B$ are ideals of $R$ such that $A \cap B=0$.

Since $(A+B) / B$ is an ideal of $R / B \in \mathcal{S}$ and the class $\mathcal{S}$ is closed for ideals, we see that $(A+B) / B \in \mathcal{S}$. Clearly, $A \cong A / 0=A /(A \cap B) \cong(A+B) / B \in \mathcal{S}$.

Given that $\mathcal{S}$ is closed for ideal extensions and $A, R / A \in \mathcal{S}$, it follows that $R \in \mathcal{S}$. This completes the proof.

Radical classes of arbitrary associative rings closed for finite subdirect products were investigated in [40].

Proof of Theorem 50. We consider only classes of finite rings since the case of finite commutative rings is similar. The 'if' part. Suppose that $\mathcal{S}$ satisfies the properties (S1) and (S2).

For any ring $R$, denote by $\varrho(R)$ the intersection of all ideals $I$ of $R$ such that $R / I \in \mathcal{S}$.

Consider ideals $A, B$ of $R$ such that $R / A, R / B \in \mathcal{S}$. Clearly, $R /(A \cap B)$ is a subdirect product of $R / A$ and $R / B$. Hence $R /(A \cap B) \in \mathcal{S}$ in view of Lemma 51.

Given that $R$ is finite, easy induction shows that $R / \varrho(R) \in \mathcal{S}$.
Clearly, $R / \varrho(R) \in \mathcal{S}$ implies $\varrho(R / \varrho(R))=0$, and so $\varrho$ satisfies (M3).
Denote by $\mathcal{R}$ the class of all rings without nonzero homomorphic images in $\mathcal{S}$.

If $R \in \mathcal{R}$ and $I$ is an ideal of $R$, then $R / I \in \mathcal{R}$, because all homomorphic images of $R / I$ are also homomorphic images of $R$. Thus $\mathcal{R}$ satisfies condition (R1).

Let $R$ be a ring with ideal $I \in \mathcal{R}$ such that $R / I \in \mathcal{R}$. Suppose that a homomorphic image $R / J$ is in $\mathcal{S}$. Given that $\mathcal{S}$ is closed for ideals and $I / J$ is an ideal in $R / J$, we get $I / J \in \mathcal{S}$. By the choice of $I$ it follows that $I / J=0$. Hence $R / J$ is a homomorphic image of $R / I \in \mathcal{S}$, and so $R / J=0$. Therefore $\mathcal{R}$ satisfies condition (R2).

Thus $\mathcal{R}$ is a radical class by Theorem 49 .
Denote by $\varphi(R)$ the largest $\mathcal{R}$-ideal of $R$. By the proof of Theorem 49 the mapping $\varphi$ is a radical. We shall show that $\varphi=\varrho$.

Take any ring $R$ and put $K=\varrho(\varrho(R))$.

Look at any element $r \in R$. Clearly, $r K \varrho(R) \subseteq r K$ and $\varrho(R) r K \subseteq$ $\varrho(R) K \subseteq K$. Hence $(r K+K) / K$ is an ideal of $\varrho(R) / K$. Given that $\mathcal{S}$ is closed for ideals and $\varrho(R) / K \in \mathcal{S}$, we get $(r K+K) / K \in \mathcal{S}$.

Consider the mapping $\alpha: K \rightarrow(r K+K) / K$ defined by $\alpha(x)=r x+K$. We get $\alpha(x y)=r x y+K \subseteq R K K+K \subseteq \varrho(K) K+K \subseteq K$ and $\alpha(x) \alpha(y)=$ $r x r y+K \subseteq R K R K+K \subseteq \varrho(R) K+K \subseteq K$. Hence $\alpha$ is an epimorphism. Let $Z$ be the kernel of $\alpha$. For any $x \in Z, a \in \varrho(R)$, we get $\operatorname{rax} \in \varrho(R) K \subseteq K$ and $r x a \in K \varrho(R) \subseteq K$. Hence $Z$ is an ideal of $K$. Clearly, $K / Z \cong(r K+K) / K \in$ $\mathcal{S}$ and $\varrho(R) / K \in \mathcal{S}$ imply that $\varrho(R) / Z \in \mathcal{S}$. By the definition of $K$ it follows that $K=Z$. Hence $r K \subseteq K$.

Similarly, $K r \subseteq K$. Thus $K$ is an ideal of $R$.
Given that $\mathcal{S}$ is closed for ideal extensions, $R / \varrho(R), \varrho(R) / K \in \mathcal{S}$ yield $R / K \in \mathcal{S}$. The definition of $\varrho(R)$ shows that $\varrho(R)=K$.

Thus $\varrho(\varrho(R))=\varrho(R)$. This means that $\varrho(R) \in \mathcal{R}$. Therefore $\varrho(R) \subseteq$ $\varphi(R)$.

Given that $\mathcal{S}$ is closed for ideals, since $\varphi(R) / \varrho(R)$ is an ideal of $R / \varrho(R) \in$ $\mathcal{S}$, we get $\varphi(R) / \varrho(R) \in \mathcal{S}$. The definition of the class $\mathcal{R}$ implies that $\varphi(R) / \varrho(R)=$ 0 . Hence $\varrho(R) \supseteq \varphi(R)$.

Thus $\varrho(R)=\varphi(R)$. Therefore $\varrho$ is a radical. Evidently, $\mathcal{S}$ is the semisimple class of $\varrho$.

The 'only if' part. Let $\mathcal{S}$ be the semisimple class of a radical $\varrho$. Denote by $\mathcal{R}$ the radical class of $\varrho$.

Consider a ring $R$ with ideal $I$ such that $I, R / I \in \mathcal{S}$. Then $\varrho(R) / I \subseteq$ $\varrho(R / I)=0$ in view of condition (M1), and so $\varrho(R) \subseteq I$. Since $\varrho(\varrho(R))=$ $\varrho(R)$, the condition (M2) yields that $\varrho(R) \subseteq \varrho(I)=0$. Thus $R \in \mathcal{S}$, i.e. condition (S2) holds.

Consider a ring $R \in \mathcal{S}$ with ideal $I$. Suppose to the contrary that $\varrho(I)=$ $J \neq 0$.

For any $x \in R$, it is easily seen that $J$ is an ideal in $J+x J$, and the quotient ring $(J+x J) / J$ is a homomorphic image of $J$. By Theorem 49 we get $J+x J \in \mathcal{R}$.

Similarly, for any $x, y \in R, J+x J$ is an ideal of $J+x J+J y$ and the quotient ring $(J+x J+J y) /(J+x J)$ is a homomorphic image of $J+x J$. Hence $J+x J+J y \in \mathcal{R}$.

It follows from the proof of Theorem 49 that $\varrho(R)$ is the largest $\mathcal{R}$-ideal of $R$. Hence $A=\sum_{x, y \in R}(J+x J+J y) \in \mathcal{R}$. Clearly, $A$ is an $\mathcal{R}$-ideal of $R$. Therefore $\varrho(R) \supseteq A \supseteq J \neq 0$. This contradiction shows that $\mathcal{S}$ satisfies condition (S1), which completes the proof.

Lower and upper radicals of finite rings were considered in [36], but there is no overlap with our results.

For any nonempty set $\pi$ of primes, denote by $\mathcal{N}_{\pi}$ the class of all nilpotent rings whose characteristics are products of primes in $\pi$. If $\mathcal{R}$ is a radical class, then by $\mathcal{N}_{\mathcal{R}}$ we denote the set of all nilpotent rings in $\mathcal{R}$.

For any ring $R$ and prime $p$, put

$$
R_{p}=\left\{r \in R \mid p^{m} r=0 \text { for some } m>0\right\} .
$$

Theorem 52 Let $\mathcal{R}$ be a radical semisimple class of finite rings. Then $\mathcal{N}_{\mathcal{R}}=$ $\mathcal{N}_{\pi}$ for some set $\pi$ of primes.

Proof. Let $\pi$ be the set of all primes $p$ such that $\mathcal{R}$ has a nonzero nilpotent ring whose additive group is a $p$-group.

Let $A \in \mathcal{N}_{\mathcal{R}}$. Then $A=\oplus_{p \in \pi} A_{p}$. Hence all $A_{p} \in \mathcal{R}$ by Theorem 49 . Therefore $A \in \mathcal{N}_{\pi}$, and so $\mathcal{N}_{\mathcal{R}} \subseteq \mathcal{N}_{\pi}$.

For any $p \in \pi, \mathcal{R}$ contains a nonzero nilpotent ring $B=B_{p}$. Hence $0 \neq B / B^{2} \in \mathcal{R}$. Choose a nonzero $x \in B / B^{2}$ with $p x=0$. Then the zero ring $\langle x\rangle$ is in $\mathcal{R}$, because it is an ideal of $B / B^{2}$. Every abelian $p$-group has a chain of normal subgroups with all factors of the chain being groups of order $p$. Therefore if we take any zero ring on a $p$-group, then it has a chain of ideals with all factors isomorphic to $\langle x\rangle$. Given that $\mathcal{R}$ is closed for ideal extensions, we see that $\mathcal{R}$ contains all zero rings on $p$-groups.

Look at $R=R_{p} \in \mathcal{N}_{\pi}$. Let $R^{n}=0$ and $R^{n-1} \neq 0$. Then $\left(R^{n-1}\right)^{2}=0$, and so we have $R^{n-1}, R / R^{n-1} \in \mathcal{R}$. Hence $R \in \mathcal{R}$. Thus $\mathcal{R}$ contains all nilpotent rings whose additive groups are $p$-groups.

Now take any $A \in \mathcal{N}_{\pi}$. Then $A=\oplus_{p \in \pi} A_{p}$ is a sum of nilpotent rings $A_{p} \in \mathcal{R}$. Therefore $\mathcal{N}_{\mathcal{R}} \supseteq \mathcal{N}_{\pi}$. This completes the proof.

Theorem 53 Let $\mathcal{R}$ be a radical semisimple class of finite rings. Denote by $\pi$ the set of primes dividing nonzero characteristics of nilpotent rings in $\mathcal{R}$. Let $\mathcal{M}$ be the set of all matrix rings $M$ over finite fields such that $M \in \mathcal{R}$. Denote by $\mathcal{R}_{\pi, \mathcal{M}}$ the class of all rings $R$ which have an ideal $I \in \mathcal{N}_{\pi}$ such that $R / I$ is a finite direct product of matrix rings in $\mathcal{M}$. Then

$$
\mathcal{R}=\mathcal{R}_{\pi, \mathcal{M}}
$$

Conversely, for every set $\pi$ of primes and every set $\mathcal{M}$ of matrix rings over finite fields, the class $\mathcal{R}_{\pi, \mathcal{M}}$ is a radical semisimple class.

Proof. Take any $B \in \mathcal{R}$. As $\mathcal{R}$ is closed for ideals, the largest nilpotent ideal $N(B)$ of $B$ is in $\mathcal{R}$. Therefore $N(B) \in \mathcal{N}_{\pi}$. Every finite Jacobson semisimple ring is a direct product of finite matrix rings. Therefore $B / N(B)$ is a direct product of matrix rings in $\mathcal{M}$. Thus $\mathcal{R} \subseteq \mathcal{R}_{\pi, \mathcal{M}}$. The reversed inclusion is obvious.

It is routine to verify that $\mathcal{R}_{\pi, \mathcal{M}}$ is closed for ideals, homomorphic images and ideal extensions, and so it is a radical semisimple class by Theorems 49 and 50 .

A radical $\varrho$ is said to be hereditary if $\varrho(I)=I \cap \varrho(R)$ for every ring $R$ with ideal $I$. It is easily seen that a radical is hereditary if and only if its radical class is closed for ideals. Therefore we get the following corollary.

Corollary 54 All hereditary radical classes are precisely radical semisimple classes.

Note that this corollary is not true in the case of arbitrary associative rings. In arbitrary rings radical semisimple classes are precisely the varieties generated by finite sets of finite fields (see [39], [87]). In particular, such radical classes do not contain nonzero nilpotent rings. We see that the situation in the finite ring case is quite different.

Theorem 55 Let $\mathcal{K}$ be a class of finite simple rings. Denote by $\mathcal{R}_{\mathcal{K}}$ the class of all finite rings which have ideal chains with all factors in $\mathcal{K}$. Then $\mathcal{R}_{\mathcal{K}}$ is a radical semisimple class. Conversely, every radical semisimple class coincides with $\mathcal{R}_{\mathcal{K}}$ for some class $\mathcal{K}$ of finite simple rings.

Proof. Given that $\mathcal{K}$ consists of simple rings, it is routine to verify that $\mathcal{R}_{\mathcal{K}}$ is closed for ideals, homomorphic images and ideal extensions. Therefore it is a radical semisimple class by Theorems 49 and 50 .

Conversely, let $\mathcal{R}$ be a radical semisimple class. Denote by $\mathcal{K}$ the class of all simple rings in $\mathcal{R}$. Every finite ring in $\mathcal{R}$ has an ideal chain with simple factors, and by Theorem 49 all these factors are in $\mathcal{R}$, and so they belong to $\mathcal{K}$. Hence $\mathcal{R} \subseteq \mathcal{R}_{\mathcal{K}}$. Clearly, $\mathcal{R}_{\mathcal{K}} \subseteq \mathcal{R}$ by Theorem 49. Thus $\mathcal{R}=\mathcal{R}_{\mathcal{K}}$.

### 4.2 Classes of principal ideal rings

If every ideal of a ring $R$ has one generator, then $R$ is called a principal ideal ring, PIR. A radical is subidempotent if its radical class does not contain any nonzero rings with zero multiplication. A radical is subidempotent if and only if its radical class does not contain any nilpotent rings.

Theorem 56 A hereditary radical of finite rings consists of PIRs if and only if it is subidempotent.

Proof. If a radical is subidempotent and hereditary, then every radical ring is Jacobson semisimple, and so is isomorphic to a finite direct product of matrix rings over finite fields. Therefore all radical rings are PIRs.

Conversely, suppose that a radical is not subidempotent. Then its radical class $\mathcal{R}$ contains a nonzero ring $R$ with zero multiplication. It is clear that $R \times R \in \mathcal{R}$. However, $R \times R$ is not a PIR.

A radical class is supernilpotent if it contains all nilpotent rings. A radical is supernilpotent if its radical class is supernilpotent.

Theorem 57 A semisimple class of finite rings consists of PIRs if and only if its radical is supernilpotent.

Proof. Let $\mathcal{S}$ be the semisimple class of a supernilpotent radical. Take any ring $R \in \mathcal{S}$. Since all nilpotent rings are radical, it follows that $R$ has only zero nilpotent ideals, and so $R$ is a finite direct product of matrix rings over finite fields. Therefore $R$ is a PIR.

Conversely, suppose that $\mathcal{S}$ is a semisimple class of a radical which is not supernilpotent. Then there exists a ring $R \in \mathcal{S}$ with zero multiplication. As above, $R \times R$ belongs to $\mathcal{S}$ but is not a PIR.

If in the definitions above we consider only finite commutative rings, then we get the concepts of a radical of finite commutative rings, and its radical and semisimple classes. The exact analogs of Theorems 49, 50 and Theorem 55 remain valid.

Theorem 58 The class $\mathcal{R}$ of all finite commutative PIRs with identity is a radical class.

Proof. If $R$ has an ideal $I$ with identity then $R$ is isomorphic to the direct product $I \times(R / I)$. Therefore $\mathcal{R}$ is closed for ideal extensions. Theorem 33 of [96] tells us that every ring in $\mathcal{R}$ is a direct product of chain rings. A homomorphic image of a chain ring is a chain ring. Hence $\mathcal{R}$ is closed for homomorphic images. Theorem 49 completes the proof.

## Chapter 5

## Semisimple Artinian semigroup-graded rings

This chapter is devoted to several structure theorems for Artinian semigroupgraded rings. All rings considered are Artinian but it is not required that these rings are commutative or contain identity elements. Consider a semigroup $S$ and an $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with support $\operatorname{supp}(R)$. Two finiteness conditions are considered on $\operatorname{supp}(R)$, (i) $\operatorname{supp}(R)$ intersects a finite number of maximal subgroups of $S$ and (ii) $\operatorname{supp}(R)$ contains a finite number of idempotents. These conditions are used in giving several necessary and sufficient conditions for $R$ to be semisimple Artinian when $S$ is a semilattice, a finite semilattice, an inverse semigroup and a Clifford semigroup. Here $R$ may be a special $B$-graded ring, or a faithful or arbitrary $S$-graded ring. Semigroup identities are given for a semigroup variety $\mathcal{V}$ which ensures that a semigroup algebra $F S$ is semisimple Artinian, where $F$ is a arbitrary field. Most of this chapter appears in [21].

### 5.1 Idempotents and supports

Let $S$ be a semigroup. An associative ring $R=\oplus_{s \in S} R_{s}$ is said to be $S$-graded if $R_{s} R_{t} \subseteq R_{s t}$ for all $s, t \in S$. The support of $R$ is the set

$$
\operatorname{supp}(R)=\left\{s \in S \mid R_{s} \neq 0\right\} .
$$

For a semigroup ring $R=K S$ we have $\operatorname{supp}(R)=S$, so we are interested in finiteness conditions for supports of semigroup-graded rings. One condition of
this sort was obtained in [60], if $S$ entirely consists of idempotents and $R$ is right Artinian, then $\operatorname{supp}(S)$ is finite. (This theorem was generalized in [28] and in [50]).

We shall show that in general the support of a right Artinian semigroupgraded ring may contain infinitely many idempotents. However, if we require that $R$ be a semisimple Artinian ring, then the number of idempotents in $\operatorname{supp}(R)$ is finite. In fact, we shall prove the following stronger theorem.

Theorem 59 Let $S$ be a semigroup. The support of a semisimple Artinian $S$-graded ring intersects a finite number of maximal subgroups of $S$.

Proof. Suppose to the contrary that there exists a semisimple Artinian $S$-graded ring $R=\oplus_{s \in S} R_{s}$ such that the set $M$ of all maximal subgroups intersecting $\operatorname{supp}(R)$ is infinite.

Consider the set $P$ of all right ideals of the form $R_{G S^{1}}=\bigoplus_{s \in G S^{1}} R_{s}$, where $G \in M$. A semisimple Artinian ring is right Artinian and Noetherian, and so it contains only finite chains of right ideals. Hence $P$ does not contain infinite chains. If $P$ has an infinite set of pairwise incomparable elements $R_{G_{1} S^{1}}, R_{G_{2} S^{1}}, \ldots$, then it has an infinite ascending chain $R_{G_{1} S^{1}} \subset R_{G_{1} S^{1}}+$ $R_{G_{2} S^{1}} \subset \cdots$, a contradiction. Therefore $P$ has only finite sets of incomparable elements. The last exercise in [30, § 1.1] tells us that if every chain and every set of pairwise noncomparable elements in a partially ordered set $P$ is finite, then $P$ is finite. Hence there exists an infinite set $N \subseteq M$ such that $R_{G S^{1}}=R_{H S^{1}}$ for all $G, H \in N$.

Consider the set $Q$ of all left ideals of the form $R_{S^{1} G}=\oplus_{s \in S^{1} G} R_{s}$, where $G$ runs over $N$. Since a semisimple Artinian ring is left Artinian and Noetherian, the same argument as above shows that $Q$ is a finite set. Therefore there exists an infinite set $L \subset N$ such that $R_{S^{1} G}=R_{S^{1} H}$ for all $G, H \in L$.

Take any $G, H \in L$. Given that $G$ and $H$ intersect $\operatorname{supp}(R)$, there exist $g \in G, h \in H$ such that $R_{g} \neq 0, R_{h} \neq 0$. Since $R_{g} \subseteq R_{G S^{1}}=R_{H S^{1}}$, we see that $g \in H S^{1}$, and so $g S^{1} \subseteq H S^{1}$, whence $G S^{1}=g G S^{1} \subseteq H S^{1}$. Similarly, $G S^{1} \supseteq H S^{1}$. Therefore $G S^{1}=H S^{1}$. The same reasoning shows that $S^{1} G=S^{1} H$. Thus $G$ and $H$ generate the same left and right ideals in $S$, for all $G, H \in L$.

Thus $L$ is contained in a single $H$-class of $S$. This $H$-class is a maximal subgroup of $S$ by [46], Theorem 2.2.5. Therefore all subgroups in $L$ coincide.

This contradiction completes the proof.

Corollary 60 The support of a semisimple Artinian semigroup-graded ring contains a finite number of idempotents.

Example 61 Let $F$ be field which is a twisted group ring of an infinite group $G$ due to Passman [78]. Clearly, $F$ is $G$-graded, $F=\bigoplus_{g \in G} F_{g}$. Consider the subring $R=F e_{11}+F e_{21}$ of the $2 \times 2$ matrix ring $F_{2}$, where $e_{i j}$ denotes the standard matrix unit. It is easily seen that

$$
R=\left[\begin{array}{ll}
F & 0 \\
F & 0
\end{array}\right]
$$

is a right Artinian ring. Denote by $S$ the set

$$
\{(g, i) \mid g \in G, i=1,2\}
$$

Introduce a multiplication on $S$ putting

$$
\begin{align*}
(g, 1)(h, 1) & =(g h, 1)  \tag{5.1}\\
(g, 2)(h, 2) & =(h, 2)  \tag{5.2}\\
(g, 1)(h, 2) & =(h, 2)  \tag{5.3}\\
(g, 2)(h, 1) & =(g h, 2) . \tag{5.4}
\end{align*}
$$

Then it is routine (although tedious) to verify that $S$ is a semigroup and $R$ is an $S$-graded ring, $R=\oplus_{s \in S} R_{s}$ with components $R_{s}=R_{(g, i)}=F_{g} e_{i 1}$. The support of $R$ is equal to $S$. Clearly, all elements ( $g, 2$ ), $g \in G$, are idempotents. Thus $R$ is a right Artinian $S$-graded ring with infinitely many idempotents in the support.

Next, we obtain conditions sufficient for a graded ring with support intersecting a finite number of maximal subgroups or with finitely many idempotents in the support to be semisimple Artinian.

A semigroup entirely consisting of idempotents is called a band. A commutative band is called a semilattice. Semilattice-graded rings were considered in [25], [45], [54], [88] and other papers.

Theorem 62 For any semigroup $S$, the following conditions are equivalent:
(i) every $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with a finite number of idempotents in the support is semisimple Artinian if and only if all subrings $R_{e}$ are semisimple Artinian for all idempotents e of $S$;
(ii) $S$ is a semilattice.

Proof. $(i) \Rightarrow(i i)$ : First, we'll show that $S$ is a band. Suppose to the contrary that $S$ has an element $x$ such that $x \neq x^{2}$. Denote by $R$ any nonzero ring with zero multiplication. Let $R_{x}=R$, and for $x \neq s \in S$ put $R_{s}=0$. Then $R=\oplus_{s \in S} R_{s}$ is an $S$-graded ring, and $R_{e}=0$ for all idempotents $e \in S$. Therefore condition (i) implies that $R$ is semisimple Artinian. This contradiction shows that $S$ is a band.

If $S$ is not commutative, then it follows from [46], Theorem 4.4.1, that $S$ contains a nontrivial left or right zero band. Assume that $S$ has a left zero subband $L=\{\ell, m\}$. Take any field $F$ and consider the semigroup ring $R=F L$. Let $R_{\ell}=F \ell, R_{m}=F m$, and for $s \in S \backslash L$ put $R_{s}=0$. Then $R=\bigoplus_{s \in S} R_{s}$ is an $S$-graded ring, and for any idempotent $e \in S$ either $R_{e}=0$ or $R_{e} \cong F$. Therefore condition (i) tells us that $R$ is a semisimple Artinian ring. However, $R$ has a nilpotent ideal $\{f \ell-f m \mid f \in F\}$. This contradiction shows that $S$ is a semilattice.
$(i i) \Rightarrow(i)$ : Suppose that $S$ is a semilattice. Consider an $S$-graded ring $R=\bigoplus_{s \in S} R_{s}$ with a finite number of idempotents in the support.

Suppose that $R$ is semisimple Artinian. Pick any idempotent $e$ in $S$. Then the ideal $R_{e S}=\oplus_{s \in e S} R_{s}$ of $R$ is semisimple Artinian, too. It is easily seen that $R_{e}$ is isomorphic to the quotient ring $R_{e S} / R_{e S \backslash\{e\}}$. Therefore $R_{e}$ is semisimple Artinian, as well.

Conversely, suppose that all rings $R_{e}$ are semisimple Artinian for all idempotents $e \in S$. Recall that every semilattice is a partially ordered set with respect to the order defined by $x \leq y \Leftrightarrow x y=x$. Let $|\operatorname{supp}(R)|=n$. By induction we define idempotents $e_{1}, \ldots, e_{n}$. Choose a minimal element $e_{1}$ in $S$ with the property that $R_{e_{1}} \neq 0$. Suppose that idempotents $e_{1}, \ldots, e_{k}$ have already been defined for some $1 \leq k \leq n$. Put $S_{k}=\left\{e_{1}, \ldots, e_{k}\right\}$. Choose a minimal idempotent in $\operatorname{supp}(R) \backslash S_{k}$. It is routine to verify that $R$ has an ideal chain

$$
R_{e_{1}}=R_{S_{1}} \subset R_{S_{2}} \subseteq \ldots \subseteq R_{S_{n}}=R
$$

and each factor $R_{S_{k}} / R_{S_{k-1}}$ is isomorphic to $R_{e_{k}}$ for $k=2, \ldots, n$. Since the class of semisimple Artinian rings is closed for ideal extensions, it follows that
$R$ is semisimple Artinian, as required.

A class $\mathcal{K}$ of rings is said to be $S$-closed if every $S$-graded ring $R$ is in $\mathcal{K}$ provided that all subrings $R_{e}$ are in $\mathcal{K}$ for all idempotents $e$ of $S$ (see [58]). Corollary 60 and Theorem 62 immediately give us the following

Corollary 63 The class of semisimple Artinian rings is $S$-closed if and only if $S$ is a finite semilattice.

### 5.2 Inverse semigroups

A semigroup $S$ is said to be inverse if, for every $s \in S$, there exists a unique $s^{-1} \in S$ such that $s s^{-1} s=s$ and $s^{-1} s s^{-1}=s^{-1}$. Inverse semigroups form an important class arising in many interesting situations (see [79]). Rings graded by inverse semigroups were considered in [61] and [91]. A semigroup is said to be completely regular if it is a union of groups. A Clifford semigroup is an inverse (iompletely regular semigroup. Rings graded by Clifford semigroups have been considered in [4].

Let $B$ be a semilattice. A semigroup $S$ is a semilattice $B$ of subsemigroups $S_{b}$, where $b \in B$, if $S=\cup_{b \in B} S_{b}$ is a disjoint union of the subsemigroups $S_{b}$, and $S_{a} S_{b} \subseteq S_{a b}$ for all $a, b \in B$. Theorem 4.2.1 of [46] tells us that every Clifford semigroup is a semilattice of groups.

Theorem 64 For any semigroup $S$, the following conditions are equivalent:
(i) every $S$-graded ring $R=\bigoplus_{s \in S} R_{s}$ with support intersecting a finite number of maximal subgroups is semisimple Artinian if and only if all subrings $R_{G}=\oplus_{g \in G} R_{g}$ are semisimple Artinian for all maximal subgroups $G$ of $S$;
(ii) $S$ is a Clifford semigroup.

Proof. $(i) \Rightarrow(i i)$ : First, we claim that $S$ is a completely regular semigroup. Suppose to the contrary that $S$ has an element $x$ which does not belong to any subgroup of $S$. Take any ring $R \neq 0$ with zero multiplication.

Put $R_{x}=R$, and for $x \neq s \in S$ put $R_{s}=0$. Then $R=\oplus_{s \in S} R_{s}$ is an $S$-graded ring, and $R_{G}=0$ for all subgroups $G$ of $S$. This contradicts condition (i) and shows that $S$ is completely regular.

If $S$ is not inverse, then it follows from [46], Theorem 5.1.1 (3) and Proposition 2.3.3, that $S$ contains a nontrivial left or right zero band. Assume that $S$ has a left zero subband $L=\{\ell, m\}$. As in the proof of Theorem 62 the semigroup ring $R=F L$ gives us an example of an $S$-graded ring contradicting condition (i). Therefore $S$ is inverse. Thus $S$ is a Clifford semigroup.
$(i i) \Rightarrow(i)$ : Suppose that $S$ is a Clifford semigroup. Consider an $S$-graded ring $R=\oplus_{s \in S} R_{s}$ with support intersecting a finite number of maximal subgroups of $S$. Then Theorem 4.2 .1 of [46] tells us that $S$ is a semilattice $Y$ of groups $G_{y}, y \in Y$. Clearly, $R=\oplus_{y \in Y} R_{G_{y}}$ is a semilattice-graded ring. Theorem 62 shows that $R$ is semisimple Artinian if and only if all the rings $R_{G_{y}}$ are semisimple Artinian for all $y \in Y$.

We shall describe special band-graded rings which are semisimple Artinian rings. The concept of a special band-graded ring was introduced by Munn [72]. Let $B$ be a band, and let $R=\oplus_{b \in B} R_{b}$ be a $B$-graded ring. If each ring $R_{b}$ has identity $1_{b}$, and $1_{a} 1_{b}=1_{a b}$, for all $a, b$, then the ring $R$ is called a special band-graded ring or a special $B$-graded ring. If $B$ is a semilattice, then all special $B$-graded rings are strong semilattice sums of rings (see [25] for a definition).

Theorem 65 Let $B$ be a band, and let $R=\oplus_{b \in B} R_{b}$ be a special $B$-graded ring. Then $R$ is semisimple Artinian if and only if $B$ is a finite semilattice and all components $R_{b}, b \in B$, are semisimple Artinian.

We need two lemmas from [57]. Recall that a rectangular band is a band satisfying the identity $x y x=x$.

Lemma 66 ([57], Lemma 2) Let a band $B$ be a semilattice $S$ of rectangular bands $H_{s}, R=\oplus_{b \in B} R_{b}$ a special band-graded ring, $1_{b}$ the identity of $R_{b}$. For each $s \in S$ choose an element $h_{s}$ in $H_{s}$ and set

$$
Q_{s}=\bigoplus_{b \in H_{s}} R_{b}, I_{s}=\left\{x \in Q_{s} \mid 1_{h_{s}} x 1_{h_{s}}=0\right\}, I=\bigoplus_{s \in S} I_{s}
$$

Then $I$ is a locally nilpotent ideal of $R$. The quotient ring $R / I$ is a special $S$-graded ring $R / I=\oplus_{s \in S} F_{s}$, where $F_{s} \cong R_{h_{s}}$. The ideal $I$ and rings $F_{s}$ do not depend on the choice of the elements $h_{s}$. Besides, $I_{s}^{3}=0$ for every $s \in S$.

Lemma 67 ([57], Lemma 4) Let $S$ be a finite semilattice and $R=\oplus_{s \in S} R_{s}$ a special semilattice-graded ring. Then $R$ is isomorphic to the direct product $\Pi_{s \in S} R_{s}$.

Proof of Theorem 65. If $B$ is not a semilattice, then $R$ contains a nonzero locally nilpotent ideal $I$ by Lemma 66. Hence $B$ is a semilattice. Theorem 4 of [57] tells us that $B$ is finite. Lemma 67 says that $R$ is isomorphic to the direct product $\prod_{b \in B} R_{b}$. Therefore $R$ is semisimple Artinian if and only if all the $R_{b}$ are semisimple Artinian.

A Brandt semigroup is an inverse completely 0 -simple semigroup. (A semigroup is completely 0 -simple if it has no proper nonzero ideals). Wauters and Jespers [91] proved that, for every Brandt semigroup $S$ with a finite number of idempotents, an $S$-graded ring $R$ is semisimple Artinian if and only if $R$ is semiprime and all group-graded subrings $R_{G}$ are semisimple Artinian for all maximal subgroups $G$ of $S$ ([91], Theorem 3.5). We describe all inverse semigroups $S$ satisfying this property.

We say that the grading is faithful if, for any $s, t \in S$ and $r \in R_{s}$, each of the equalities $r R_{t}=0$ and $R_{t} r=0$ implies that $r=0$, (see [29] and [61]).

Theorem 68 Let $S$ be an inverse semigroup, and let $R=\oplus_{s \in S} R_{s}$ be a faithfully $S$-graded ring with a finite number of idempotents in the support. If $R_{G}$ is semisimple Artinian for all maximal subgroups $G$ of $S$, then $R$ is semisimple Artinian.

Proof. Given that $S$ is inverse, the main theorem of [61] tells us that if all the $R_{G}$ are semisimple, then $R$ is semisimple.

We proceed by induction on the number $n$ of idempotents in the support of $R$.

Suppose that $n=0$. If $R_{s} \neq 0$ for some $s \in S$, then the equality $s s^{-1} s=s$ implies $R_{s} R_{s^{-1}} R_{s}=R_{s}$, because $R$ is faithfully graded. Hence $R_{s^{-1}} R_{s} \neq 0$, and therefore $R_{s^{-1} s} \neq 0$. This contradicts the fact that $s^{-1} s$ is an idempotent. Therefore $R=0$, and the assertion is trivial.

Next, assume that $n \geq 1$. Take a ring $R=\oplus_{s \in S} R_{s}$ such that the number of idempotents in $\operatorname{supp}(R)$ equals $n$.

Choose an element $m \in \operatorname{supp}(R)$ such that the ideal $M=S^{1} m S^{1}$ is minimal. Denote by $N$ the set of all nongenerating elements of $M$. Clearly, $R_{N}=0$ by the minimality of $m$, and so we may factor out $N$ in $S$ and assume that from the very beginning $N=0$. Then $M=M / N$ is a 0 -simple semigroup by [46], Proposition 3.1.5.

For any idempotent $0 \neq e \in M$, there exist elements $a, b \in M$ such that $a e b=m$. Hence $R_{a} R_{e} R_{b}=R_{m}$, and so $R_{e} \neq 0$, i.e., $e \in \operatorname{supp}(R)$. Therefore $M$ has a finite number of idempotents; whence it has a primitive idempotent and is a completely 0 -simple semigroup by [46], Theorem 3.3.3 (4). Thus $M$ is a Brandt semigroup by [46], Theorem 5.1.8.

For any $0 \neq s \in M$, there exist $a, b \in M$ such that $m=a s b$. Hence $0 \neq R_{m}=R_{a} R_{s} R_{b}$, because $R$ is faithfully graded. Therefore $R_{s} \neq 0$ for all $s \in M$. It follows that $M$ has a finite number of idempotents.

Given that $R_{G}$ is semisimple Artinian for all maximal subgroups $G$ of $M$, it follows from [91], Theorem 3.5, that $R_{M}$ is semisimple Artinian.

Clearly, $R_{M}$ is an ideal of $R$, and $R / R_{M}$ is an $S$-graded ring with $\operatorname{supp}\left(R / R_{M}\right) \subseteq \operatorname{supp}(R) \backslash M$. Therefore $R / R_{M}$ has fewer than $n$ idempotents in the support. By the induction assumption $R / R_{M}$ is semisimple Artinian. Since the class of semisimple Artinian rings is closed under ideal extensions, it follows that $R$ is semisimple Artinian, too. This completes the proof.

Theorem 69 For any inverse semigroup $S$, the following conditions are equivalent:
(i) every $S$-graded ring $R=\oplus_{s \in S} R_{s}$ is semisimple Artinian if and only if $R$ is semiprime and all subrings $R_{G}=\oplus_{g \in G} R_{g}$ are semisimple Artinian for all maximal subgroups $G$ of $S$;
(ii) $S$ has a finite number of idempotents.

Proof. (i) $\Rightarrow$ (ii): Suppose that every $S$-graded ring $R$ is semisimple Artinian if and only if $R$ is semiprime and all subrings $R_{G}$ are semisimple Artinian for all maximal subgroups $G$ of $S$. We'll show that $S$ has a finite number of idempotents.

Denote by $E$ the set of all idempotents of $S$. Let $F$ be a field, and let $R=\prod_{e \in E} R_{e}$ be a direct product of isomorphic copies $R_{e}$ of $F$. For all
$s \in S \backslash E$, put $R_{s}=0$. Then it is easily seen that $R=\bigoplus_{s \in S} R_{s}$ is an $S$-graded ring. Clearly, $R$ is semiprime. If $G$ is a maximal subgroup of $S$ with identity $e$, then $R_{G}=R_{e} \cong F$ is semisimple Artinian. Hence $R$ is semisimple Artinian by condition (i). It follows that $R$ is a finite direct product of the fields $R_{e}$. Therefore the set $E$ is finite.
(ii) $\Rightarrow(i)$ : Let $S$ be an inverse semigroup with a finite number, say $n$, of idempotents. Fix an $S$-graded ring $R=\bigoplus_{s \in S} R_{s}$. We must verify that $R$ is semisimple Artinian if and only if it is semiprime and all subrings $R_{G}=\bigoplus_{g \in G} R_{g}$ are semisimple Artinian for all maximal subgroups $G$ of $S$. We proceed by induction on $n$.

If $n=1$, then $S$ is a group and condition (i) holds.
Suppose that $n>1$. Note that if $S$ is a completely 0 -simple semigroup, then $S$ is a Brandt semigroup by [46], Theorem 5.1.8; whence any $S$-graded ring is a generalized matrix ring, and so condition (i) follows from [91], Theorem 3.5. So we assume that $S$ is not completely 0 -simple. Consider two possible cases.

Case 1. $S$ is a semigroup with zero. Every ideal of an inverse semigroup is generated by idempotents in view of [46], Theorem 5.1.1. Given that $S$ has only a finite number of idempotents, it has a minimal nonzero ideal $M$. Since $M$ has a finite number of idempotents, it follows from [46, §3.2] that $M$ is a completely 0 -simple semigroup. Therefore $M$ is a proper ideal of $S$. Hence the induction assumption applies to $M$ and to $S / M$. Note that $R / R_{M}$ is an $S / M$-graded ring.

Suppose that $R$ is semisimple Artinian then $R$ is semiprime. Take any maximal subgroup $G$ of $S$. First, consider the case where $G$ is a subgroup of $M$. Since $R_{M}$ is an ideal of $R$, it is also semisimple Artinian, and by the induction assumption $R_{G}$ is semisimple Artinian. Second, consider the case where $G$ does not belong to $M$. Then $G$ is a maximal subgroup of $S / M$. Since $R / R_{M}$ is a semisimple Artinian $S / M$-graded ring, the induction assumption implies that $R_{G}$ is semisimple Artinian, again.

Conversely, suppose that $R$ is semiprime and all $R_{G}$ are semisimple Artinian for all maximal subgroups $G$ of $S$. Since $R_{M}$ is an ideal of $R$, it is also semiprime by [38], Example 2.5(ii). By the induction assumption $R_{M}$ is a semisimple Artinian ring. Since $R_{M}$ has an identity, $R$ is isomorphic to a direct product of $R_{M}$ and $R / R_{M}$. Hence $R / R_{M}$ is semiprime, too. All maximal subgroups of $S / M$ are maximal subgroups of $S$. Therefore the induction assumption yields that $R / R_{M}$ is semisimple Artinian. Since the class
of semisimple Artinian rings is closed for ideal extensions, $R$ is semisimple Artinian, as required.

Case 2. $S$ has no zero. Denote by $K$ the kernel of $S$. It follows from [46], Proposition 3.1.4, that $K$ is a simple semigroup. Since it has a finite number of idempotents, it is a completely simple semigroup. Given that $K$ is inverse, [46], Theorem 5.1.1(3), implies that $K$ is a group.

Suppose that $R$ is semisimple Artinian. Then $R$ is semiprime. Take any maximal subgroup $G$ of $S$. If $G=K$, then $R_{G}$ is semisimple Artinian, because it is an ideal in $R$. If $G \neq K$, then $G$ is a maximal subgroup of $S / K$. Since $S / K$ is a semigroup with zero, and so is covered by Case 1 , and $R / R_{K}$ is an $S / K$-graded semisimple Artinian ring, it follows that $R_{G}$ is semisimple Artinian.

Conversely, suppose that $R$ is semiprime and all $R_{G}$ are semisimple Artinian for all maximal subgroups $G$ of $S$. Since $K$ is a maximal subgroup of $S$, $R_{K}$ is semisimple Artinian, and so it has an identity. Hence $R$ is isomorphic to the direct product of $R_{K}$ and $R / R_{K}$. In view of Case 1 , since $S / K$ is a semigroup with zero and $R / R_{K}$ is an $S / K$-graded ring, we see that $R / R_{K}$ is semisimple Artinian. Therefore $R$ is semisimple Artinian, too. This completes the proof.

If $p$ is a positive integer, then a group is called a $p^{\prime}$-group if it has no elements of order $p$. For convenience, we shall call all groups $0^{\prime}$-groups.

A class of all semigroups satisfying a certain set of identities is called a variety. The investigation of semigroup varieties is one of the most important directions of semigroup theory (see [85], [86]). Therefore it is interesting to determine whether it is possible to find semigroup identities which ensure that a semigroup algebra is semisimple Artinian. This is accomplished in the following theorem.

Theorem 70 Let $\mathcal{V}$ be a semigroup variety, and let $F$ be a field of characteristic $p \geq 0$. Then the following conditions are equivalent:
(i) for every finite semigroup $S \in \mathcal{V}$, the semigroup algebra $F S$ is semisimple Artinian;
(ii) all semigroups in $\mathcal{V}$ are semilattices of $p^{\prime}$-groups;
(iii) $\mathcal{V}$ satisfies the identities $x^{m+1}=x$ and $(x y)^{m}=(y x)^{m}$, where $m$ is an integer not divisible by $p$.

Proof. We shall prove implications $(i) \Rightarrow(i i)$ and $(i) \Rightarrow(i i i)$ simultaneously.

Take the free semigroup $F_{1}$ of rank one in $\mathcal{V}$. Let $x$ be the free generator of $F_{1}$. If $x \notin x F_{1}$, then $\mathcal{V}$ contains the two-element semigroup $Z_{2}=F_{1} / x F_{1}$ with zero multiplication. The semigroup algebra $F Z_{2}$ is not semisimple: its radical contains $x-x^{2}$. This contradiction shows that $x \in x F_{1}$. Hence there exists a positive integer $m$ such that $x^{m+1}=x$. Therefore $F_{1}$ is a group of order $m$. If $m$ is divisible by $p$, then the radical of the group algebra $F F_{1}$ contains $x+x^{2}+\cdots+x^{m}$, a contradiction. Therefore $m$ is not divisible by $p$, and $\mathcal{V}$ satisfies the identity $x^{m+1}=x$.

If $L=\{a, b\}$ is a left or right zero band, then the semigroup algebra $F L$ is not semisimple: its radical contains $a-b$. Therefore $\mathcal{V}$ does not contain nontrivial left and right zero bands. Theorem 4.1.3 of [46] tells us that $S$ is a semilattice of completely simple semigroups. Every completely simple semigroup is a rectangular band of groups. If a completely simple semigroup is not a group, then it follows from [46], Exercise 2.6.3, that it contains a nontrivial left or right zero band. This contradiction shows that $S$ is a semilattice of groups. Since these groups satisfy the identity $x^{m+1}=x$ where $m$ is not divisible by $p$, it follows that they are $p^{\prime}$-groups. Therefore $S$ is a union of $p^{\prime}$-groups. Thus condition (ii) holds.

Consider the free semigroup $F_{2}$ of rank two in $\mathcal{V}$. Let $x, y$ be the free generators of $F_{2}$. Given that $F_{2}$ is a semilattice of groups, it is clear that $x y$ and $y x$ belong to the same maximal subgroup $G$ of $F_{2}$. By the identity $x^{m+1}=x$ the elements $(x y)^{m}$ and $(y x)^{m}$ are both equal to the identity of $G$. Hence $(x y)^{m}=(y x)^{m}$, and so $\mathcal{V}$ satisfies the identity $(x y)^{m}=(y x)^{m}$. Thus condition (iii) holds.
$(i i i) \Rightarrow(i i)$ : Suppose that $\mathcal{V}$ satisfies the identities $x^{m+1}=x$ and $(x y)^{m}=$ $(y x)^{m}$ for a positive integer $m$ not divisible by $p$. Take any semigroup $S$ in $\mathcal{V}$. The identity $x^{m+1}=x$ shows that $S$ is a union of $p^{\prime}$-groups. Therefore $S$ is a semilattice of completely simple semigroups. The identity $(x y)^{m}=(y x)^{m}$ implies that $S$ does not contain nontrivial left or right zero bands. As above, all completely simple semigroups without nontrivial left and right zero bands are groups. Therefore $S$ is a semilattice of $p^{\prime}$-groups.
$(i i) \Rightarrow(i)$ : Take a finite semigroup $S$ in $\mathcal{V}$. Let $S$ be a semilattice $Y$ of $p^{\prime}$ -
groups $G_{y}$, where $y \in Y$. Then $F S=\bigoplus_{y \in Y} F G_{y}$ is graded by the semilattice $Y$. By Maschke's theorem the group algebras $F G_{y}$ are semisimple. Therefore $F S$ is semisimple by [88], Theorem 1. Every semisimple finite dimensional algebra is semisimple Artinian. This completes our proof.
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