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ABSTRACT

- Non-zero offset raypath tracing of primary P weves.over a
suite of geologically eomplexbtwo—dimensional models illustrates
that large errors occur in the conversion of stacking velocities
ito*vertical Ve10cities. Consequently (1) stacking velocities
may not be coﬁsistent for‘eeismic lines shot over the same
area for differeht.field configurations, (2) stacking velocities
can vary greatly for a given spread length and different shot
offsets, (3) rapid laterai changes in stacking velocities due
to geelogical factors may disguise velocity information from
horizons overlain by irregularities, (4) the customary assumption
that stacking velocities approximate root mean square velocities
is net valid in areas df geological complexity, (5) ficfitious ‘
time shifts and consequent timing and velocity errors are
introduced when conventional replacement statics are used, and
(6) statics are time variant and surface inconsistent so that
appropriate corrections should be made according to layer depth.

'Simple mathematical expressionslére derived for velocity and

depth migration determination in both steeply dipping and

complicated overburden environments.

Model studies show that the amplitude, frequency and

wavelet characteristics of a reflector are dependent on both the
reflector andvoverlying formations and.may preclude definition

of the reflecting surface. The use of CDP methods is detrimental
in preserving'these essential parameters. Interference due to
thin layers results in reflectivities, transmissivities and

mode conversion that depend on thevlayerihg properties, frequency
and angle of thevincident plane wave. Increased resolution of

thin beds can be obtained by using the converted PS or SS waves.
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~I. INTRODUCTION

This-investigation of seismic wave propagation through
geologically complexpregions.began at a time when CDP based
wave equation migration was gaining popularity .amongst
'exploratiOn.geophySicistsdand problems'withvmigration in

complex regions were becoming apparent . Migrated reflection

- events whlch appeared on a seismic section rarely corresponded"=-

to their true position in space. 1In areas of moderate dip
(up to 10°) the seismic4section approximated the structure
with Sufficient accuracy to be acceptable.' For example the
distortiontoffanticlinal limbs_in simplyefolded sections was
Aacceptable because thefimportant crestal positions are
horlzontal and were thus correctly pos1t10ned

Coherent seismic events could be transformed to approx-_
1mate the true sectlon by manual mlgratlon technlques such as
using raypath charts (Dobrln 1976, p.240) or.by‘collapslng
‘dlffractlon curves (Hagedoorn, 1954). Rapid advancementvin
migration~techniquesAbeganuwith‘thevintroduction of solutions
u;thewaveieduation to implement the'migration process.
Claerbout, in a series of papers (Claerbout, 1970, 1971
Claerbout'& Johnson,»1971* Claerbout & Doherty, 1972),out11ned
' a procedure for propagatlng a wave f1e1d us1ng f1n1te
dlfference approx1mat10ns to the wave equatlon to pos1t10n
,the“sourcevof.the reflected and dlffracted seismic events.
Later researchers‘have:extended theﬁiimits and increased the
' speed of Claerbout s process (e g. Alford et aZ., 1974)
Lowenthal etvql (1976) have descrlbed the llmlts and errors

of.theimethod.



Velocity information in an undriiled region is determined
from stécking Velocifies or by inversion techniques (e.g. Seislog).
Dix (1955) developed graphical techniques fof determining inter-
val and,rms velocities. The process has since been automated by
~performing hyperbolic searches for.the maximum semblance of-
.coherent events for,CbP gafhered’traces (Taner & Koehler,

1969). When used to convert the time section to a depth
Vsection these resulting stacking velocities yield depths which
are too large. A1—Chaiabi (1973) found that stacking
velocitiés Were accurate/tb better than 1 pefcent whén.the
spread length/depth ratio did not exceed unity. ﬁe also

noted (Al-Chalabi, 1974) that thé difference between stackingv
velocities and rms velocities increased with increasing

offset.

IT. AIMS

Determinatibn of a true depth picture and implementation
of the wave equation migration procedure requires an accurate
knowledge of fhe velocity variatioﬁs within the earth. Thus
this thesis was directed at the crucial velocity determination
procedures and consideration of the implications of any
deviations from accepted theory.

The aims of this thesis are:

(i) to study the effect of non-horizontal anisotropic
velocity layering on the conversion of stacking velocities
to vertical Qelocities by ray tracing:

(ii) to stﬁdy the'effect>of field configuration induced errors

on stacking velocities;



(iii) to investigate alternatives to-the‘conventional
replacement statics techniqﬁesf These techniques
“introduce possible time shifts,itiming and velocity
érrors for long spréads or in regions of irregular near

surface geology. Residual statics may also be time
~ variant and éurface ihConéistent;

(iv) to use modelling techniques to detérmine the dependencé
of the amplitude, frequency and Wavelét characteristics
of an arrival on the section complexities and geological
qonditions at‘thé reflector;

(v) to study the nature of reflections from thin layers
+and develop possible techniques for the extraction of

the'characteristics(of these layers from the time

traces; and

(vi) to derive mathematical expressions for calc¢ulating
velocity distributions and for performing depth migration

" in complex geological situations.

Initially it was hoped.to apply some of the techniques
developed to conventional field data but approaches tQ the
Australian compénies or subsidiaries of Broken Hill Proprietary
Co. Ltd., Delhi International Oil Corporation, Esso Australia |
Ltd., Shell Deveiopment Pty. Ltd., Utah Development Company,
West. Australian Petroléum Pty. Limited, and Woodside
Petroleum-Development Pty. Ltd. to obtain CDP gathered field
tapes were unsuccessful. lowever field situations on sections
supplied by Esso Australia Ltd. and West Australian Petroleum

~Pty. Limited were used to guide the formulation of models.
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ERRORS IN VELOCITY CONVERSION FOR SIMPLE GEOLOGICAL STRUCTURES
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I. INTRODUCTION

Interpretation of seismic reflections and their
conversion to depth remains a key nroblem in seismic explor-
ation - especially in geologically complex areas. The
difficulty . of correctly interpreting geoiogical structures
~on time sections was illustrated by May & Hron (1978).
Existing_velocity estimation techniques based on layered media‘
assumptions (Schneider & Backus, 1968; Taner & Koehler, 1969)
are downgfaded as the reflectors become cnrved or discontinuous
(Taner et al., 1970; Miller, 1974).

| The need for accnrate velocity information and discrim-
ination between primary and multiple reflections has prompted
the use of the common,debth point (CDP) method, often
with | 1arge'shot—geophone offsets.' Large offsets result in
improved accuracy in the normal moveout (NMO) cofreotions, due
to‘the large moveout, with resultant improved velocity deter-
mination. |

Levin (1971) showed that the NMO velocity obtained for a
dipping interface overlain by a uniform medium, is always |
greater than the true medium‘velocity and is

‘ - -V _ -
YNMO cos ¢ _ - (1)

where ¢ is tne dip of the reflectof‘

'V is the true velocity.
For layered models With reflectors of arbitrary dip and
‘cutvatnre equation-(lj often provides the only correction
needed to obtain tfue velocities from NMO velocities, provided

the seismic data allows computation of the dip.



2.2

In the presence of near-surface anomalies or where lateral
velocity anomalies at depth have dimensions of the order of a
CDP gather, large errors may occur in moveout based velocity
estimates;. As the spread is moved across such an anomaly
'differentiai traveltime variations are introdﬁced at varying
offsets within the CDP set, producing residual moveout errors.

Stadking velocities derived from the NMO correction
of CDP gathers need have no physical relationship to.
the true veioéity diétribution below the gather location.

They are merely a variable defining the hyperbola which best

fits the reflection alignment. For uniform.horizontal layers
and small offsets the stacking velocity approximates the rms

velocity (Dix, 1955).

Shah &vLeVin (1973) éxamined the nature of the time-
distance curves-ahd véloéities determined for models with
sub-surface beds separated b& plane-horizontal interfaces
‘and noted that the NMO velocity increased monotonically
as the sbread length ianeased.

The arrival.time (Tx) for various offsets (X) can be

given by an infinite series of the form

sz = C; + C,X% + C3X* + CuX* ... (2)

(Taner & Koehler, 1969)

where the coefficients C;, Cz, C;3;, depend on layer thicknesses
vand interval ?elopities.‘ | |

| Brownv(1969),'using_horizontally layered earth models,
noted-thét éven for long offsets the straight ray computatioh
(two term truncation of the series expansion in equation 2)
provided sufficient accuracy for éalculating rms velocities

for seismic exploration purposes. Most existing stacking



veiocity techniques are baséd on this truncation. 'The

sfacking velocity equals the rms velocity only where the earth -
is homogeneous and the higher order terms in the series are
Zero. Shah & Levin (1973) and_Al—Chalabi_(1973, 1974)

studied the effect on moveout velocities if further terms

are included in the expansion. Shah & Levin generated
horizontaliyvlayered sub-surfaces and noted that errors were
less than 2 percent when a three-term expénsion for Tx? was
used.

.After,studying over 1000 model cases with randomly
generated velocities, Al- Chalabl (1973) found that when the
spread length/depth ratio did not exceed unlty all results
were accurate to better‘than 0.5 percent. When the spread
length/depth ratio increased to two none of the two-term
truncation résults were accurate to‘better'than 3 percent.
Al-Chalabi also showed that in 97 percent of these
cases, a three-term truncation wés sufficient to impro&e the
accuracy to better than 1 percent.

Al-Chalabi (1974) noted that the dlfference between the
stacklng ve1001ty and rms. ve1001ty increased with 1ncreas1ng
offset and decreased with increasing depth.

Levin (1979)'noted.that.the ? Wave moveout velocity found
frém surface Seismic data can deviate from.the vertical P wave
velocity to a §a1ue'appf0aching the horizontal P wave velocity,
the actual véiue depending‘on the elastic parameters and the
séread léngth used for velocity determination. Levin studied
wéve propagation in transversely isotropic solids and

concluded that:



1) as long as the amount of anisotropy is less than 15
percent T?-X? pldts are straight lines that yield moveout
velocities 1yihg between the velocities for primary (P)
wave travél in the hérizontal and vertical directions;

2) for small anisotropy'and‘short spreads thé P wave velocity
found from a T2-X2 plot is the P wave véiocity in the
vertical direction; and

3) for large P wave anisotropy and greatly difterent values
for Poisson's ratio, T?-X2 data do not define a straight
1ine. |

In complex areas‘migration techniques have been used to
take into'account the deviation in raypaths (Gardner et al.,

1974; Schneider, 1971; Erench, 1974) . Veiocity interpretation

based on migrated data (Claerbout & Doherty, 1972; Sattlegger

& Stiller, 1974; Schultz & Claerbout, 1978)‘has also helped

reduce compiiéations. In addition, Doherty & Claerbout (1976)

showed that when data is migrated prior to velbcity analysis,

refléctérs of arbitrary curvature can be treated aé horizontal
layers in velocity estimation procedures. They used finite

difference approximationslto the wave equation to derive a

struéture—independent velocity estimator for such models.

.The difficulties of correctly interpreting geoiogical
structures bn time seétioﬁs (May & Hron, 1978) and the poteﬁtial
errors in existing Veiocity techniques for curved or discontin-
uous reflectors (Miller, 1974) illustrate that problems may
occur in complex geological areas. Consequently an analysis has.
been made of the precise contribution of these features on
fairly "normal" interpretations and the impact on interpretation

reliability.



- II. SPREAD DESIGN PHILOSOPHY

'Tﬁe follbwing requirements need to be satisfied in
‘designing the field layout for CDP data collection:
1) attenuate multiples,
2) improve the signal-to-noise ratio,
3) avoid strong cohereht noise,
4) retain vital shallow reflections, and
5)‘ obtain reliable Velocity information.
N The seismic'system'is limited by thé dynamic range of the
recérding instrumenﬁs and consequently the overall requifement
is to record target'reflections, however éontaminated, within
this range. |
Figure 2.1 feprésentslan idealised refiection profile.
‘_‘The straightyline segments Vl‘to Vy correspbnd to refractions
from surface layers. P; to P, are reflections from dépth
while M,  is a.multiple of the reflection P,.
Attenuation of multiple reflections is accomplished by
‘the use Qf long spreads so that there is é large difference
in residual movéoﬁt between the multiple and primary events
(a on Figure 2.1). Strong‘coherent noise can be avoided by
an appropriate choiée of offset (b on Figure 2.1). This will
indirectly improve the signal-to-noise ratio. The signal—to—
noise ratio can also bevincreased by increasing the CDP fold.
‘To fecord the shallow reflections it is imperative that the
offset between the shot and nearest geophone bevsmall (c in
Figure 2.1). It mﬁst be noted that at early times stretching
distortions due to NMO correction may be such that only a
few traces may be stacked.

To obtain reliable velocity information long spreads are

‘necessary, especially in high velocity regions. In such
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Fig. 2.1 Idealiscd view of a reflection profile. The
straight line segmeonts V,; to V, represent refractions from
surface layers, P; to P, are reflcctions from depth, while
M, is a multiplc of reflection Fa.
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Fig. .2 Schematic geological section depicting areas for
velocity analysis (regions 1, 5 and 6). Areas 2, 3 and 4
sliould be avoided.
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areas and at long distances strong, straight line coherent
noise occurs (d on Figure 2.1) so that the outer traces may

have to be muted.

ITI. VELOCITY MEASUREMENTS AND SOME GEOLOGICAL CONSTRAINTS
. .

If stacking velocities are to approXimate’rms velocitiesf
very careful selection of the velocity gather locaiion is
‘required. Henée'- | ﬁ
1) Analyses are positioned at the crests and troughs of folds
whepe,conditions approximate uniformvhorizontal layering
(1 on Figure.2.2). Velocity determinations on the flanks
(6 on Figure 2.2) yield veiocity distributions Which are
unrealistically high (Levin, 1971);

2) Gather loéations at leveis where raypaths havé passed
through faulted or otherwise disturbed zones (area 2 on

'Figuré 2.2) are to be avoided. Within this constraiht an
analysis each side of the fault should be made ;

3) . Analysis at levels where there is obvious interference,

for examble pihchouts (area 3 on Figure 2.2), is to be avoided,;
4) Locations where raypaths pass through an obvious near-
surface anomaly (area 4 on Figure 2.2) should also be avoided;

5) Velocity determinations over areas where fragmentary
reflections are Qisible at depth (5 on Figure 2.2) may have to be

used if they provide the only velocity information at depth; and

6) Other 1ocations should be selected with discretion.

The determination of velocity is critically sensitive to

overbﬂrden complications. The following points (Anstey, 1977),

are generally considered to be true:

a) a local velocity anomaly results in a static variation in

e

stacking velocity for horizons below the anomaly,
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b) the largest variations of stacking velocity occur in zones
below the ends of anomaiies, |
'c) the variations grow'in'magnitudé and horizontal extent
with depth below the anomaly, .
d) if.dib develops at depth, without lateral change of
interval velocity in any layer, then the ”depth.point” for
the far traces of tﬁe gather move up dip, the - NMO
(AT) decreases accordingiy and tﬁe stacking velocity increases
"from its 'correct'" value,
e) if there is no dip, but a smooth .lateral change of
interval velocity in any layer, the far trace 'depth point"
on deeper layers moves in the direction of the lower velocity,
AT decreases and the stacking velocity increases from its
"correct'" value,
f) in the.general case involving both dip and lateral velocity
dhange, the final effect on stacking velocities is an amalgam
of both effécts, and
. g) whenever a more abrupt change of interval velocity occurs

very large swings of stacking velocity occur.

1

IV. GEOLOGICAL MODELS AND VELOCITY DETERMINATIONS

The author has develobed a two-dimensional ray trécing
'program'(Appendix 1) that allows curved reflectors and lateral
velocity variations. Using this program model studies have
outlined variations in stacking velocity due to geological
: struéture and spread configuration, _Two potential geological
causes for velocity‘variétions aré defined:

1. Errors in\stacking veloéity due to differences between

.

true-vertical time and zero offset time.



For.the purposes of this thesis this is cailed the
‘migration problem. Consider the case where the zero offset
‘ray arrives earlier than the true vertical ray. All the--
non-zero dffset rays'will arrive earlier than those for the
common reflection point (CRP) below the gather. Hence the
sﬁacking velocity as détermined froﬁ a T?-X? graph (taken'as
thé square root of the reciprocal of the slope of a least
squares straight line through points on the graph) will be
greater than that for the case of a CRP below the gather
(Figure 2.3). |
2. Errors in stacking velocity due to static variations as
a result of bverburden complications.

Consider  the case_(B) shown in Figure 2.4. The outer.
tracés'pass thréqghﬂa lateral inhomogeneity,vwith higher
velocity than tﬁé surfounding material. The time of arrival
'éfvthé.'far  traces is reiatively early, so that the least
squares best fit line differs from that for the homogeneous
case [case (A)]. Thus in this situation the stacking velocity
is larger than for the homogeneous case. - This is called "
the raypath distortion problem.

Offset andepread length induced velocity vériations
result from migrationland raypath distortion problems.
Consider the case where raypath distortions produce earlier
arri§a1 times for the: far trages than would be expected for‘
a hofizonfgl layéred-case"[case (A) in Figure 2.5]. For the
situationvinfwhich shdft_and long spreadsvhave the same
vshot—first receiver offset it is noted that the stacking
velocity dete?minedifor the short spread is less than that for

the long spread. Where'the arrival times of the far traces
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I'ig. 2.3 Schematic geological section showing actual raypaths (solid
lines) and hypothetical raypaths for a vertical CRD (dashed lines).
Corresponding T?-X? plots show that the zero-offset time is less than
the vertical traveltime while actual stackirng velocities are greater
than the root mean square velocities for that location. This is

the migration problem. :

)(2

Fig. 2.4 Schematic geological section containing a high velocity
inhomogeneity. Gathered plots and their corresponding T?-X? plots
§how that the stacking velocities and zero-offset time over the
inhomogeneity (B) are greater than the corresronding homogeneous
case (A). This is the raypath distortion problem.
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Fig. 2.5 Schematic T2-x% plots for a reflector whose
arrival time due to migration or raypath distortion
problems is earlier than for the homogeneous case

. (case A) or where the arrival time is later than
expected (case B). Case A illustrates that the
stacking velocity determined for the long spread B

is greater than that for the short spread B. The
converse is true for case B. .
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amalater than ekpected [case (B) in Figure 2.5] the stacking
veloeity‘fdr the short spread will be greater than that for
the ionger spread.

Simplified models Qf typical geological situations are
illustrated in this section. Each gather censists of 72 traces
with a geophone»separatioﬁ of 46 m and a shot-first receiver
offset of 46 m. The rays have been traced to within 1 m of
the shot and_receiver locations. The effect ef geological

structure on stéck%ng velocities has been determined using

a fixed gathef consisting of 24 traces with a shot-first
receiver offset of 92 m and a spread length of 2195 m. To
emphasize the variations in stacking.velocityvan error fector
approach has been used where the factof is defined as the
difference between the stacking velocity derived from ray
modelling and the average'velocity at the’gather locatioh
divided by the stacking Veiocity. The .error factor is

expressed as a percentage.

1TW6 arbitré?&hepreads have been chosenvto étudy the
effect of Spfead 1ength'and offset.oneetacking velocity for
the geological models. |

The fifst coneists of 24 traces,»each having e geophone
separation of 46 m. The shot-first receiver offset increases
from 46 m to 1104 m in 46 m increments. The second spread
consists of 48 traces (36 traces for some models) having the
same receiver sepafation and offset variations as the first
case. For COnvenienceithese are called short and long
spreads. Stacking velocities for eachvof these spreads and
for the fange of offsets have been determined. In order to
normalise the-variation of stacking.velocities with offset
a variation factor is defined as the ratio of the

difference between stacking velocity at a particular offset
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-derived from ray modelling and the rms velocity to the’rms_-
velocity,expressed as a percentage. .Changes'in the variation
factor‘with offset or spread size uill thus highlight areas
'eXhibiting offset induced.velocityvproblems.‘ |

It is necessary to determine whatvcauses_the velocity
variations. ‘For\uniforﬁlhorizontal,1ayers-and small offsets
the stacking velocity approximates'the rms‘velocity: Thus an-
excellent éauge can be formed by calculating the oifference
between the traveltime of the ray traced to a- geophone and the«

trave1t1me calculated from

AR s
tx v 2 vert R T
o Lo TS ,
where X. is the'shot-to.geophone distance
Vrms is the rms ve1001ty

- Tve?t.1s the vert1ca1 traveltlme

Migration type problems,are manifest as-time_differences

for zero offset (X = 0) wh11e departures in time from th1s‘
zero offset time dlfference result from raypath d1stort10n
Dlagrams based on these factors will be called time dlfference
plots. A negatlve t1me dlfference on these plots 1nd1cates
that the traced ray arrlves earlier than the ray calculated
using therrms-velocity‘and Vertical traveltime.

Mlgratlon problems are evident when large variation
factors (and hence large dev1at1ons of;the‘stacking velocities
.frpmurmsavelocltles)‘occur for very sﬁall:offsets,:in |
particular for the small spread. Largelchanges in the.
-variation function for small offsets at particular locations
frequentlyireflect the differences between’zero,offset and
true Vertical}times at'these locations.. Raypath distortions

, and-migrationvproblems.are»closely-related.and both problems
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affect the accuracy of stacking velocity determination; espec-
ially'when the gedlogy is not composed of horizontal layers.

In the models,vvariation factors for both spreads have '
been plotted as a function of the shot-first receiver offset.
Poéitive'variation functions correépond to a‘stécking.velocity,
determined by ray tracing, greater than the'rms velocity at
the particular gather location. The Valﬁe30f the variation
factor for a”particular offset and spread shoWs the percentage
error of the velocity determination for that location, while
differences in the variation factors for thé two spreads at

the same»offset highlight the effect of different spread
lengths on velocity accurécy. An increasing variation-factor
value with increasihg offset implies a progressively increasing

stacking velocity. The converse is also true.

1. STRATIGRAPHIC WEDGE

Figure 2.6 shows a sandstone'wedge (P velocity 4270 m/sec)
surrounded by a 1ower’velocity shale (3350 m/Sec) and the
corresponding errbr—factors for surfaces 5 and 6. Surface 5
can be divided into two distinct regions éorrésponding to
thé break in slope at the wedge apex. Applying equafion (1)
for surfacé 5.to thé right of the wedge aﬁd assuming the
region above the surface to be homogeneous so that surfacé S
may'be'treéted as a single dipping reflectbr, yields an
apparent_errbr factor of 0.15 percent. To‘the left of the
wedge apex the apparent error factor is 1.19 percent. The
error factor curve determined by ray tracing shows these
trends, the jump near the wedge apex cbrresponding to ﬁhe
difference in theée two levels. Because the horizons above

this layer are dipping and the velocity is not vertically
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Fig. 2.6 Wedge model with corresponding error-factor plot. The gathers

and associated time-difference plot are located about the apex of the
wedge.
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homogeneous there is an overall increase in the actual
error-facfors. | .
Similarly, for surface 6, the apparent'error factor is
1.20 percent. As there are no dip breaks along this surface
the actual error factor curve tends to beAlevei about a
" slightly higher base, with an anomalous zone around the wedge
apex. CDP gathers and time difference plots for gathers at
‘locatibns A (4880 m), B (5790 m) and C (6710.m) show an
Qveréll migration time 1ag of -15 milliseconds. Time
.difference piots for thevgather atlB shqw a time difference
increasing with offset, corresponding tQ the far traces
arriving earlier than would be expected in a horizontally
Vlajered,situation. This is clearly seen for the gather plot
where the far traces travel through a larger portion of the
higher velocity wedge material and results in a somewhat
‘larger stacking velocity and hence larger érror.faCtor.
The gather at A, on the‘other hand, shows iittle time
difference between neér. and far traces relative to the
horizontal layered model. The gathered plot indicates that
the timé spent in the high velocity wedge by the far traces
corresponds to that for the near traces. = The gather at C

is unaffected by the wedge.

2. UNCONFCRMITY

Figufev2.7 shows‘a-simple unconformity. Error-factor
plots for_surfaces 5, 6 and 7 indicate thaf severe velocity
problems océuf for surfaces below the termination of a layer
along the unconformity. The effect becomés greatér for
deeper surfaces. Time-difference piots (Figure 2.8) for

surface 6 illﬁstratefthe problem. Moving along the line from
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plots illustrating the percentage deviation of the

_stacking velocity from the rms velocity as a function

of offset distance for a short spread (dashed lines)
and a long spread (solid lines) at selected gather
locations. ’
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A (3350 m) to K (9140 m) the effect of time errors due to
migration; as determined from zero-offset reypath plots,
increases. They account for a 40 msec errorein timing at
B (4270 m) and a 110 msec error at I (7920 m). Superimposed
on these errors are raypath distortions for the non-zero
offset rays; The far. traces for the gather at locatien A,
for example, arrive later than would normally‘be expected with
a consequent increase in stacking velocity‘and a smaller
error'facfer for that gather. This is because the common
reflectof"point hes moved up dip, extending the path of fhe
. far traces in the material above the unconformity. The
converse is true at C (4880 m) where the far traces arrive:
eaflier than would normally be expected due fo the 1arger
path length for these traces in the high'veiocity dipping
layer between surfaces 5 and 6. 'Howeﬁer{ at 1ocatien D '
(5490 m) the influenee of the lower velocity,layer between
surfaces 4 and 5 retards the middle and far traces
lthereby decreasing the error factor. The effect of this
low velocity wedge diminishes as the gather location is
moved towards location F (7010 m). The far traces still
arrive earlier than would normally be expected thereby
retaining high error factors. Gathers at G (7320 m),
H (7620 m)“and I (7920 m) are affected by the additional low
velocity wedge material between surfaces 3 and 4 which results
in later arrival times as the traces cross over the wedge.
Conversion to depth in euch areas would be extremeiy difficult
due to the large error iﬁ timing because of migration and the
subsequent diffieulty in conversion to true vertical velocities.

Field configuration induced errors are illustrated for

selected gathers for surface 6 (Figure 2.9). For this model
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the long spread has beén reduced to 36 traces, paftly corres-—
?vponding to the far " trace muting routinely applied in |
processing shallow reflections. The 1onglspread has a shot~v
first receiver offset of‘92 m and corresponds‘to the fixed
' spread configufation. - Thus the variation faétor values at
éach location shoﬁld reflect the general trend of the erfor
factor curve for the fixed spread. The difference in the
numerical value résults from the differiné'definitions of the
two factors; Migration errors increase from locations A to
K, " This accounts for the progressively 1a;ger stackihg
velocities relative to the rms velocities and hence the
increased.positive variation factors with increasing
horizonta1>distanCe.' Inaccuracies in»vélocity conversioh.of
‘up to 7 percent.may'result. Deviations from this general—"
isation are.prpduced by the interplaykaf raYpath distortion
and migration problems. | |

The variation factors for the gather at D exhibit a
1 percent variation in velocity due to'different'spread
lengths and fhe'factors progressively increase with offset
(1.5 percént change). This large variation is due mainly
to the.raypath distortions (Figure 2.9) aséociated with the
wedge—shaped'lower velocity 1ayer between surfaces 4 and 5.
The.effeét of this wedge dinuniéhes,for theigather at F and
there is only a very SIight increase of stacking velocities
wiﬁh offset_distance."The 4.5 percent error derives mainly
from'migration errors. Dﬁe to the small raypath distortions
variation factors for both long and short spreads are similar
(Figure 2.9);

- The gather for the_short spread at G éhows a 2 percent

_ change'in_the'variation factor;correSponding'to a.progressively
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decreasing stackieg velocity. For small offsets the variation
factor is.constant but as the offset increases beyond 368 m it
decreases due to the later arrival of the far traces through
the low velocity wedge between surfaces 3 epd 4. This delay,
combined with the early arrival of the zero-offset time
relative to the true vertical time, results in the

7 percent.inaccuracy in yelocity conversion.. For the larger
spread there is a more gradual deerease in the variation
factor due to the smearing effect of the increased CDP fold.

| The-pregressive decrease in stacking.velocity with offset
is prOnounced for the gather at J where there is a 3.pereent
decrease in the variation factor due to offset changes for
thé'short»spread. This decrease results from the influence
of the lower velocity wedge material between surfaces 3 and

4. The‘relatively early arrival of the far‘.traces, where
one leg of the path does not pass through this wedge material,
accounts;forvthe progressive increase in stacking velocity

’ for large offsets. The g,percent difference in velocities

for small offsets iqdicafes potehtial problems in the choice
of spread leﬁgth sizes.over such geological situations.

The raypaths for the gather at K are not'influenced by
terminating wedges sorthat raypath distortions are minimal.and,
errors result mainly from migration probleﬁs._ Thus stacking
Velocities'defermineqvfor both spreads end for all offsets.are
‘similar. However velocity chversien errors are still large
(5.5 percent). .

Depfh determination errors depend on both timing and
AVelocity acpurecies,_ Fer:this model there are migration

induced_errors of 35 to,135 msec between locations B and K
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(Figure 2.10):mi;hese errors when transla;édvin;o depth ﬁalueé
~ using true vertical velocities result in.uhderestimates of
between 90'and.340 m. Similarly, dépths dre overestimated by
90 to 260 m when calculated using measured stacking veiocities
and true Qeitical times. The partial cancellation of the
velocity and timing errors in this particular model reduces
the'error in depth estimates to a range of only 130 m. The
maximum errors occur for gathers above the termination of

dipping beds along the unconformity surface.

3. PATCH REEF

fiéure'z.ll is.anfillustration of a high veiodity reef

model but it.could'also fépresent an inhomogeneity in the
sectioh. Zero-offset raypaths are'alsd shown. Thejgafhefs

vét'A (2440.m) and C (2740 m) receive rays from two locations
on surface,S;resulting in two potential staékihg velocities.
Fiked.spreadferror factors (Figure 2;11) for horizons below .
sﬁffacé 5 show large oscillations'and stacking velocities
less than thé true vertical velocities may be obtained.

Gatherér(Figure'Z.IZ) and time-difference plots
(Figure 2.13) illustréte these variations. 'The gather at
A'(2440 m) represents a'horizontally 1ayered‘éase. However
at‘B (2590 ﬁ) the far traces of the gathér travel through fhe
 outer portibns.df the reef and consequently arrive eaflier
than expeéted (Figﬁrevz.;S). 'By C more traces have trans-
gresSed tﬁis ﬁigh velocity material. As a consequence of the
outer rays passing through the reef, the common reflection
pbint shifts significantly resulting in two distinct raypath

"packets" and a large stacking velocity error.
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| By E (3200 m) all traces pass thfough the reef, although
there is a slight retardation of the_far:traces due to the
shape of the reef edge. Raypath disﬁortions_tend to be
minimal, but a time difference of —28 mseé due to migration
affects the stacking velocity slightly. At‘locationzF |
(3660 m) the far traces have been delayed Qonsiderably due
to the sloping reef edge, decreasing the error factor.
Migration érrors are reduced to -13 msec. Af-loc@tion H
(4270 m) migration errors are minimal and there is only a
slighf retardation of the far traces soAthat'the,error
factor>returns to'the hérizontally layeréd‘value}

»’Error:factors exhibit larger vériations as:the depth
increases (Figuré 2,11) because smail time fluctuations
vproduced-by inhomogeneities in the upper secfion have a more
ﬁrdfound effect on the smaller NMO éurves ofvthe deep
hbrizons.

'Variation factor changes for surface S_ére illustrated
in Figures 2.14 and 2.15. |

For short spreads and small offsets the gather at B is

still that of the horiédntal case (Figure 2.12). However
as the offset increases.thebfar traces of this gather travel
through the outer portions of the reef and Consequently
arrive earlier fhan expected. Thus stacking velocities.
increase significantly and variation factors of up to |
15 percent result. Due to the veryvrapid‘increase in
variation‘factors, velocity accuracies are strongly offset-
dependent. The &ariation factor curve for the long spread
(Figure 2.15) shows a 2 percent offset—dependent variation
but there is,a large (up to 10 percent) differénce in

velodities determined for the two spreads.



20

25908

“
»

—

w
T

2900D

2740C

—
[=]
T

VARIATION FACTOR,

2440A

4570 H
4270G
3200 E

3960
3510 F

1 J

0 1100
OFFSET, metres

Fig. 2.14 Patch reef variation-factor plots illustrating
the percentage deviation of the stacking velocity from the
rms velocity as a function of offset distance for a short
spread at selected gather locations.

20
15
*
o 10 2590 B
(=]
S
2 2740 C
w 2900 p
=
2
—
<C
= 5@
<<
o=
‘ "~ 3200 E
' = 2340 A
0 /
—_— 4570
4270
3960
3510F
L J
‘50 1100

OFFSET, metres

Fig. 2.15 Patch reef variation-factor plots illustrating
the percentage deviation of the stacking velocity from the
rms velocity as a function of offset distance for a long
spread at selected gather locations.



At C more traces have transgressed the high velocity
reef (Figure 2.12). | | |

In considering the short spread it can be seen _
(Figure 2.14) that offset changes produce a 14 percent R
change in the variation factor. For small'offsets there is
an increase in the variation factor with offset but as the_i
offset increases beyond 322 m the far traces consist of
the earlier"arriving.reef traversing rays, so_that stacking
velocities,decrease markedly as more of these reef '"packet"
rays are inclnded. "The variation factor is reduced when
Sthe traces cons1st exclu81vely of reef ”packet” rays The
greater length of the long spread allows more reef rays to
be included in the stacking process. Inaccurac1es in
velocity determination_are still large, bnt-tnese decrease
with increased offset. The large difference in the-variation
factor for the same offsets‘illustrates the importance of
choice of field geometry on the overall velocity accuracy.

By E migration errors are large (Fignre 2.13). Because:"
the time-difference plot becomes less negative with'increasing
shot—recéiver distance, stacking velocities are smaller than -
rms velocities and variation factors are negative, The two
Spreads yield similar stacking velocities except for'large
offsets and for spread lengths where the effect of the much
earlier arrival of the far traces becomes significant. Time
difference*plots for E and G also become less negative with
increasing'Shot—receiver distance so that stacking velocities
are less than rms velocities and the variation factors are
negative.- The migration problem for the gather at G is
-minimal. ‘The'Small'increasevin variation factor for long

offsets with -the long spread-is due to the sudden relatively



early arrival of the furthest traces at shot-receiver
distances greater than 2380 m (Figure 2.13).

Variation factors for the gathers at H gﬁd I are also
negative and decrease by approximately 1 percent with offset
because the time-difference plots show progréssively less

negative values with increasing shot-receiver distance.

4. BURIED CHANNELS

(a) High velocity channel fill

Error factors for surface 5 (Figure 2.16) show a significant
increase (10 percent) above the channel basé; The asymmetry
o. the errof—factor curves results from the different side
dips of'the channels. Time-difference plots (Figﬁfe 2.17)
show that migration problems become significant on the
channel sides [gathers at D (4270 m), G (5490 m) and H
(6100 m)] . Raypaths for these gathers pass through a
smaller section of the channel fill than would be expected
if the CRP wés vertically below the gather location, so
stacking Velqéities are lérge and error factors increase
across the éhannel. Inspection of the zero-offset raypath
plot (Figure 2.16) for surface 5 with a gather at location E
indicates three potential CRP's. Figure 2.18 illustrates.
gathers for the three CRP's for this location, while_the
time-difference plot shows that although there is little
efror in determining the vertical traveltime,‘the far tréces
arrive much earlier (up to -20 msec across the gathef) than
the near traces and consequently haQe higher stacking

velocities.



0 A B C DEF G H 1| J 11580
1830 1830 |
2 e e e = . e I
2440 , 2440 ,
2290 : — - 2290 |
41_10 4110 — !
2740 e B 2740 |
o
3350 3350
7 - !
{
8 o :
6100 - S I
0 11580
I :y / i T
! A U I
Tt iu I
T \ i
NI
I i
| ' i
HINE ] L
AR N
: it I:;:I
SRR 'I'Il':
6100 — ]
0 DI.STANCE, metres 11580
[ 3 (| J
o —
6
5
g
.4
o 10 -
-
()
a4 —10
w
.4
Q 8
o« N
w
50 -
Fig. 2.16 High velocity fill channel model with coi‘responding Zero-
offset raypaths and error-factor plot.




i - /// RN
i
\\\\\\\\\C\\\\\\ // \\\\\\\\\&\ﬂ I —
Y U —

Fig. 2.17 Gathers and time-difference plots for selected locations along the surface of the high



Large oscillations of the error-factor gﬁrve for
surface 8 are typical of the effect of raypath problems due
to the channel fill. The gather at A (2440 m) (Figure 2.19)
shows Qery little migration error, but the far traces
arrive some 40 msec earlier than for the ﬁorizbntal case
(Figure‘2.20). Shifts in the CRP afe necessary to accommodate
the distoftioﬁs produced by the far traces passing throuéﬁ the.
channel edges. Error factors of thé order of 45 percenf |
result. At C (3050 m) migration problems for fhe zero-offset

‘trace result in timing errors of -25 msec and the raypaths
(Figure 2.19) occur as two distinct packeté due to a'large
shift of the.CRP. Again the far traces‘érrive‘ sooner
than expected, but the middle traces arrive later giving,the
gather a ''banana bendﬁ appearance.

The converée>situation applies to the gather at locatioh F
(4880 m). The near traées,'which fravel thfough the base of
the channel fill, arrive earlier than ekpecfed, while the

far traces (Figuré 2.19) which pass’through the channel
sides and hence a smaller section of the channel fill, arrive
later than expected. Time differences of 20 msec occur
between near and far traces (Figure 2.20) resulting in

low stacking velocities and negative error'factors. Migration
‘errors are small for this gather.

Error factors for horizons below the channel exhibit
larger variations as the depth increases because (a) shallower
horiéons have a smaller "gbne” of rays passing through the |
bchanﬁel, thereby miniﬁizing discrépanciés associated with ray-

" path différences'of near and far traces, and (b) small

fluctuations in arrival times produced by the channel fill



lead to more significant errors because of the small NMO
aésociated with deeper horizons.
Large oscillations of the variation-factor curves
(Figure 2.21) for surface 8 (Figure 2.16) depict the
significant effect of the raypath problems due to the channel
fill. The errors for the gather at A are relatively small
buf incfease for large offsets and the 1ong1spread due to
the earlier érrival of the far traces (Figures 2.19‘aﬁd 2.20).
Variation plots for the two spreads at 1o¢atibn.A show
discrepancies of between 5 and 10 percent (Figure 2.21).
The large inaccuracies result from the much earlier arrival
of the tracés as shot-receiver distance incréases (Figure 2.20),
Changes_odcur in variafion factor of up to 14 percént for
the short;spread and 8 percent for the 1ohg spread due to'
increaéing offset. |
Tiﬁe—differénce.plots,and gather plots at D and F show
fhét the near traces whiCh travel near the base of the channel
fill arriﬁe_eariiér than éxpected while the far traces,
because‘they?passvthrougﬁ'the channel sides and hence a
smaller sectibn of thé channel fill, arrive later than expected.
ConsequentiyVStaCKing velocities are 1lower than rms velocities
and variation factors are negative. Migration errors tend to
be minimal. There is little variation in stacking velocity
with offset for both spreads. |
Variation,factors for gathers at I and J.are similar to
those on'the opposite channel side, éxcept‘fOr the efféct of
the siight steéper channel side. Thesé gathers are character-
. ised by lafge variétipn féctbrs and large_differences in

velocity estimates with spread type and offset.



Fig. 2.18 Gathers at E (4570 m) for the high velocity fill channel
base illustrating non-zero offset raypaths for CRP's at A, B and C.
Time-difference plots are also given.
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Fig. 2.19 Selected gather locations for the high velocity channel
f£i11 model along surface 8. Solid lines represent the fixed spread
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(b) Low velocity channel fill

The zero-offset raypath plots (Figﬁre 2.22) for the
buried low velocity channel fill show migration of the CRP
for horizéns beléw the channel to be opposite'to that for
the high velocity fill model. | |

Error factors for surface 5 indicate trends similar fo
fhe high velocity fill éhannel and show a'12.percent increase
over the channel base.

For gathers above.thevchannel sides sampling of a smaller
portion 6f'channél'fi11 than would occur for a vertical CRP
results in'migratiOn errors of up to 190 méec (Figure 2.23).
Raypath plots for gathers (Figure 2.23) illustrate this trend.
The gather at»F (4880 m) demonstrates a curious effect.

Here the far traces arrive much later than one would
expect, thereby making the stacking velocity lower. Because
the zero 6ffset ray arrives 70 msec earlier than a vertical
ray, velocity.determinatiqn by least squares line fitting of
a Tqﬁy plot will result in an excessivelyllarge stacking
velocity. |

Error factor trendsbfor horizons deeper than the channel
base tend to mirror the curves for the high velocity channel
fill case. AComparison of zero-offset raybaths (Figures 2.i6 and
2.22) for deep horizons indicates that fox_' a high velocity channel
fill the rays are deviatedltowards the channel base whereaé
the converse is true for the low velocity fill‘model. Thus
as a generalisation, the time of travel of the rays through
the low,velbcity chgnnel £i11 material will be much less
thaﬁ expectéd for a vertical CRP. The gather at C (3050 m)
shows distinct "banané bending" (Figure 2.24). The near

traces arrive later than expected after travelling through
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more low velocity fill material, whiievthe far traces

show a relative time décrease from travelling through a
larger proportion of the higher velocity underlying matérial.
_ Tﬁe main effect on the gather at D'(3660 m) is a -30 msec
difference between the zero offset_and veftical traveltimes.
Arrivals at.fhe far traces are slightly earlier than for
the horizqntal case because the rays pass through more of

- the higher Velocity undeflying channel baée material.

The earlier arrival of the far traces is more pronounced

[
e
R
!

at locations E (4270‘@) and F (4880 m) wherevup to 20 msec
differencé.qccufs across the traces.. |

Offset,and-spread length variation factors for horizons
deeper than the channel base tend to mirror.(positive curves
are now hegative) the curves for the high velocity ¢hannél |
£ill model. Variation—factbr curves for surface 7 (Figure
2.25) are similarvfor bpth long and short spreads despife
large overall;inaccufacies'in velocity determination over the'
channel. | |

WMThese éxampleé<indicate that accuratemggigcity o
.determination of horizohé at depth in areas of buried qhahneis
_is far from éasy énd,prbbably rarely achieved in normal
‘pfocessingf When such.models are contr#sted with typical
"simple" geological sections it may be readily appreciafed

that substantial errors are inevitable.

5. SYNCLINE

The erfor-factor curves for a model of a simple syncline
(Figure 2.26) indicate an increase in true velocity deter-
mination errors withfincreasing,depth and with decreasing

distance from the cehtré of the syncline. These curves are
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similar (in many respects) to those from the channel base ih
the previous channel-fill model. Zero-offset time plots
illustrate the defocussing effect of synclines and the
asSociated migration problems.

ErférAfactors for surface 6 show 1aréé (5 percenf)
variations across fhe structure, EVen thexgather at A
(1220 m);'which is over an essentially hofiéontal section,
shows variations due to the overburden geolbgy (Figure 2.27);
A slight but distinctive 'banana bend" occurs;
traces wifh an 6ffset of 1550 m or less show an increase in
traveltime aésociated with a slightly slowérbreturn-path on
the synclinal base side. Beyond this distance a slight
shift of CRP causes a relative decrease in traveltimes.
As gathers movevtowardé B‘(1980 m) the far traces arrive
much earlier than in_thé_hbriZonta1 case, resulting in higher
stacking vélbcities; and larger error fagtors._ By D (3660 m)
migration erfors arellarge-(—65 msec). and the far traces
arrive earlierbthan would normally be expected for the
.horizontallcase; further increasing the error factor.
At F (4570 m) migfation errors are reduced, but the far
traces still arrive much earlier than expected and once
again the error factors are large. The time-difference plots
(Figure 2;57)_show that migration errors are greatest on the
slope of the syncline. The relatively early afrival of the
far traces bécomes more-prbnognced_as the syncline is crossed,
thereby increasing'error_factors.

| The Variation—factdr plots (Figure 2.28) show a 12 percent

~range across the syncline. These plots indicate that the

stacking veiocity does not vary greatly with changing offset
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Fig. 2.27 Selected gather locations for surface 6 and their
corresponding time-difference plots for the syncline model.
Solid lines represent the fixed spread.
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or spread length but increases as the traverse crosses the
syncline. The respective gathers are illustrated in

Figure 2.28.

6. ANTICLINE

Error factprs across a simple anticline show an almost
sinusoidal variation across the structure (Figure 2.29).
The variation is greatest for deeper reflectors. Zero-
offset»raypath plots indicate that most of.thé problem is
due to migration error. Time-difference piots (Figure 2.30)
for surfacé,7 show‘that while there is little migration
_error'for a gather at A (1220 m), large errors (approximately
-100 msec) odcur on the flanks of the anticline at C (2130 m)
and E'(SOSO m) and dedreaée toWards.the creét G (3660 m).

Few refiections‘can be obtained'from surface 7 for
gathers over the anticlinal crest. Gathered plots
(Figure 2;30) aléo show that many gathers contain only
sporadic reflection information, thereby makiﬁg velocity
processing methods indeterminate. The time-difference plots
together with their respective raypath-gather plots
(Figure 2.30) illustrate the raypath distortions due to the
overburden geology. The far traces for the gather at A, for
exampie, have energy arriving earlier than expectedldue to
thevquicker return path.on the flank side of the anticline,
whereas the far traces for gathers at E (3050 m) and G
(3660 m) show a reiative delay. Similar trends occur for

surface 6 (Figure 2.31).:
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Variation factors for surface 7 (Figure 2.32) show a
10 percent change across the structure and exhibit only

minor changes as offsets and spread lengths vary.

7. PROGRADING DELTA

While the horizons below the base'of'prograding show
only minor faypath migration problems (Figure 2.33) reflections
from individual prograding wedges originate'at points removed
from the gather location. Two distinct types of reflections
are evidentfi(l) reflections from the tops of the prograding
wedges,‘and (2) reflections from layers below the delta
sequence.' Error factors.for the reflections from the tops of
the prograding wedges are shown in Figure 2.33.

Surface 4 yields a smooth error factor curve having a
4 percent variation. .The larger error facfor near C (3050 m)
(Figure 2.34) is due both to a large migration error and the
relatively early arrival Qf the far traces. Gathers at A
(1520 m) aﬁd'F (4590 m) have reduced timing errors and
the far fraees are less advanced. ‘By K (6710 m) migration
errors are‘small, althbugh_the‘far traces traverse a higher
velocity route than weuld normally be expected. Raypath
geometries for these gathers (Figure 2.34) demonstrate
these points.

Surfaces 5 and 6 have larger error-factor variations
(6 percent) than surface 4. While these errof_factors have
basically the same broad shape as those for surface 4 they
increase - sharply at 2740 m and 3960 m'under the
-influence othhe termination of the_overlying prograding

tongue. The locafion'of the maximum error factor for
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surfaces 4, 5 and 6 corresponds to the poéition of maximum
migration erfor for each surface (Figufe 2.33).

»Time—difference plots for surface 6 are‘similar to
those for Surface 4 with the exception of the gather at K
(6710 m).where the far traces arrive later thén exXpected
(Figure 2.35). This causes a relative decrease in error
factor near this point.

Error factors for surfaces below the base of prograding
have similar variations with the fluctuations becoming more
‘éxtreme for deeper'shrfaces (surface 10 has fluctuations
of ovér‘ég'percenf).'"TEEE:aifference biézgmiﬁigure 2.36)
for various gathers show that the errors befween zero-offset
and trué‘vertical times are minimal (less than -10 msec)
and that the f1uctuatiohs in stackihg velocities arise

-entirely from raypath distortions of the fér traces.

The fafjfrages fdr the gather at B'(2136 m) arrive
much earlier than expected (Figure 2.36). Large error
factors for the gather at C (3050 m) are due to the much
earlier arrivals at the far traces which traverse the higher
velocity.prograding wedge tongue (Figure 2.36). Gathers at
G (4880 m) and I (5790 m) have 'banana bend" characteristics
due to'thé rays passingbthrough different portions of the
prograding’wédges. The relatively early.#frivals of far
traces increases stacking velocities to such an extent that
negative error factors result. At K (6710 m) the far traces
‘arrive only ﬁarginally earlier than expected (Figure 2.36)
and.error factors are similarvto_thbse for horizontal layers.
The far tréces of the gather at L (7320 m) arrive early as

part pf_the reflection path passes through the high velocity



prograding wedge (Figure 2.36) and the error factors
increase significantly. By N (8530 m) stability is achieved -
and error factors approach those for horizontal layers.

Field configuration variations for surface 6 are small
(Figure 2.37); The positive variation factoﬁs result from
large migration errors. Variation factors fér surfaces below
the base df prograding have large’ranges.' Surface 10, for
example, has a range of 22 percent (Figure‘2.38). Travel-
times for rays from the gather at C (2740 m)‘arrive relatively
earlier thaﬁ expected, especially for the far traces which
traverse the highvveIOCity prograding wedge tongue material
between interfaces 5 and 6. This explains the high stacking
velocities and.the abrupt change in the variation_factor
for the short spread at an offset of 460 m. There is a
large discrebancy in stacking velocities for the different
spreads and.offsets; By D (3660 m) the increase in traVel-
time for the trace on the downward path is counteracted by
the relatively earlier time on the réturn path for all traces.
Consequently errors are small but gradually increase with
increasing offsef. Vériation factors for the different
spreads at H (5490 m) are similar and show only minor variation
with offset. _Ho&ever they exhibit large negative values |
due to the simultaneous relative - delay on the near traces
and earlier arrival of the far traces that‘traverse quicker
paths through. the prograding wedges on the tongue side of the
gather. This effect still occurs for the gather at J
(6400 m),’but the relative time differences across the traces
are smﬁller'and the earlier arrival of the far traces becdmes
significant. Thére is a 3 percent difference in variation

factor for fhe two spreads, and a 4 percent variation due to
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corresponding time-difference plots for the prograding delta
model.
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offset changes. By M (8230 m) conditions have stabilised.
Migration induced depth estimates calculated using
true vertical velocities are up to 300 m shallow for

surface 6, while ohly minor depth errors (Upfto 30 m)

occur for surface 10 (fféﬁré 2.395TM'A1térnatiVély, depths are
everestimated by up to 200 m for surface 6 when calculated
using measured stacking velocities and trué vertical times.
Corresponding errors for surface 10 range froh an overestimate

of 1000 m to an underestimate of 420 m (Figure 2.39).

8. SHELF MARGIN

A model of a carbonate shelf margin is illustrated in
Figure 2.40. Laterally varying velocities”are used. While
the dips of the horizons are relatively small, large

variations in error factor are observed for surfaces 8 and 9.

V.  MIGRATION VELOCITY ESTIMATES

Doherty & Claerbout (1976) used finite difference
formulationsﬂqf the.scalar wave equation to derive structure
'independent'velocity estimates for earth models in which the
velocity 1is hqrizontally 1ayeréd but the reflectors have
arbitrary dib'and-cﬁrvature. Migration and velocity
techhidues'using the Kirchoff summétion'method also apply
ohly to such earth models.' For a mﬁltilayered subsurface
isovelocity layered modei with curved intérfaces, complete
migration and hence accurate velocity determination can only
be performed for the uppermost interface. Both methods
therefore provide meaningful velocities for migratidn problem

situations but are misleading where raypath distortion
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problems occur.._The models described above show fhat raypath
distortion problems are significant and that velocities
'_determined by techniques of migration before stack,which do .
not take into account lateral velocify changes, must be

treated with caution.

VI. < STACKING VELOCITIES DETERMINED FROM THREE-
DIMENSIONAL MODELS

In two-dimensioﬁal modeliing seismic rays which are
recorded by geophones along a line profile are confined to
a single plane. Displacement of depth points to the side of
the profile line occurs for a three-dimensional inhomogeneous
earth. Interpretation problems mayvresult. Sideswiping, where
arrivals from more than one structure are recorded simultan-
' eoosly, may cauée the seismic structure of an anticline to
die out upward yet not affect.its companion syncline.
| Rather than use the two-dimensional ray tracing approach
described earlier, the writér has treated the transmission of
- rays through three-dimensional models as a variational
pgoblem based on Fermat's Principle. Given the coordinates
(x4, ¥

z.) and (xg, y zg) of the source and detector

g)
respectively, and the equations of n three-dimensional

S}

interfaces:
2 2 =
Ai + Bix + Ciy4+ Dix + Eiy + Fixy 0
for i =1 ... n, in which (Ai’ Bi’ Ci’ Di’ Ei and Fi,.l = 1, n)

are known and assuming layers of constant velocity, the
resultant program uses the Newton-Raphson iterative procedure
for non-linear equations to determine the>origin coordinates

and transit times. A brief description is given in Appendix 2.
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Seismic stratigraphic interpretation of 18 seismic
lines has defined 7 major seismic sequences. Figures 2.41
to 2.44 illusfrate four typical timeAseétions together with
their interpreted sequence units. The line location is
illustrated in Figure 2.45. Time structure_maps to each
horizon ha§e been contoured while depth contburs, obtained
using vertical velocities generated from sonic log and check
shot information at each of six well locations, are shown in
Figure 2.45.A Large lateral variationslwere apparent in
the well data, but constant verticél velocities were obtained
by averaging the six values.

Interval velocities and densities together with a
synthetic éeismogram, which was generafed using the method
of Rudman & Blakey (1976), for_well 5 are illustrated in
Figure 2.46. Average and interval velocities are given in
Figure 2.47. Iséchrons for each sequence are illustrated
in Figure 2.48.

A detailed description of each sequence is given below:
Surface to Horizon 1 - Water depths for the region range

from 75.to 114 m with an average of 85 m. This sequence
consists of ﬁp to 1000 m of subhofizontal marine sediments,
with interspersed channéling (e.g. eastern portion of

line 2 ardund 0.5 to 0.6 seconds). The velocity of the
sequencé increases with depth (Figure 2.47).

Horizon 1 to Horizon 2 - Isochrons for this sequence
(Figure 2.48) show two prograding tongues: one with a
northerly source and the other of westward origin. The
tongues terminate abruptly on an unconformity surface’
marked by horizon 2 (line 6). Reflectors are subparallel

within thellobes (lines 2 and 6), however the western end of
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line 2 and also line 7 which are offset ffom these masses
have wavy reflectors which exhibit rapid 1ateralvchanges
in reflection amplitude.

Horizon 2 to Horizon 3 - Horizon 3 is charaéterised by a
channelled.reflectorA(northern portion of lines 1 and 7 ;
and the»middle section of line 2) containing divergent
reflector patterns which represent £il11 sediments. Interval
velocities for this sequence are high (Figﬁre 2.47) and
this explains the large amplitude low frequency reflections.
Isoéhronsv(Figure 2.48) show a distinctivé WNW-ESE trénding
channel in the northern part of the area. A distinctive
ridge separates thisychannel from a northeasterly thickening
sequence in the -south.

Horizon 3 to Horizon 4 - Horizon 4 is a distinctive
unconformity surface (southern portion of iine 6 and
eastern end of line 2) with channelling occurring at the
‘northern end of line 7. The sequence cdnéists of a sefies
of complex channels (middle section of line 2). Reflectors
may be parallel (eastern end of line 2) or prograding
(middle northern end of line 1) and have interval velocities
of 3800 m/sec  (Figure 2.47). A WNW-ESE trending
channel occurs in the central-northern portion of the
régidn’(Figure 2.45); the small time interval in the north
is the'result'of channelling of horizon 3 in this area.

Horizon 4 to Horizon 5 - Horizon 5 represents a distinct
velocity discontinuity (Figure 2.47) and corresponds to a
brbadvchahnel which has a downcut into Aunderlying anti-

 01ina11y f&lded'sediménts. The channel axis overlies the
anﬁiclinal high (lines 6 and 7). ‘it is this dominant

channel trend that has controlled later channelling and
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-.progradation. The isochrons (Figure 2.48)»sh§w,a WNW-ESE
trending channel in thé Centralrnorthernlarea, and a large
" thickness of high velocity material in the central region.
A gentlé southward thickening of the sediments away from
the channel axis occurs in the southern region. The
distinctive reflection for horizon 5 on lines 1, 2 and 6
is dugvto the'lafge velocify contrast, and to‘a less
.extent the large density contrast between the channel fill
and the underlying sediments.

Horizon 5 to Horizon 6 - This sequence Qontains anticlinally

folded low velocity sediments which thicken away from the

fold axis; The folding becomes more open with decreasingA o
dépth indicating contemporaneity bet&een the sedimentation
and the folding (southern end of line 6). The isochrons
show.the channelling of horizon 5 into this sequence and -
further highlight the channel axis.
"Horizon 6 to Horizon 7 - Horizon 7 representsvan unconformity
“event which hés been folded prior to deposition of the
overlying sediments; as evidenced by onlap at the southern
end of lines 6 and 7 and also the east and western ends
of line 2. A westward thickening of the sequence occurs
(Figure 2.48). There is a rapid.ihcrease in velocity
ét horizon 7.

Raypath models have been computed over the dotted portions

of lines 1 to 5 (Figure 2.45). Figure 2.49 shows cross
sections for these lines with the seven horizons and their

" interval velocities.

- Stacking velocities for the seven horizons along line‘6
have been interprgted from velocity analySes (G.S.I. scatter-
grams) (Figure'2.50). The large scatter in the velocities

is illustrated for selected analyses (Figure 2.50) atfR, S, T
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and U (Figure 2.43). Modelled velocities (Figure 2.50)
suggest a smoother distribution. The lérge variance is due
'té the inébility ofvthe-program to account for the laterally
varying‘layer veloéities and intrabed cdmplgxities. For
this area raypath distortion problems-are'more significant
than incdnsiétencies reéﬁlting from»three—dimensional

structures.

VII. CONCLUSIONS -

‘The problems inherent in the conversion of stacking.
velocities to true vertical velocities have been studied by
non-zero offset raypath tfacing of primary P waves through a
suite of varied geoldgical sections.  It,has been shown that
conversion errors can beAcaused by timing errors as a result
of migration and raypathAdistortions.
| Raypath>m6delling shows that:' 
1. The customéry assumption that stacking velocitieé approx-
imate root mean square velocities is invalid in areas of
non-horizontal structures. |

2. Essential velocity information from horizons overlain by
geological'irregularities is often difficult to recognise
and is emﬁly,igndred or misidentified. _

3. Standard,fitting'bf hyperbolic curves to produce NMO
traces is not vali& in geologically difficult areas.

4. Stacking_velbcitieé»heed not be consistent for seismic

lines shot over fhe'same area using‘different field

configurations.
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-5, Stackihg velocities:can vary’greatly for the same spread
length with different shot-first receiver offsetst
6. Three dimehsiogal structures further inCrease conversion
'errors; o |
“Velocity conversion errors of up to 50 percent end.
timing errors of up to 120 msec may occur- for the simplest
geologlcal models . Depth errors involve the interplay
of both velocity and timing errors and may be so significant
-as to impede the detection of subtle’ hydrocarbon traps. |
The exten81on of these simple geolog1cal structures ‘to
the complex real earth further downgrades the accuracies of

depth determination.
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I. INTRODUCTION

The distortions of apparent structure and stratigraphy
in seismic sections; together with errors in seismic
-Velocity_détermination caused by irregular geological sub-
 surface inferfaces, are well known (Miller, 1974; Wiggins
et al. , 1976). Miilér_(1974) studied thé effects of
weathering on ﬁelocity{ time estimateshand_sfacking.‘ Using
»a-tWO¥Sfep sfatic-correction he first'applied a replacement
static to the CDP gathers and then a post-stack static
correction to adjust feflection traveltimes to a mean depth
on each stécked trace. Miller (loe. ceit.) obtained reasonable
stacked sections using rms,velocity estimates from the NMO
curves. The applied replacement staticyassuméd that the
. rays. passed directly downward to the interface from the source
and directly ubward to fhe receiver. Taner et al. (1974)
considered this an.acceptable assumptibn when a low velocity
weathered.layer overlays higher velocity sub-weathering
layers as refraction causes waves to travel;aiong paths
which are ciose to vertical in the low velbgity 1ayerf " Thus
the variation of time.delay along various péths remained
‘reasonably small. It was noted that this assumption is
doubtful whéh the near-surface layers producing the time
anomalies have a higher velocity than theviayers below.

Hileman et al. (1968), Taner et al. (1974), Wiggins
et aZ;:(1976) and Brooker et aZ.'(1976) have used the
redundancy inherent in CDP data to computé a statistical.
estiméte of the static corrections. The static correctipns
used in theéevautomatic static procédures.are.the_time shifts

neceséary to best align the CDP traces before stacking such that



the primary reflections are enhanced for 511 record times.

The time shifts are computed for all input traces using

cross-éorrelétion functions between CDP traces. The time

"shifts for each trace are composed of a shdt static, a

receiver static, any residual NMO present, ﬁhd noise.

Estimates of the shot and receiver static corrections are

obtained by averaging different sets of the measured time

shifts. |

o The automatic.stétics techniques are based on three

major assumptiohs:

1. Near-surface effects introduce pure time delays which are
surface consistent. Thus the same shot static applies to
the shot at a particular location; independent of thé
various receiver locations. Similarly the receiver static
is assumed to be the same for all shots received at a
given location.

2. The corregtions are time invariant.

3. The corréctions are independent of frequency.

Brooker et al. (1976) stated that many automated static
techniques are unable to extract statics whose spatial wave-
lengthé are longer than a spread 1ength. - They illustrated a
new procedure for broadband estimation:of'surface consistent

statics.



II. OBJECTION TO EXISTING'REPLACEMENT’STATIC CORRECT ION

TECHNIQUES

This chapter describes a technique suitable fof
determining shot and receiver statics forAbofh-thé broad and
narrow wavelength problems. The need for éﬁch a technique
arosé due to‘the following objections to'ékisting.SCﬁemes:

1. The use of replacement statics induces errors in regions
where rays do not pass directly downward tofthe weathered
interface from the,Source or diréctly_upward at thebréceiver.'
ThevuSe of large offseté and long spreads dictates that this
'condition.is raré1y met . Furthermore:in regions with

steeply dippingvand irregular we#thered layers, raypath
distortions may also'dictate that the rays do not leave the
shots or arrive at the receivers in é_Vertical.sense.- The use
of_replacemént statics in such cases intr6duées fictitious
time shifts.and éonsequeﬁt timing and velbéity errors.

2. The shot static is not the same for all recéivers af a
given 1ocatibn sincg_the raybath throughrfhe weathered 1ayer s
varies for_different receiver locations. Similar problems
apply to recei&er statics.

3.  Neér¥surface.effectsfcannot be considered to be time-
consistént_becaﬁsevreflections_frbm successively deeper
~horizons take a progreséively more:vertical travel path
fromksouréé fo receivéri(Figure 3.1). For a smooth near-
suffacé layer the,variaﬁion in“path haé little effect on

‘the travelfime because‘the time ihcrement in‘the near—surfaée
layer is almést-coﬁstant. _However when thére are excessive
and abrupt variations of weathering th¢>path.variations' |

for deeper reflectors may change sufficiently to make a-



Fig. 3.1 Earth model illustrating raypaths to two
horizons. Due to the different raypaths in the weathered
layer for each shot or receiver location the static
corrections cannot be considered time consistent.

y=(g+s)/2

A— RECEIVER CABLE

PROFILE

Fig. 3.2 The relationships along source coordinate s,
georinone receiver coordinate g, offset coordinate

f = g-s, and mid-foint coordinate g = (g+s)/2 (after
Clacrbout, 1976). . '




replacement static correction applicable at only one time
on the seismic trace. For multi-coverage quk the time
varying effect of replacement static corrections for any
one family of CDP traces may be sufficient:to cause
reflections to be stacked out of phase.
4, To'obtdin a seismic section that represents the deeper
horizons in their correct relative poSitioﬁ_without the
'influence’of the shallower layers, automatic static
'determinétion‘techniques:produce sfatics which are relative
time'éhifts with respect to some datum plane. Thése
relative shifts may not correspond to the absolute time
measurement to the reflector. |

Thesé objections highliéht]the need to determine the
raypath geométry through the near-surface layer for
"different reflectors in ordér tb determine. shot and receiver
corrections;- This chapter provides.oné'such mechahism.. The
technique is-éspecially useful for irregular Water—bottom

problems where the bottom profile may be accurately determined.

-

III. BASIC PHILOSOPHY

The method for‘determining shot and rédeiver wavefront
statics consists of three important functions. The firét
two functions inter-relate to determine the raypath geometry
‘thfough the hear-sﬁrface layef while the third uées this

information to determine the relative statics.
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1. Determihatioh of derivatives of the time surfaces for

different reflectors.

In procéssing seismic data it is necessary to.transform
the data from a continuous profile éoordihafe system to give
CDP data (Figure 3.2). The coordinates of'the source (s)
and detector (g) are measured, along the x axis which
represents the ship's course. Also along the x axis are the
shot tQ geophone offset coordinate, f = g—s,vand the
-midpoint coordinate, y = (g+s)/2, between thgvshot and the
'geophone. Let the functions t(s,g) and t(x,y) represent
continuous lines passing_through the meaéured,values of the
reflection time (t) cdrresponding to ahyione reflector.

Let t, = at/dg, t_ = at/ds, t, = at/dy and t

< = at/af

f

be derivatives of these time lines. ty is the tangent to

the time-distance curve (t versus g) seen on a profile

corresponding to a fixed shotpoint(Si). t_ is the tangent

S

to the time-distance curve (t versus s) seen on a profile

corresponding to a fixed receiver (gi). ty is the gradient

-along the seismicésection plane for a givén offset while
tf is the gradient along a CRP gather fof a particular mid-
point coordinate.

The derivatives éf the time surfaces ;n the two
'coordinate systems are

t ,-ty/Z t iy ... (1)

g

ts

ty/2 - tg o (2)
(Shah, 1973)

y
are readily calculated.

t. and tf are easily determined from CDP data so tg and ts



2. Determination of the emergence angle from the source
~ and incident angle at the detector.

Consider a fixed source and twouof~its rays emerging
at two ﬁeighbouring receivers A and B‘(Figuré 3.3) a distance
Ag apart on the éurfaée, after reflection from some interfacé.
Further consider a two-dimensional model of the earth with
a point source located in the same plane. Let the emergence
angles (with the vertical) of the raypaths at A and B be Bg_
and Bg+ABg and the traveltimeS-from the source to reéeivers
.A and_B be t and t+At respectively. AC is a tangent to the
wavefront at A and if Vl.is the velocity of'the material
near the receivers,'fﬁe’infinitesimal disfance BC is equal

to V;At. Tbus

VAt

= sin B ' ‘ ;;.(3)
Ag g S

In the limiting case as Ag + O this equation becomes

Vitg = sin g o ... (4)

By means of the law'of;reciprocity for sh@t'and receivers,
the emergence angle for rays from various shots to a fixed
receiver can:also be determined. If Bg .is the departure

angle from the shot, then

Using equations (4) and (5) it is possible to determine the
incident angles at all receivers and emergence angles at all

shots for data in CDP format.
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(t) WAVEFRONT
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Fig, 3.3 Goometfy of a wavefront -approaching reccivers (after Shah, 19735).

SHOT RECEIVER
A

Bs

DATUM PLANE FOR \g

STATIC CORRECTIONS

Fig. 3.4 Earth model illustrating the shot replacement,

BC, and receiver replacement length, HG, used for determinin:
wavefront static corrections relative to a datum plane
defined as the depth below the surface to the near-surface
layer at the centre of the given CDP gather.
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3. Determination of static corrections using raypath
geometry data. o

Static corrections are merely time shifts for all ray-
paths to a floating reference plane, arbitfarily defined
here to be the depth of the base of the near-surface layer
at the gentre of the given CDP gather (Figure 3.4). The
near-surface layer depth profile is known. Thus the shot
replacement length, BC, and receiver replacement length,
HG, can be détermined knowing Bg and Bg.

The shot static is defined as

_ BC BC _
Atg :— v, ©V, ...(6)

while the receiver static is defined by

_ HG HG =
Mg = - T, (D

‘where Atg is the shot static correction to»the nth time trace
:in>a CDP set.
Atg is the receiver static correction‘to the nth time
trace in a CDP set.
.V, is the velocity of the near-surface layer.
V, is the velocity of the material immediately below
~thezweathering layer. |
The static'éorrectionsAhave a negative sign if the point of
intersectioh of the ray with the near—surféce layer ié
above the datum'plane. The corrections can be applied to
all traces in a CDP set. By selecting different refledtors
the time dependency of:the correctidns canAbe determined,

'
!



IV, MODELLING

A test set of CDP seismic reflection data was generated
using a ray tracing program and analysed with processing
- techniques currently ﬁsed on actualbfield iecords. The’
superior quality and flexibility of the s&nthetic sections
when compafed to real data allowed the various sources of
stacking, velocity and timing errors due to replacement
static problems to'be easily isqlated.

Simplified models of two typically complex irregular

water-bottom situations have been modelled.

1. DEEP WATER CANYON MODEL

Figuré 3.5 represents a deép’water caﬁyoh overlying a
series of horizontal layers whoSe velocity increases with
depth. One half of this model could représent a continental
slope. Gathers'consisfing of 24 traces with a geophone
éeparatioh of 92 m and a shot-first reéeiver offset of 92 m
for sdrfaées 3, 5 and 7 have been traced (Fiéure 3.6) at
selected iocations along the surface. Raypath plots,
together with the cOrresponding shot and reQeiﬁer statics
determinea'by the wavefront method have been plotted. The
total static applied to a single trace is the summation of
the shot and receiver statics. Two features emerge.
Firstly, the traces deviate from a vertical.path so that
normal réplacement static techniques'are'invalid. Secondly,
the statié-corrections are time variant. The static
qurectiohs for the gather at 6065 m, for exampie, have a

static difference of up to 45 msec for the far traces between
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Fig. 3.5 lodel of a deer water canyon overlying a series
of horizontal layers, with velocity increasing with depth.
S»and T are the velocity profile extremities.
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surfaces 3 and 7, a static difference of 15 msec for traces
of the gathér at 4875 m. Static difference efrors of

10 msec occur in the shot receiver statics for these traces .
Acorresponding to the middle traces of the‘gather at 5240 m.
Figure 3.7 shows the rms velbcity distribution, betWeen S
and ‘T, across the canyon for surface 3. Supérimposed on
this curve are thé stacking velocities derived prior to
static cofrection, the stacking velocities obtained with
normal replademenf statics and those for wéVéfrOnt'replace—
mentastatics; The wavefront static most closely approximates
the rms velocity curve. Similar trends (Figure 3.7) occur
for surfaces 5 and 7, but the wavefront static corrected
velocity curve for surface 7 oscillates about the rms curve.
This is because refraction at the base of the first layer

has been ignored and slight timing errors occur.

2. IRREGULAR WATER-BOTTOM MODEL

A seismic section and the corresponding model of an
irrégular-wafer-bdttom layer overlying a series of sub-
horizontal 1ayers are shown in Figure 3.8. The rms and
- stacking veldcity curves between C and D, determined with
and without wavefront replacement, together with actual

veiocity analysis picks at selected 1ocatiéns for surfaces
 4, 7 and 10_$how the reliability of the Veldcity determination
using wavefront statics (Figure 3;9). vThe difference between
the stacking'velocity picks, which have no replacement

statigs applied, and those from ray tracing is due partially
td-the averaging of velocities about the gather point_in

normal processing, as well as imperfections in the model.
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Raypath plots andethe corresponding wavefrent:statics
(Figure 3.10) for selected gathers show the departure of the
waves from fhe verfical as assumed in ordinary replacement
statics. The gathere af 4500 m and 5500 m ciearly show

the time variance of the static corrections.

V. CONCLUSIONS

iRayﬁath modelling over complex water«botfom situationsv
has indicated pitfallstin existing replacemeﬁt static
correetionvprocedufesg.’Raypaths for long seismic spreads, .
‘or in'regions With irfegular water bottoms, do not pass
_direcfly’doWnWard’to tﬁe water bottom or directly upward af
fhe receiver, and introduce fictitious time shifts and
consequenf.timing and velocity errors when conventional
4rep1acement staties are used. With irregular or long wave-
length watefbbottoms replacement statice'cannot.be considered
time invariant and if correct stacking is to be performed
appropriate statie eorrections sheuld be méde for various
layers. Surface coneistency in sfatic corrections, whereby
the same shot (receiver),static appiies'to fne shot (receiver)
at a partieular 1oeation, independeﬁt of the various receiver
(shot 100atibns) is shown to be false in irregular water-
bottom environments.

Wigginsbet_al, (1976) noted that static . corrections,
determined bybautomatic cross-correlation techniques, which
have spatialewavelengths longer than a cable length are
poorly deterﬁined. The wavefroht technique is independent

of. the wavelength;of,the near—surface layer providing the
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léyer cah be defined. Use of thé wavefront static method

to aécount'for three-dimensional variations in the near-
sgrface layer is an obﬁious extension, and would enhance

thé effective'uSe of the.wa;efront‘technique;

The method is not exciusive; DigiCon with their
sophistiéated datumvcorrection program REVEAL* (Sherwood
et al., 1976) correct seismic data, given an estimate of the
near-surface velocity variations and the specification of fhe
désired replacement‘medium. Their program computes times of
'raypaths through the assumed and the replacement media to
hypotheficai horizontal reflectors at depth. For each seismic
trace a’list of hypdtheticél,reflection times on the actual
input seismic frace and a corresponding list of times for the
desiréd output are developed, so establishing a dynamic time
correcfion to apply to each seismic trace, as opposed to a
more simplistic static time shift. The difference between
the two methods is that‘the wavefroﬁt method approximates the
appropriafe path of the ray through the near-surface region
by'notipg‘the incident angle of the emerging rays, and as shch
can be used for horizons which dip in any direction at depth.
No comparison of ththwo methods ‘has been made énd.the wave-
front method is presented as an another alternative to a
recognised problem.
While.automatic cross-correlation techniques result'in

a final section having better spatial continuity and, to
some extent, a more consistent velocity analysis after than.

before correction, the question still arises as to whether

* Trademark of Digicon Inc.
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these velocities are consistent with real velocities. As

the technique involves bringing primary e?ents into alignment
-amongst CDP traces for some input velocity function generally
determined prior to static corrections, inaccuracies in

this initial choice of velocity function wili result in an
overéll Qeiocity inaccuracy aftef automatic statics even
though the velocity spectra may befmofe consistent after such
corrections. The wavefront static technique results in a
better'velocity‘determination'which could be subsequehtly
used in cross-correlation static techniques to yield a

section having reflectors with greater continuity.
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I. INTRODUCTION

 Existing vélocity'determinatipn methods operate by fitting
‘time-distance hyperbolas to reflection events. Taner & Koehler
(1969) and Hubral & Kfey (1980, pp.14-16) related tﬁe travel?
time (TS) from a shotpoint, throﬁgh a number of uniform

horizontal layers, to an interface and back to a receiver a

distance X from the shotpoint by the infinite series

T2 = C, + CoX? + C3X* + ... +cjx3‘2 o (1)

The coefficients Cj (j = 1,2,...») are functions of the layer

phickness and velocities. The first two coefficients are

defined by
C, = T ‘ .. (2)
and
) _
Cp, = ...(3)
VZrms

where T, is the two;way vertical travelti@e and VrmS is the
root mean square (rms).velocity.

Most current_methods of obtaining stacking velocities are
based onvthe two-term truncation of equaéion (1) so that the-
‘Stacking velocity does not equéi the true rms velocity except
where the gfound is homogeneous.

‘Blackburn-(1980) in.étudying non-zero offsetlraypaths
through a suite Qf varied geological models illustréted the
order of magnitide of these errors which result from migration
and raypath distortions due to éomplex overburden structures
(Figures 4.1 and 4.2), while Hubral & Krey (1980) provided
an algorithm based on normal incident wavefrbnt curvatures, for'

recovering interval velocitiesyfrom‘common depth point (CDP)

surface measurements in such regions. Similar methods do not
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Fig. 4. 1 .Schenu[ic geological section showing actual raypaths (solid lines)

and hypothetical raypaths (dashed lines) for a vertical comwon reflector point.

“Corresponding T2 - X2 plots show that the zero offset time is smaller that the
~vertical travel-time while actual stacking velocities are greater that the rms
velocities for that location. The. CRP is removed from the vertical position.
This is the migralion problem. ) :
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Fig. 4. 2 Schematic geological section containing a high velocity inhomo-
geneity. Gathered plots and their corresponding T2 - X2 plots show that the
stacking velocities and zero offset™time over the inhomogeneity are greater
that the correspunding humoyeneous case. The CRP for the inhomogenous sit-
uation is smeared. This is the raypath distortion problem.



exist for non-zero offset raypaths. This chapter provides
a mefhod for determining velocities in complex media for
fgeneral raypaths. Both the migration and raypath distortion

problems are discussed.

IT. THE MIGRATION PROBLEM

1. TWO-DIMENSIONAL PLANE DIPPING LAYER

1

'Censider a plane dipping layer (Figure 4.3) which can be

represented by the_equation
Z = Zy + a tan @ o c.(4)

&here 6 is the layer dip angle, Zy. the depth below the origin
(0) and the horizontal distance (a) is measured from the
origin.  The distance SG between the source S and receiver G
is %, while x denotes the abscisssa ef the midpoint of the
baseline. The reflection point P (a, Zo + a tan 6) is
located on the boundéry and SP and PG correspond.to the
incident énd reflected rays. PN is the normal from the

| reflection point'P and o isvthe angle of reflection.

It can be shown that the travel time (t) is given by

<Pt

' 1
t =5 (22 cos? o + 4(x sin 6 + Zy cos 0)2)2 ...(5)

where V‘is the overiying velocity.

Simple construction.shows that the.bracketed term.
(x sin & + Z) cos 6) is the distance MQ along the normal from
.the midpoint of'theAprofile. Equation (5) corresponds to the
fOrmuia given by Levin (1971) for a common depth point (CDP)

gather. Only for 2 = 0 is the curve t represented by a
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reflector point {P).
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-straight line: the departure from a straight line increases
with increasing shot-geophone separation and reflector dip.

'Infuitively the.dffset and time gradients should be related

to the véldcity and dip parameters.

Thé time gradient dt/d% and dt/dx of the field have the

form
. 2 o ‘
a=3t - .t cos® @ — .. .(6)
V(%2 cos? 6 + 4(x sin 8 + Zj cos 6)2)3
and ‘
g = dt _'4(x sin 6 + Zg cos ¢) sin o
dx 2 2 ' : AN ()
V(Q cos“ 6 + 4(x sin © + Zg cos 6) )2

Solving equations (5) to (7) and taking the origin about

the midpoint M, it can be shown that

\

| o | 49(t - AR) 3
V.= [4At(t —AD) + Bzzt] - (8)
Z0‘= [Mﬁ_l‘\_ﬁ)]z . ...(9)
| g8 = + arctan [ B2 % }% ‘ (10)
- (4A(t - AD) AR

_Where tﬁe sign of the dip aﬁgle is dependent on the sign of B.
Furthermore the horizontal distance (b) (Figure 4.3) between

the refleéting point (P) and the midpoint (M) is given by

b = Bt . C..(11)
4A(t - AL) + B2y

while the distance c¢ from the midpoint to the surface

expression of the normal from the reflecting point is

, |
c = ——BY ...(12)

4(t - ALy’



Both b and ¢ are always offset from the midpoint of the
shot receiver locations in the up-dip direction.

The depth of the reflecting point P, can be obtained from
Z = Zy +Db tan o - - - (13)

Thus complete depth migratiop and velocity determihation
can be obtained from phe time gradients about the trace.

"The wuse of these formulae are demonstrated for the

'hypbthetical curved reflector model (Figure,4.4) having a
vconstant bverburden velocity of 2000.m/sec. While the
>formu1ae are for plane dipping layeré, the curved surface
approximates a plane for fhe reflection region required to
obtain accurate time gradients. Synthetic CDP gathers
consisting of 48 traces with geophone separation of 50 m and
.a shot-first receiver offsef of 50 m have been raytraced
(Figure\4.5) and their stacking velogities, which are taken to
equal the square root of the reciprocal.of the slope of a
least squares straight ling.through points on the t2-X? graph
derived from the gather information, are plotted (Figure '4.5).
Raypaths for the zeré offset, midpoint.and end traces have
‘been plotted for two gather locations (Figures 4.6 and 4.7).

- Note -the three common reflector points for each gather
and the smearing of the CDP for reflections from synclinal
limbs. Only the stacking velocities from gatheré to the

.synclinal base reflectbr point give a realistic velocity.
Errors between 23% and 42% result from the velocities
obtained.from'the,synclinal limb reflector pointsx This model
’represents the classical syncliﬁal bow-tie problem. The
seismic problem is pictorially'shown-in Figure 4.8 and the

problem can be summarized thus —
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Fig. 4. 4 Hypothetical curved reflector model. Syﬁthe[ic gathers were
generated every 50m in the region of the solid line (CD) (Figure 4.5) while
gathers have been raytraced at locations A and B (Figure 4.6 and 4.7).
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Fig. 4. 5 Syrthetic CDP gathers and their stacking velocity distribution

for the region C-D in Figurel. 4, Gather represented by the dashed lines are
from the left synclinal limb, the medium ccntinuous lines from the synclinal
base while the solid continuous lines are from gathers whose common reflector
points are on the right synclinal limb. Stacking velocities determined from
gathers whose common reflector points are on the synclinal |imbs are consist-
ently greater that the true overburden velocity of 2000m/sec.

\
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at location B (Figure 4.4).
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Fig. 4. 7 ' Near middle and far traces for the synthetic gathers éenerated
Note inner trace rays only occur for the leftmost

and central common reflector points.
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giveﬁ'a time tface, can the reflection events A, B and C be
placed'inrtheir cérrect spatial posifion?

The above formulae are applied to the gather at location A
lﬁFigure 4.4). Time gradients are determinéd assuming a one
- millisecond sampling interval and uéing neighbouring traces in
‘bofh the x and 1 direction. The'rgsults shown in Table 4.1
illusfrate that the time trace could be separated about the
three common reflector points. Six traces for each7gather are
shown in the table and standafd deviatidn in the velocities
about the 1eftmost reflector point is 21 m/sec, 62 m/sec
about the central CRP,‘and.42 m/sec for the rightmost CRP.
Velocity errors are greater for small offsets due,to the in—
accuracies in determining the A time gradient. Migration of
the time traces shows the changes in refléctor position and
reflector dip about a CﬁP and standard deviations from the
correct position for the horizontal migrdtian distance are
28 m,f10Hm, ahd 74 m, while depth deviations are 11 m, 67 m,
aﬁd 27 m respectively for the leftmost, central, and right-
most CRP positions. |

These deviations are small, especially-compared to the
large migration distances and cohsidering the steep dips.
The formulae remain-applicable fbr Strongly-chrved surfaces,
_except that the depth beloW the origin (Zo) will be in error
since it is based on projecting a planar surface at the
reflection point back to the origin. This accounts for the

large Z, values about the leftmost and rightmost CRP's.
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TABLE V.
LEFTHOST  REFLECTOR POINT
OFFSET " CALCULATED CALCULATED CALCULATED CALCULATED . agTUAL
s .DEPTH 0P VELOCITY REFLECTION REFLECTION
CO-ORDINATES CO-ORDINATES
] (2) (o) v
b z 5 z
200 2548 0.4 1992 1259 1477 1279 1474
600 2696 42.6 2037 1360 1448 1304 1443
1000 2615 42.0 - 1993 1348 13997 1361 1398
1400 Lo ST T 007 Thkh 1344 1041 1326
1800 1317 45.3 1986 1525 1218 1538 1223
2i00 2902 7.0 2013 1655 128 1648 113
\ 1
STANOARD DEVIATIONS  velocity (V) 21m/sec
horizontal distance (b) ;28w
vertical distance (2) LY
CENTRAL REFLECTOR POINT \
OFFSET CALCULATED CALCULATED CALCULATED CALCULATED ACTUAL
DEPTH oiP VELOCITY REFLECTION REFLECTION
CO-ORDINATES CO-CRDINATES
() ) (s) () : -
b 14 b 7
200 2317 9.2 2128 -366 2258 - 349 2121
600 2135 9.1 1963 <381 2080 -348 2120
1000 2182 8.9 2006 -350 2127 <345 2122
1400 2186 8.5 2011 -352 213} -342 2122
1800 2202 7.6 2028 -335 2157 =338 2123
2200 2194 7.1 2022 -339 2151 -334 2123
' STANDARD OEVIATIONS velocity (v) 62m/sec
horizontal distance (b) : 1ICa
! - wvertical distance l(Z) : 6lm
RIGHTNOST REFLECTOR POINT
OFFSET CALCULATED CALCULATED CALCULATED CALCULATED ACTUAL
DEPTH 0ip VELOCITY REFLECTION REFLECTION
i CO-ORDINATES CO-ORDINATES
o @) -(8) (v) b 2 N 2
200 3030 50.7 1090 1487 1214 1324 1273
600 2615 45.5 1996 1325 1267 1334 1262
. .
1000 2634 45.6 . 2006 1364 1240 1354 1242
1400 2552 .S 1987 1372 1206 1383 1213
1800 2488 43.2 ‘1982 140% 11y} 1420 177
2200 , 2478 2. 2009 1474 i th6h 1137
'
STANOARD OEVIATIONS  velocity (v) b2a/sec

horizontal distance (b) : Jum

vertical discance (2)

)

2]e



2. THREE-DIMENSIONAL PLANE DIPPING LAYER

Consider.a plane dipping’layer (Figure 4.9) with dip
~angle 6 and a depth Zo belo& the origin (0), overlain by
material having a coﬁstént velocity V. The distance SG
between theisourée S'and receiver G is % while x and y
denote the abscissa of the midpoint (M) of thé baseline 2.
The reflection point P is located on the boundary and SP and
PG correspond to the incident and reflected rays. PN is
the.nbrmai from the refleétion point P (g,h,i) and o is the
angle between the perpendicular to the plane and the profile
line. D is the distance QM measured along the perpendicularl
to the reflecting plane from a point midway between the
source and the_defector.

It can be 'shown that the traveltime t is given by

N

2 ...(14)

t = ¢ (4D? + 2% sin? a)
If ¢ is the angle between the profile and dip direction
(Figure 4.10) then equation (14), expressed in terms of ¢

and 6 becomes

" (4(x sin 6 cos ¢ + y sin 6 sin ¢ - d)?

<| =

2 2 2 3 ‘ '
+ 2°(1 - sin® 6 cos® ¢) 2 ...(15)
The time gradients dt/cl, dt/dx, dt/dy, have the form

1
72

dt o 2(1 - sin%6 cos?¢)

| 14 |
A= d% T V |4(x sind cos$ + y sinb sing - d)° + L2(1 - sin?g cos?}) - (16)
B = dt _ 1_' 4(xlsin6 cos¢ + y sinb sin¢ - d) sinb cos¢ 1y (17)
“.dx  V |4(x sinb cos + y sin® sinp - d)? + 22(1 - sin?® cos?2¢)) 7
codt_1 ( 4(x sinb cosd + y sinB sing - d) sinb sing 5 (18)
T dy ~ V |4(x sinb cos¢ + y sinb sing - d)2 + R?2(1 - sin?f cos?¢))
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Fig. 4. 9 Three dimensional plane dipping model . Thelsegment represents

a ray from source (S) to gecphone (G) reflected from a plane dipping‘at an angle

©.
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Solving equations (15) to (18) and taking the origin

about the midpoint M it can be shown that

. 1.
— 48(t - AR) c
V. = |ZBt(t - AD) = B?gt] - ... (19)
| Rt - AL) '
Zo = [4A(t - AR) - gcfj% : .:.(20)
and
‘ : i
- 2(B? + C?) 2 '
6 = * arctan At — AL — ic? CL(21)

Note that when C = d formulae (19) to (21) reduce to the
two-dimensional case. ‘The velocity formula is independent of
the cross dip time gradient and is the same as the two-
dimensional case. Thus for a simple dipping layer model
accurate velocity determinations can be determined using single
line prdfilés. Levin (1971) showed that the ratio of the
stacking velocity to the layer velocity fof this model is

given by

Vstack = 1 . (22)
\Y (1 - sin?p cos2¢)? T '

These ratios haVe been plottéd for Vafying dip and
declination directions (Figure 4.11) and show the difference
betweeﬁ the velocities becomes greater with increasing dip
direction and dip angie. It is therefore somewhat surprisingv
that formula (19) provides such a simple solution to the . |
 ‘prob1em. |

The distance (cdip) from the midpoint to the surface

expression of the normal from the reflecting point is

2,2 2% . ‘
c _-Q,(B +C)2 v...‘(23)

dip ~ ~4(t - AL)



20— / i

x
(&)
= 30.
4 1 20,
> 1 . 0 " \0010
0

0 15 30 45 60 75 90
DIRECTION ANGLE (degrees)

Fig. 4. 11 Ratio of the stacking velocity to the overburden velocity for
the varying directional and dip angles.



This distance has two components orientated along the

X and y axes.

- B 2?

% T A - AD - (24
o ce?'. |

Cy = ZT¥_:_K77 B : ...(25)

Thé horizontal distance (bdip) between the reflecting

point (P) and the midpoint (M) is given by

b _ (B + C¥)H(at(t - Ag) - 22C?) S (26)

. - 2 - . s e

dip 4(t - AL) (4A(t - AR) + &%B)

which can be separated into the two components

_ 8B (4t(t - AR) — 22C2) | )
x  4(t - AR)(4A(t - A%) + £7B) , ces

and

fc(4t(t - AR) - 22C?) - ,
by 4(t - Al)(4A(t - Ag) + QZB) ...(28)

Both“bdip‘and cdip are offset from the midpoint of the
shot receiver locations in the up-dip direction. Note that
when C = 0 formulae (23) to (28) reduce to the tWo-layered case.

The depth to the reflecting point P can be obtained from

Z =. %2y +Db tan © ...(29)

dip



3. DIFFRACTIONS

The traveltime to a diffraction point P (x,, 7Z,)

(Figure 4.12) is given by

’ 2.1 2.1
t = % [[(X - xo - %)%+ Zol? +[(x - xo + %)% + Zo)*

The time gradients dt/dl and dt/dx have the form

Aodt 1 S(x < xg - %) 1
d% "V 12[(x - xo - 5)7 + 2312
s (* - Xo_* %) ]V
2[(x - xo + %)2 + 23]
and
podt 1| (x-x -%)
dx V[ (x - xo - )% + 2512

TTx - %o * )7+ 23)%

(x - xo + %) ]

...(30)

...(31)

...(32)

By sol&ing equations (30) to (32) and taking the origin

about the'midpoint (M) it can be shown that

48(t - AQ)  \3

V= laatct - s + Bt
< - BY
7 4A(t - AR) + B
. . 1 V ’
7. = of 28 )2 [(t - AY? - (4B/2)?]
° (t - A%) | 4A(t - AD) + BZL

...(33)

. (3)

.. (35)

Note that despite the difference in the normal moveout

curves between diffracting and reflecting points their two-

dimensional velocity formulae derived from time gradient

information are the same. The expression for x, corresponds to:
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formula (11) in the two-dimensional piane layered case.
Attempts by the author to simplify the expréssion for z¢ have
‘proved fruitless and the result bears little resemblance to.

/

~equation (9).

4. MULTIPLES

The travelfime for multiple reflections is given by

\

1
2

t = %— [ cos(n + 1)0]% + 4[x sinB® + Zgcos6®) sin(n + 1)8/sinB]? ... (36)

where n is the order of the multiple, n = 0 being the primary
/'reflection, and the geometry is the same as for the two-
dimensional dipping plane example. For the first-order multiple

the traveltime is given by

1
2

t = %-,[2 c6526]2 + 4[x sin206 + 2Z¢ cos?6]2 .(37)
and the time gradients are
Aedt 1 % cos®20 (38)
d  V [(2 cos28)? + 4(x sin20 + 27, cos20)?]% Tt
‘ _dt _ 1 4 [x sinf + 2Zo cos?6] sin26 '
B === 5 - 5L . (39)
dx V [(2 cos20)%. + 4(x sin20 + 2Zo cos“6)?]?
Solving eqﬁations (37) to (39) and taking the origin
about the midpoint M, it can be shown that
1
_ 42(t - AL) e
vV =
[4At(t - AR) + Bzzt] -+ (40)
| ot - AR))E
= 1 _.__— ' f
Zo 2[ 4A ] i ) ...(41)
and
| B%% 3
= 1
6 3 arctan [4A(t — AQ)] .(42)



Comparing the solutions (40) to (42) with those for
primary reflections confirms the well knoWn properties of
bmultiples that their dip and depth is twice that of the primary,

while their velocities are identical.

III. ‘THE RAYPATH DISTORTION PROBLEM

The complex structure and dip of the overlying strata
has significagt effects on wave propagation and hence on velocity
and reflector point determination and can be illusfrated using'a
simple model composed 6f an'irregular water-bottom layer'ovér-
1yihgva horizontal interface (Figure 4.13). CDP gathers
consisting of 48 traces with a geophone separation of 50 m and
a shot-first receiver offset of 330 m are traced overy 50 m and
the stacking velocities, taken to equal the square root of the
réciprogal of the slope of é. least square straighf line
through points on a t? - X? graph derived from‘the gather ihform—
ation are calculated. The stacking velocities for the inner 24
traces and for all 48 traces'at each gathér locafion are plotted
(Figure 4.13) and can.be compared to the trhe vertical velocity.
The large discrepancies highlight the raypath distortion problem.
Selected traces for the gather at location A in Figure 4.13
illustrate the 1érge lateral shifts in the reflector point
position (Figure 4.14).
Complex overburdeh problems can be solved in a similar

manner to the migration problem using the following steps —



DEPTH

VELOCITY, m/sec

4.25

T T T T | T 1 m

-
4000
— 2000
# PRLN /
/ \\ 1 I /u\\ II
) -
L L Sa e TN
re3 v RN < *
R \ N -
- AU N’
\\ ’ \ /’I ‘\\‘,/
\ [/ N 7 \
/- WV’
— 4000 v 38900
Fig. 4. 13 Irregular water-bottom layer overlying a horizontal interface

and the resulting velocity profile as determined by ray-tracing.

;
— True vertical velocity profile.

’

————————— Stacking velocity profile using all 48 traces.

--------------- Stacking velocity profile using inner 24 traces.



I STANCE e
4000 DI STANCE 6000
\l \ l | ] [ |
X
P
a A —
w .
Q
4000 | | | | |
Fig.. 4.-th  Selected traces for the ga'ther location A (Figure 4.13)



4

1. Determination of the first layer topography
The techniques described for the migration problem can

be used to determine the first layer shape and velocity.

2. Determination of derivatives of the time surfaces for

the'reflector

In processing seismic data it is necessary to transform

the data from a continuous profile coQQrdinate system to give

CDP data (see Figure 4.15). The co-ordinates of the source (s)
and detector (g) are measured along X axis, which represents
the direction of the seismic shooting. ‘Also aLbng the X axis

are the shot to geophone offset co-ordinate (£ = g - s), and

the midpoint co-ordinate (y = (g_+ s)/2) between the shot and

the geophone. Let the function t(s,g) and t(L,y) represent
continuous lines passing through the meaéured values of the
reflection time (t) éorresponding fo any one reflector.

Let t, = dt/dg, t_ = dt/ds, and t, = dt/dy, and t, = dt/d2 be
the derivatives of these lines. Then tg is the tangent to the
time distance curve (t versus g) seen on a profile corfesponding
to a.fixed shotpbint‘(Si); tg is the tangent to the time
distance cur&e (t versus s) seen on a profile corresponding to
a fixed receiver (gi); ty is the gradient along the seismic
section plane for a given offset; while t, is the gradient
along a CRP gather for a particular midpoint co-ordinate.

The derivatives of the time surfaces in the two co-

ordinate systems (Shah, 1973) are'

tg ty/2 + ty | ... (43)

t ty/2 - t, ...(44).

S

The parameters ty and ty are easily determined from CDP

and ts are readily calculated.

data, so that tg
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3. Determination of the emergence angle from the source

and incidence angle at the detector.

CoﬁSider two rays from a fixed source emerging af two
 / néighbouring reéeivérs A and B (Figure 4.16) é distance Ag
apart)on the surface, after reflection from some interface.
Let the emergence angles (with fhe'vertical) of the raypaths
at A and B be Bg and Bg+ABg respectively. AC is a tangenﬁ to
the wavefront at A and if V: is the seismic velocity of the
material near the receivers, and the infiniteéimal distaﬂce BC
is equal to V;At then | ' '
AL - sin g, ..(45)

In the limiting,cése, as Ag -~ 0 this equation becomes

Vitg = sin Bg ' i"(46)

RN

By means of the law of reciprocity for shots and
receivers, the emergence angle for rays from various shots to a
fixed receiver can also be determined. If Bs 1is the

departure angle from the'shOt,-then
Vitg = sin Bg | | .. (47)

Using eqﬁations (46) and (47) it is possible to determine
the incident angle at all receivers and emergence angles at all

shots, for data in CDP format.
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4. Downward continuation to the first layer or to the layer

1mmediately above the reflector interface.

Using the incident angles at the re@eivérs'and emergence
angles'at the shdté the'fayé_are traced fo the layer immediately
above the reflector interface. The co-ordinates of the
incident and emergent rays at fbislinterface and the reduced
travélt&me'(téken as thebdifferenée in total time to ;he
traveltimé of the incident rays to the intermediate interfaée)

are determined.

5. Calculation of time derivatives and reflector point

co-ordinates.

A\

‘The time derivatives with respect to offset and shot
distaﬁce’are éalculated for the bottom layer using.the reduced
traveltimes and.co—ordiﬂates. Layer velocity and dip, and, the
co-ordinates of the reflection point are calculated as for the
_migration pfoblem.- Since the datum is taken as the plane
between the incident»and emergent-rays on the intermediate
interface yotation of the co-ordinate system is necessary to

give the true reflection point and dip information.

Application of the above method for the gather at
location A (Figure 4.14) resultéd in a standard deviation of

51 m/sec for the true interval velocity of the second layer.



IV. CONCLUSIONS

Simple formulae, based on reflection time and its deriva-
tives have been derived in order to solve the reflection layer
‘:parameters for’bqth the ﬁigration and raypath distortion
,problems. .Synthetic medels hevefbeen used te show how é
singie time trace can be migrated into its true depth
pdsitidﬁ. While tﬁe formulae have not been applied to real
data their application should be simple. Time derivatives
couldrbe calculated by correlation techniques with neighbouring
traces although more traees may be required in order to provide
better statistical reliability. Multiple data could be |
removed by migrating only the reflector wﬁich has velocities

and layer dips lying within selected windows.
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I. INTRODUCTION

In future, oil reserves are likely to be found in subtle
traps of stratigraphic, unconformity or palaeogeomorphic types
(Halbouty, 1972). ‘Most sedimentary basins contain facies |
changes, unconformities with resulting trun@ated beds, and
buried erosional or constrictive surface suéh as reefs, hills,
barrier sand bars, channels and other relatéa geo1ogica1
- phenomena. Vail & Mitcham (1977) stated that the unique
properties of Seismic reflections allow'the direct application
of geological concepts based on physical stratigraphy since
primary reflections are parallel to stratal surfaces and uncon-
formities. They aiso noted that as seismic reflections follow
chrdnostratigraphic correlations, the following interpretations
can be made from the geometry of seismic reflection cdrrelation
patternsf
1. Interpretation of post-depositional structural deformation,
2. Geologic time correlations,

}3. Definitionvof genetic depositional units, and
4. ,Thickneés and depositional environment of genetic units.
Lithofacies and rock type cannot be determihed directly from
the geometry of reflection correlation patterns.

| :A depositional sequence ranges from a few millimetres to
_hundreds of,metres thick but seismic sequences can af best be
correlated to the nearest reflection cycle which frequently
represents a minimum thickness of several tens of metres |

(Mitchum, Vail & Thompson, 1977).



Lithofacies determinations such>as stratigraphic variations,
sand-shale ratios, reef identification, poroéity and hydrocarbon
information can be derived from interval velocities (Schneider,
1971; Marr, 1971) which are computed from stacking velocities
using the formulae of Dix (1955). Large erfbrs in estimated
inverval velocities may occur for small intervals because of
the difficulty in measuring transit times for thin layers.

The ability to determine the properties of thin geological
sequences is limited. Sheriff (1977)_noted,that in generai
vertical resolution is about one-eighth to one-quarter Wavelength.
This conclusidh stems largely from the work of Widess (1973); who
studied reflectionslfrom a_thinning bed with a velocity twice’ |
that of the medium abové_and beléw. Wavelengths for conventional
seismic exploration vary from 30 m (for shallow reflectors) to
200 m (for déeper réflectors). The wavelength increases with
depth, since velocity normally increases with depth and the
higher frequencies are attenuated, with increasing reflection
time, due to absorption. Thus the resolution of deep features
is much diminished compared to the same feature at a shallower
depth. If the resolution of the seismic method is to be
increased a radical change of thinking may be necessary.' This
chapter»presents.information included within the seismic data

that may increase the resolution of the seismic method.



II. CDP _STACKING AND WAVELET PRESERVATION-

Phase, amplitude, arrival time and freqdency are the basic
parameters of seismic energy (Fitton & Dobrin, 1967). The use
of CDP methods is detrimental in preserving these essential
parameters. Dunkin & Levin (1973) studied the effect of NMO
on a seismic bulse ahd showed that stretching of the traces
produced an increase in low frequencies in a summed pulse from

a CDP stack. They showed that

g () a g,(af) (D

where go(f).is the Fourier transform of the uncorreéted pulse
and go(af)vthe.Fourier transform of the NMO ¢orrécted pulse.
Thus the spectrum of the NMO corrected pulse is compressed and
multiplied by a factor a, where a depends.on.the zero-offset
time, the source-receiver separation, the stacking velocify
and the rate at which the stacking velocity-Qafies with zero-
offset time. ’

Buchholfz (1972) noted that reconstruction of the true
zero-offset reflectivity function by application of dynamic
corrections can'oniy be an approximate process. Where inter-
sections of hyperbolae occur accurate reconstruction is
impossible. This problem may be overcome by (1) isolating
the individuél reflection pulses and moving them intact, or
(2) by applying'a time varying contraction filter to the NMO
corrécted tracés. Since the distortion factor a depends on
quantities that vary with record time such a filter could be
designed. The.feduction_df the high frequency content of the
farAtrace Wavélets is illustrated in a typical moveout corrected

CDP gather (Figure 5.1). Stacking such NMO corrected data must



185 OFFSET (meters) 2350
R TRACE NUMBER 48

o

1.0 —

/4

N

{
$'a

»
A YY)

‘V
f.

e
‘
'\

Ty SIS -

g - b -
c Qf 852

o —_ ’ Y™ Y —
: S Tt

L - ;"1 X —
w

=

-

1.5 — 13:(3}$2
- E}lﬁ §{.1s 55 .2

S P '~=-¢<~vwc. q‘ |
-1 BRI -;v: .
ool SISy
— AT T

‘3131%13*5’ 5% <}
- %3}24‘5!5 el

Lirzar

[ vy
)
i\‘
o
"
d

OAKA
: p.
A\
X
N
h‘ [y

\AAA
C/

2.0 — “‘:‘ i*:t* e
“’2 1S 2] %l 4‘)0 1511'!?
— -é;:’ i‘g.:j: 4'1) 1.2—‘-
<¢..<!44‘<aiiﬁ:45='29 ( " , s;z’ <?Les-u-
— Byt s sl /4\ CODPRIRE
o S
— 15}2;:},, {t= S RERDL
3 i w 2 PR AN
et
2.5 %&',,,ff;ff 225l i }2’«‘«;33? =
-;-r-r< (‘ ’ “ : ’J‘) ) “.“‘ .
— 5’ Rt ) IS ORI —
‘;;<( ‘iLr'i‘s o3 .é’.J!:fé;EE:%fli;"f?hi:

Fig. 5.1 Destruction of the frequency content of the far -
trace wavelets due to NMO correction of a CDP gather.



15 20 Hz

N
%?E%H
w

(oY)

Q

™~

I
I
..f.........

25-30 Hz

il
. I — ,,

.0 1
Sl

1

\
)
]

e e e am e e e e e ?.{\_

R ii

x.i(s_

oan \_

il a

J_%ST T

—

[ L A A A I e e I e

~\r.> 7\, W]

o M P .\...>>>\<>\y§ AMARANEAT AN

' \ . A0 2./\, Pa > \(> AN, ,..~(> /W

i J.(.e<,\/.,>\(,>> AT é,\, NAVR )\/\/S AN

AL S >f>><>>/\,>> 24 s,ix)\, A AAAAN
RY

Z\% AT GTA
\\ VZV\})\I\(?‘\\%S\K\,MM\/

NS g AN

i

yy\, A ey

\ \>x>)>>>>}>2<<<)?
3 \S<.>> AW >)>\/?>>\;, Aar~ap

B AR R

WAWASWEN {(3>/>z< At

P \§ PR A AR FASVIVAVY AR NS
Y VA, A Rt J\:s\()? /\,\/\/ AL
s 5, \)r\)\/ AN v e B,

oy

v

S

?)\, AR S \(f\,)\,»\:;\ >\(>>>\<(. BPVIN >>
AL AR AP AN >>37\<\ PN PN AR o
: l AN NP APyt 0 e\ g
NN rr Ao\ m sg}i«s\,\?é ApnE
PLRSNNMAANN L AL AR RS, \sxi Ml ,\<<< \
>\;>>25\,}>>\<,«, P I s:Z\i\,,\s Aransy
.>>\,.,>\,\s>\§,\<,37\x5>\?
AApN AN ST AR
7¢rg?<>%>>és>zs$>y$>:§%ézk<<§z%,zf

?i ><;\i Cs C\,,\cﬁé
A }?\S\,S\,\. <\, &<><3g>>> <,(><?\<

T

(spuoas) 3L

Q

0 (=}
~ o~ (]

30-35 Hz

Uncorrected CDP gather illustfating that

amplitude variations are frequency. as well as offset

5.2
dependent.

Fig.



TIME DOMAIN
-1 '
time time
FREQUENCY DOMAIN
3 o
- 27
® a
] 2
o© [
2 3
Q ~<
L
T
i By
27
i i 1 ]
(] 08 : 1-0 [ 05 1.0
amplitude amplitude
Fig. 5.3 Interference effects in frequency domain due to

two reflectors having the same polarity and opposite polarity.

PS pp
b
/
/
Bl 4
° | P0 | V%o | Yso > X
1 Py o4 Vs, hy
2 P2 I"Dz vaz ha
|
1 1 ]
T I I
i Pj Vpl vsI h;
I
| ] |
I T -
n-1 [ Pn-y [ VPn-1 Ysn—y_hn-y
n I fn I YPn Aglvsn hn
DENSITY P VELOCITY S VELOCITY
Y4

Fig. 5.4

Sequence composed of a number of thin layers.



result in a wavelet vastly different to»the_zero—offset
wavelet. The wavelet differences among members of the CDP
gather alsovdegrade high frequencies (Larner et al., 1973).
Errors in etecking velocities or inadequecieS>in the assumption
of hyperbolic moveout will cause degradation of the higher

frequencies (Larner et al., 1973).

ITI. INTERFERENCE

Bamlqmssfiltering of an uncorrected CDP_gather
(Figure 5.2) shows large amplitude variations withinva pass-
band at differing offsets. Event S-T clearly demonstrates
thet these amplitude variations are frequency as well as
offset dependent. Traces 6 and 7 in the_paesband 20 to.

25 hz have greatly reduced amplitudes; the fact that the
traces are not dead is illustrated by their large amplitudes
in the 25 to 30 hz passband. Many authors (Sheriff, 1973;
Lindsey, 1973;>Fitton & Dobrin, 1967) havelreported constructive
and destructive interference effects due to layered earth
models. Ahstey (l977) noted that two reflectors of any
polarity combination generated e system of peaks and notches
in the freqﬁency spectrum. Reflectors with the same polarity
peak at O hz while opposite polarities notch at 0 hz

(Figure 5.3). The notches are of zero amplitude only if the
two reflection coefficients are equel in magnitude. The
position of the notch orlpeak is directly related to the two-
Way time between the interfefing interfaces and this would

explain the amplitude variations depicted in Figure 5.2.



Anstey (1977) stated that the use of interfefénce in the
frequency domain is of little 6r no bénefit in improving the
resolution 6f thin beds, a not surpriSing result after one
has destroyed the frequency cdntent_of the.tfaced in NMO
correction and then summed the amplitude and phase variations

in stacking.

IV. REFLECTIVITY AND THE THOMPSON-EASKELL METHOD

Since the wavelengths involved in conventional seismic
exploration'are withih the range'30—300’m it is necessary to
consider the effect of the sequence of reflecting interfaces
through which the pulse is travelling at any particular time
instant (Figure 5.4) réther than the effect of the travelling
pulse on a parficular interface. \

For normal incidence the reflectivity can be expressed
in terms of the density (p) and P wave velocity (V) of the
media on opposite sides of the interface:

amplitude of reflected wave
amplitude of incident wave

reflection coefficient

p2Va = p1Vy

= ... (2
PzV2 - p1Vy (2)

As noted iﬂ Chapfer 4 the reflection coefficient is dependent
on incident angle,liﬁdependent of frequency.and involvés no
phase changes up to the critical angle. Sheriff (1977) stated-
that if the incident angle is small (up toLZOO), the departure
from equation>(2) is small. However'the reflectivity of.a

small zone composed of many thin layers is dependent on the
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layer parameters (P and S velocities, density and thickness),
and on the frequency and angle of incidencé 6f the incident
piane wave (Appendix 3). In addition the reflectivity

is complex;’éo both amplitude and phase changes occur for
different input parameters.

Figure 5.5 illustrates a typical synthetié seismogram in
which the input Ricker pulse, with a Spectrum peaked.at 30 hz,
and fhe subsurface which produced thé seismbgram, are simple.
The synthetic seismogrém differs from field data in that it is
noiseless and all thé'puises are idenﬁical. Such a géther.
would occur only for'a subsurface model in which the layers
are thick, so that no interference occurs. This can be
compared to fhe NMO corrected field data Shown in Figure 5.6.
Events A to E showvlarge variations in amplitude while events
1 to-3-have ﬁnusual phase changes with increasing offset.

Such changes can 6n1y be due to complex reflectivities in the
zone of interest; Consequently the writer has made an anaiysis
ofvthe contributioﬂ of interference and complex reflectivities
and their impact on seismié resolutioﬁ and ihterpretation

~using the Thompson-Haskell method (Appendix 3).
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V. DETERMINATION OF LAYER PARAMETERS FROM THE SPECTRA

If two waves with similar amplitude and phase spectra
interfere, the position of the spectral minima of the resultant
wave is determined by the differenées between the'arrivél time
Qf these waves and their relative polarity. ‘The time lag (T)
of the wavé feflected'from the underside of the layer
(Figuré 5.7), relativé_to the wave feflectibn from its roof,

' -dépends on the thickness of the layer (h), the wave propagation

velocity (Vz), and the angle of incidence (i), and is given by:

_ 2h cos i
T = s, . ...(3)

The pdlarity of the waves is determined by the ratio of
the velocities in the layer and the enclosing half-spaces.
All possible distributions of velocities in the layers
vy < 92 < Vi, Vi <V > V3, V] > Vj { vy and v; > vy > vj
can be reduced to'two caseéf | |
-_FOr mddels in which the layer Velocity is greater or less
than the Velocitieé in the enclosing half-spaces the frequency

positions of the minimum amplitudes are given by

- n-3
Fmin(n) = T , el (4)

and the distance between neighbouring minima is given by

_ 1 |
AFmin(n) = 7 ' ... (5)

where. n is the order of the minimum.
For models in whiéh the layer vechity.has an intermediate
value

F . (n) = (6)

min

Ll =]



Fig. 5.7 Raypath geometries for a thin layer.
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Fig. 5.8 Models of thinly laminated media and their

corresponding layer parameters.
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and , AF ;oM = 5 . (T

The phase shift betweén spectral components of. the inter-
fering waves 1is determined by the time 1ag.in the layer and
‘the mutualApolarity of the waves és determined by the
velocities iﬁ the layer and within the encloéing strata.

For antiphase components the spectral amplituaes are sﬁbtracted
and in the case of equality of the components they cancel out.
The phase shift between the two’interféring waves is.

given by |

AP = 2mfT = 4nf 2208 1 (8

It should be noted that these calcﬁlatibns do not take

into account intrabed multiples.

VI. AMPLITUDE'AND'PHASE'CHARACTERISTICS'FOR VARIOUS THIN
HOMOGENEOUS LAYER MODELS

The models of é thin layer (20 m) and.the layer parameters
used are shown in Figﬁre 5.8. The layer pafameters are from
data compiled by’Gregory (1977, p.34). Paige (1973, p.202)
studied the effect of travelpath and wave shaping which
resulted from the interaction between reflections coming from
individuai lithologic interfaces‘(Figure 5.9) and.showed the
reflection cbefficient for normal incidence rays on a single

layer to be .

A,

A,

_ /(ei1tez)?cos®(wH/C2)+(e1~e2)2%sin?(yxH/Cy) (9)
(estey)cos?(wH/Cz)+(es~ey)2sin?(wH/C,)

IRI =




where e; = (p1C1-p2C2)(-p2C2-p3C3)
ez = (p1C1+p2C2)(-p2C2+p3Cs)
e3 = (-p1C1-p2C2)(-p2C2-p3C3)
ey = (-p1C1+p2C2)(-p2Ca+p3Cy)
w = circular frequency (radians)
H = the layer thickness
(pi,Ci;'i = i, 3) are densities and meave velocities

in each of the media.
This equation excludes the effect of.intrabed multiples.
| Rearranging equation (9), it can be shown that for layers
with a velocity lower or higher than the velocities in the
surrounding,media that the combined boundary impedance ratios
for the top and bottom surfaces of the 1ayef and the adjacent

half spaces is

(1% R (1 FR .

aiz = %%%i‘= an | ... (10)
. (L+R _)(1<*R_..)
' (LR . )(1+R___)

and as2 = %f%j L max c.. (11)
o (%R .0 % R oax)

where R . and R are the minimum and maximum reflection
min max

coefficients calculated from equation (9). The upper signs

in the numerators and denominators of equations (10C) and (11)

apply for model 1 and the lower signs for model 4. For

modéls 2 and 5, equation (10) gives the value of asz2 and

equation (11) gives aiz; the upper signs for model 2 and the

"lower signs for model 5.
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For layers with an intermediate velocity (models 7 and 8)

formula (10) gives a;,, and

+I

(1 Rmin)(1 max
az, = ... (12)
(1 Roin) (1

I+
~r

1+
+1
~

max

The upper signs are used for model 7. For model 8, equation
(10) gives a3,, and equation (12) gives a;; using the lower
signs.

Amplitude and phase spectra detefmined by the writer
using the Thompson-Haskell formalization fdr.various angles
of incidencei(5—900) and frequencies (5—160 hz) in these
models have been contoured (Figures 5.10 and 5.11). For
convenience, and on the basis of the results, the eight models

!
have been classified into four different groups.

.1. LAYERS WITH A HIGH VELOCITY

This group is represented by models 1 to 3 of Figure
5.8. The ampiitude and phase spectra fof models 1 and 3
(Figures 5.10 and 5.11) are similar indicatiﬁg the small
efféct that the ratio of the layer velocity‘to the underlying
velocity has. At small angles of incidencs'distinctive
amplitude mgxima ahd minima occur at an interval of 80 hz.
This corresponds to a layer thickness of 20 m when equation
(3) 1is used with a layer velocity of 3231 m/sec.

The phsse spectra decrease monotonically as‘the frequency
increases and have discontinuities of 360°. At small angles
of incidence,_thsse discontinuities cofrsspond to the minima

of the amplitude spectra, while the zero phase areas coincide
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with the amplitude maxima. Amplitude minima éccur when

hf/v = 0.5, 1.0 etc. while maxima occur when hf/v =>0.25,
0.75 etc. For small incident angles the phase character—
iistics are almost linear functions of frequency which 1eads'
to upiform retardation of the reflected waves with little
phase distortion.

The reflectivities for near-normal inCidénce have far
'larger amplitudes than would be predicted frém equation (9).
Impedance ratios calculated using equations (10) and (11)
are also'in'érror. Reflectivities calculated using thg
Thompson—Héskell method, which includes intrabed multiple
energy, are almost twice as large as‘thosé féf a direct
wa?é calculated using equation (9) (Figure 5.12). The
difference is due entirely to intrabed mulfiple energy
(Figure 5.13). Because the layer velocity is large, the
lag time 1is small énd the multiple events enhance the primary
events. Consequently low transmission and large multiple |
energies occur for such zones. These features are character-
istic of the high amplitude carbonate events found on seismic

sections.

2. LAYERS WITH A LOW VELOCITY

Modelsv4 to 6‘represent layers with lower velocities than
fhé sﬁrfounding half-spaces (Figure 5.8). The\amplitude and
phase spectra:(Figures'5710 and 5.11) are similar in style and
are characterised by amplitude peaks and nétches that vary
little for the range of incident angles commonly used in CDP
shooting.'_However rapid changes in amﬁlitude occur for small

changes in frequency; The amplitude spectra differ greatly
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from those for the high velocity layer models (models 1, 2
and 3), whose spectra have slowly varying anplitudes at high
incident angles. |

The break in amplitudes at 45° for model'G corresponds
to the critical reflection at which reflecfion amplitudes
rise rapidly and then fall slowly at increesing angles. The
phase spectrum is a monotonically decreaeing’fnnction of
freqnency and has discontinuities at a epacing of 55 hé,
corresponding to a layer thickness of 20 m if a layer velocity
of 2210 m/sec is assumed. For the normal range of incident
angles model 6 illustrates a general 1inear'dependence of
phase With frequency, while model 4 shows iarge departures
from linearity.

A comparison of the reflectivity epectra-for direct
waves and ccmposite'waves for model 4 (Figure 5.12) shows the
strong influence of intrabed multipies'on amplitude reflectance.
Amplitudes>up“to three times those of the.direct:waves and
deep notches,icoinciding with the predicted direct wave
maxima, are characteristic. Transmitted energies are low
and tend to.be band limited. Such situations occur in ringing
coal sections. The effect of intrabed multiples is most
pronounced in model 4 due to the large impedance contrast at
the upper boundary. |

Since layers with loWer velocities have a greater time
lag than equivalent layers with higher velocities,: more
pronounced interference effects will produce greater
character_changes in the amplitude and phase spectra. Thus
reflected wavelets from low velocify layers will have greater
variaticns.in wavelet shapes than wavelets'from high velocity

layers.



5.23

3. LAYERS WITH INTERMEDIATE VELOCITY INCREASING WITH DEPTH

Reflections for model 7 (Figure 5.8) clearly show
the critical angle of 40° (Figure 5.10). Théyphase spectra
(Figure 5.11) is similar to previous modelsfand has discon-
tinuities every 66 hz, corresponding to a -layer thiékness of
20 m if the layer velocity is 2652 m/sec. These discontin-
uities and the zero phase curve, coincide with amplitude
maxima“at Small incident angles. Intrabed multiples

(Figure 5.12) significantly alter the refleqtivity spectrum.

4. LAYERS WITH'INTERMEDIATE'VELOCITY’DECREASING’WITH DEPTH

- This case. is represented by model 8 (Figure 5.8). Once
again the frequency interval between therdiscpntinuifies in
the phase spectrum (Figure 5.11) is characferistic of the
thickneés of the layer. The refiectivity spectrum has the
same form as the reflectivity for the direct wave (Figure 5.12),
however there is an approximately two-fold increase in
reflectivity resulting from intrabed multiples. Minima occur

when hf/v = 0.5, 1.0 etc.

5. SUMMARY

Large variatioﬁs occur in the amplitude and phase of
plane waves reflected from thinly-layered media for various
frequencies and incident angles. The amplitudes ére'character—
ised by:a seduence of maxima and minima at regular frequency
intervals at the low incident angles commonly used in
conventional seismic recording. The maxima and minima are

partly related to the parameters of the thin beds, but



intrabed multiples significantly alter the spéctrum as well
as increase the reflectivity (decrease the tfansmitted energy).
The phase spectra are all approximately linear functions of
frequency at low incident angles. Although the maxima and
minima in the amplitude spectra are not definitive in defining
_bed-paramaters, the frequency interval.betwéen phase diScon—
tinuities is.

Since the amplitude and phase specfra are dependent on
‘thé acoustic properties of the layers, it is necessary to
study the effect of (i) the thickness of theylayer and the
range of frequencies excited and recorded, (ii) the ratios
of the velocity in the layer to those in the overlying and
undérlying strata, (iii) the ratios of the densities in the
layer and substratum, and (iv) the spectrum of the shot and
-vthe frequency characteristics of the instruments, before

conclusions with regard to resolution and the determination of

layer parameters can be drawn.

~ VII. THICKNESS OF THE LAYER AND THE FREQUENCY RANGE

The determination of layer parameters requires the
freqdéncy range of the spectrum of the reflécted direct wave
to encompéss at least two peak or minimum values. The layer
thickness for model 1 (Figure 5.8) has been varied from 5 m
to 100 m, and frequency-thickness plots for'the
amplitude gpectra of waves incident at 1, 10, 20 and 30
degrees have been contoured (Figures'5.14)..' e All

curves show a hyperbolic distribution of maxima and minima;



£

)

° e 8
= il
(s

< ),

e

o ;

WTJ
- ﬁo.-
&
S8 = _
e s E® v E
o' By
N o
b2 o -
: FE g 5T
%0 (G = i
o .
B .
N
. &0
10y
M S )
8
¥ 3 : 3 ¥ v 5
8
- i \?-.\ e
NI ~

.y 4G/

Y /vt\

o/ SN~ 2
! @,...»m G /e i
L @S
[ o* 8 v a _

-« R W..\/ \
v @5 e 1. —
. gl F AT PE* pE
\\M ,%W o 0 Y @Q
5 (& ..OM\ e (74
Sy w < w
/0.\\ P Z
il &3 g
3 T o -
*os, PQ/. P E 2 i
N -y
Y
e
. == ks i
\d n.o.\ K
04—
5 =
SRS T e ¢ ga T . . . RE™S ‘5
8 3 % (zuey) AIN3IND3Y4 2 ¥ g 0 g § (218Y) AON3ND3YS § § 8§ w

" INCIDENT ANGLE 3¢
Frequency-thickness amplitude reflectivity
variaﬁions for various incident angles - model 1.

INCIDENT ANGLE 20°

5.14

Fig.



the hyperbolae become more closely spaced»With increasing .
.thickness and frequency. The effeétvof the incident angle
and frequency on amplitude of the ref}ectedfsignal can be
seen by considering a bed thickness of 40 m when excited

by a 60 hz plane.waQe. The réflectivity afylow anglés of
incidence is approx1mate1y 0.49 but it decreases to 0.39 at
10° 1nc1dent angles and to 0 18 for waves impinging at 30°
Waves at 80 hz, however, have an almost consistent

reflection amplitude (0.2, 0.2, 0.29 and 0.30 for incident
angles 1, 10; 20 and 30° respectively), while a 40 hz

wave would be almost undetectable (relativé to the 60 hz wave)
as it has reflectivities of 0.22, 0.18, 0.07 and 0.10 for
incident angles of 1, 10, 20 and 30° respebtiVely. Near-
vertical-incidence broad-band seismic shooting for the 40 m
thick layer produces dominant amplitude events when the |
incident waves have frequencies of 25; 65, 95 or 140 hz. For
frequencyvbands\centred around 35, 80 or 120 hz the signai
strength would be éomparatively small. |

The amplitude spectra illustrate that the signal strength
for any particular frequency.is very sensitive to bed thickness.
An 80 hz normally incident wave for a bed thickness of 40 m
has a reflectivityvof 0.2, whereas a change in thickness of
+5 m increases the signal strength by a factor of 2.5 (the
reflect1v1ty is 0. 5)

The phase-spectrum for an incident angle of 1°
(Figure-5.i$) shows hyperbolic discontinuities_which coincide
with amplitude lows. Rapid phase changes oécur for high
frequenciés_and large bed thicknesses. As the phase discon-
tinuities coincide with amplitude minima, the frequency

interval between discontinuities along a constant thickness
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line is directly related to the transit time_ﬁithin the
layer. Rays normally'incident on a 40 m thick bed would have
a‘frequency interval of 40 hz. Substitution'in'equatiqns (3)
and (5) yields a thickness of 40 m for a béd velocity of
3231(m/sec. For broad-band seismic shooting, in this case
with a frequency range of 5 to 160 hz, four'such frequency
intervals are discernible. Such a bed could be resolvable
even if the high‘frequency cutoff was 80 hz.. Thus the
resolution which is the minimum separation.between reflectors
needed to detect separate interfaces would be 20 m for this
model and the frequency range used. From equations (3) and
(5) it can be Seen that smaller frequency intérvals

between discontinuities and hence increased bed thickness
'resqlution would be obtained for a 1owér bed velocity.
Gregory (1977, p.34) studied the properties'bf average Gulf
Coast sands and noted that lower bed velocities would be
obtained fpr»sand'sequences down to a dépth of 2.5 km. With
increased incident angle thegfrequency‘interval between
discontinuities incfeases. This results from the cos i

term in equation (3).

Tranéforming the reflectivity function from the frequency
domain to the fime domain gives the pléne ane impulse response
- of the layered medium (Fertig & Muller, 1978). The following
properties relate to the inverse amplitude tfansform for a |
zero phase Spectrum:

(1) line or undulating amplitude spectra have'repetitive
waveforms; continuous spéctra have transient waveforms,
(2) the fine structure of a continuous amplitude spectrum

defines the waveform at longer times,



(3) well;rounded amplitude spectra have pulses that decay
Quickly to-iero, and
(4) short pulses have é large bandwidth - the pulse duration
cannot be smaller than the reciprocal 6f the'bandwidth.
V-A phase spectrum'which-is ﬁ straight line passing through fhe
phase axis at the origin'or‘an integral multiple of 2w
maintains the pulse shape given by zero phase, but imposes a
uniform propagation delay proportional to theAslope‘of the
line. Any_other phase spectrum changes the:wave shape by
éltering the peak amplitude, making';t unsymmetric and dis-
persing it to occupy a greater time. Figure.5.16
shoWs the time shifting of the individual frequency
components due to a non-linear phase spectrum, thereby
producing a somewhat distorted waveiet. Thevdegree of dis-
tortion is directly related td the Slope‘of the phase spectrum.
Transforming the reflectivity function for a constant
layer thickness yields the impulse response. Thus a 5 m
thick bed’whiéh has a broad, almost flat speétrum with an
amplitude of about 0.4 corresponds to a very large amplitude
impulse whilé a 100 m bed with its regular spectral maxima and
minima would yield a time trace showing the separation of the
two primary reflecting waves. As a generaliZation fof broad-
bénd seismic recording, the arriQaI émplitude.of a thin bed
sequence increases and the pulse shape bécomes narrower as
the bed thins. |
| fhree important conclusioné can bg drawn from the
amplitude and pha§e spectra. Firstly, the reflectivities and
amplitude differences between maximum and minimum hyperbolae

decrease;With increasing incident angle. Secondly, the ability
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to detect slight variations in thickness for very thin
sequences is small compared to the resolution for thicker
sequences and this resolution increaees'with increasing
frequency. Thirdly, for a particular bed thickness
amplitude variations which must be,expeCted‘for varying
incident angles and frequencies provide vital bed parameter'

information.

VIII. VELOCITY CONTRASTS AND THE FREQUENCY RANGE

_Verticai resolution is determined in paft by the velocity
confrasts between the layer and the surrounding strata.

Figure 5.17villustrates the range of eompressiohal velocities
for various rock types. The phase and emplitude spectra for
frequencies in the range 9 hz to 160 hz wiﬁh'verious velocity
contrasts between the overlying stratum and a layer are
plotted in Figure 5.18. The velocity raties for model A and
B are in the.range 0.5 to 1.5 Which correeponds to layer
~velocities between 1196 and 3590 m/sec. Medel A corresponds
to a velocity ratio between the overlying aﬁdeunderlying half-
spaces ef 0.90, while for model B the ratie‘ie 1.08. Incident
angles of 1°.are used throughout. The velocity ranges of

the four.tYpe models are also illustrated.

The similarity of the amplitude'spectfa for both models
indicates the small effect of the underlying half-space
velocities on reflectivities. The spectra>show distributions
of maxima and minima that are almost linearly dependent on
fhe layer Veiocity; the peaks become more closely spaced fof

low layer velocities and high frequencies. Deviations from
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' linearity occur for low velocity centrasts. -?hase diecon—
tinuities.eorrespond to amplitude minima for‘type 1 models
and maxima for type 2 models. The converse‘is.true for the
zero phase eurVe. Amplitude signal Stfengths are not very
sensitive to bed velocity variations, except.at high
frequencies and low bed velocities. |

The plane wave impulse responses vary greatly with
velocity ratio. High bed velocities result in relatively
impulsive wavelets due to the broad rounded amplitude spectrﬁm
at low frequenCies, whereas for low bed velocities the pulse |
is diminisﬁed in amplitude, of long duration and has a complex
character. |

The effect of intrabed multiples is illustrated in
Figure 5.19 whlch compares the reflectivity amplitudes with
those for the direct waves where hf/v is taken to be 0.25 endA
0.50. Curves for hf/v equal to 0.25 show that intrabed
multiples'increase_the reflectivities for velocity ratios
greafer_than O.8,-but destructively interfere for low contrééts,
thefeby decreasing reflectivities. . Intrabed multiples
produce four- to eight-fold increases in reflectivitvahen

hf/v is 0.5.

IX. DENSITY CONTRASTS AND THE FREQUENCY RANGE

Densities for'typicallenvironments and‘rock types range
from 1.4 t/m3 for peaty coals up to 2.8 t/m3 for old deeply
buried sandstones .(Figure 5.20). Although sedimentary rocks
have a'wide range of velocities, they heve a small range of

densities (Figﬁre 5.21) and have a Velocity—depsity relation-
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ship that can be approximated by
p = 0.310 V0-25 .. (13)

where V is in m/sec and p is in t/m®.

Such a relationship limits the possible range_of densities
'likely to be associated with a particular velocity distribution.
Coal, rock salt and gas-filled sands are obvious deviations
from this rule.

When varying density contrasts are used fhe reflectivity
ampiitude and.phase spectra of models 1, 4, 7 and 8 (Figure 5.8)
are dominated by sub-horizontal trends except at very small
bed densifies (Figures 5.22 and 5.23)'which are outside the
range of normal rock densities and can thus be ignored.

The phase spectra show.only small phase deviations with
varying density ratio. Frequency intervals between phase
discontinuities for models 1, 4, 7 and 8 are:80, 55, 66 and
66 hz respectively, and correspond to the Iayer transit times
and hence bed parameters. For models 1 and 7 the discontinuities
correepond to amplitude minima and the zero phase curve
corresponds to amplitude maxima, while for models 4 and 8

the amplitude maxima correspond to the phase discontinuities.
The zero phase curve for model 7 corresponds to reflectivity
highs, howevef, due to the effect of intrabed multiples there
is an alternating correspondence for moded 4 which may be
diagnostic of high amplitude multiples.

At a particdlar frequency the amplitude spectra are
relatively insensitive to density contrast changes, but the
greatest variation occurs at frequencies corresponding to

amplitude maxima. Greater resolution can be achieved by
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noting the variation in the differences between maximum
and minimum amplitudes with density contrast.

Layer density variations influence the reflectivity of
the zone and the contribution of intrabed'multiples is shown
in Figures 5.24 and 5.25 which illustrate the reflectivities
for the total and direct waves when hf/v is equal to 0.25
and 0.50. Large reflectivities occur when hf/v is equal to
0.25 for models 1 and 7, but these are much reduced when
hf/v is equal to 0.5. The converse is true for models 4
and 8. The influence of intrabed multiples is obvious.

In summary, density variations further enhance the
amplitude variations frqm a thin layer but fhe positions of
the peaks and notches are related only to the layer thickness

and velocity.

X. THICKNESS-VELOCITY RELATIONSHIP

Since the amplitude sbectra are closely related to the

. layer velocity and thickness it is necessary to study the
inter-relationships of these two parameters. Figure 5.26
illustrates the:reflectivity variations for thicknesses
ranging from 5 to 100 m and velocities from_1615 to 4847 m/sec
at frequencies of 30, 50 and 80 hz using model 1 type
parameters (Figure 5.8). These variations_ show that fer a
constant frequency, changes in velocity introduce greater
amplitude and phase changes at large thicknesses than small
thicknesses. Similarly, thickness vafiatiens produce the

greatest changes in amplitude and phase at low velocities.
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Hence resolution is greatest for thick beds with low velocity

contrasts and high frequencies.

XI. SHOT, INSTRUMENT AND PROCESSING DISTORTIONS

Reflecti&ity distortions may be'infroducéd by the shot
spectrum and by phase changes introduced by fhe recording
instruments.' Differences in the shot and geophone environment
may also induce waveshape changes. Seismic processing such
as deconvolufion:to remove near—surface reverberations and
wavelet shabing to broaden the frequency spectrum further
distort the Wévelets. CDp stackihg continues the degradation

of the'wavelet information.

XII. SEISMIC NOISE

Sheriff (1977) noted that data must be essentially noise-
free before proceeding with stratigraphic interpretation so
that the variations in waveshape represent variations in the
subsurface and.not changes in noise. Noise problems vary due
to different amplitude decay rates in different areas
requiring charges varying from large quantities of explosives
to a single cap (O'Doherty & Anstey, 1971).

Conventional seismic processing generally includes time
variant filtering of the broadband stacked trace (Figure 5.27).
Some of the principal markers on the conventional section are
insignificant on the broadband section, while others appear to

be displaced in time. The filtering procéss partly removes
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high frequehcy noise and enhances reflectors by choosing
frequency bands that yield maximum'trace-to—frace correlation.
The occurréﬁcé of high'frequency uncorrelated noise is . a
natural result of the reflectivity of the geological‘sequénce.
ﬁigh‘frequency signals are subject to rapid_variations.in
amplitude due to changes in the angle of incidence.so the
wévelet character varies across a CDP gather.. Such signals
may depend on only minor changes in bed thicknecs of.velocity,
thereby making stacked trace-to-trace correlation difficult.

Of gfeafer consequence are the phase changes that occur
at high freqﬁencies. Consider the phase speCtrum (Figure 5.28)
for,modelul_(Figure 5.8) at frequencies of 20 and 120 hz for
incident angles less than 25°. Virtually-no‘phase shift
| occurs for the 20 hz sighal whereas a 50° phase shift results
at the higher frequency. Figure 5.29 illustrates synthetic
-seismograms constructed with arrivals unifofmly phase-shifted
by 0, 45, 90, 135 and 180°. Thus phase-shifted arrivals at
120 hz introduce systematic traveltime errors as the incident
-anglevyaries:due to the relative changes in the peak and
trough positions of the gather arrival wévelets. There is a-
230° pﬁase shift between the waveiets of both frequencies for
- near normal angles of incidence. This continuous variation
cf phaSe with frequency accounts for the principal markers on
the conventional section being displaced in time on the broad-
band section. The time variant filter is in<part an attempt
to define frequency bands where the phase shifts are minimal,
thereby allowihg easier correlation by making the amplitudes
more uniform.

In regions composed of thin units or where the beds have

high velocities relative to the surrounding strata, large
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reflectivities are obtained for low frequeﬁcies; théreby
reducing'thé_transmittedvénergy. waevéf at the gaps in the
reflecfi?ity $pe¢trum the higher frequencies will be transmitted.
AFor thick éequencés or where beds_héve low‘velocity contrasts
notching of fhe reflectivity increases thereby allowing a
greatér number of frequencies to be transmitted. Alternating
sequences of thin beds having large velocity contrasts would
trénsmit only small frequency ranges. Transmitted energy is
theréfore frequency dependent and determined'by the path

geometry.

"vXIII. " VELOCITY DISPERSION

The form of an elastic wave travelling iﬁ an homogeneous
isotropic ideally elaétic medium does not éhange with distance
travelled[ In an inelastic medium amplitude distortions
result fromvattenuation and phase distortion is produced by
dispersion. O'Brien (1961) considered théﬁ fhe phase dis-
tortions are smali, while Wuenscheb (1965) showed that body
wave dispérsion may be predicted from the atténuation
coéfficient_and'that there is an inéreaée in phase velocity
“with frequenc&. Gupta (1966) statedvthét dispersion effects
due to inhomqgeneities may occur eQen if absorption were
completeiy absent.

The phase curves for the layered models discussed earlier
show that the phase shifts are dependent on'fhe layer
parameters, frequency and angle of incidence of the wave.

The time delay associated with a monochromatipvwave passing

through a medium is given by
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T = [¢(w) * 2nnj/w - ... (14)

where n ié an integer, w is the angular frequency and § is
the phase shift (Bath, 1974, p.239). The phase velocity
between two points separated by a distance (2) is given in
‘the general case by

wl

v_oo= o , ... (15)
p d(w) * 2nm . '

Rayleigh,(1896, p.87) showed that for a plane wave
normally incident on an homogeneous thin layer between two

homogeneous half-spaces with identical properties

tan & = #(a + a”l) tan_(%%) ... (16)

where o = lel/Vzpz; Vi, p1, Vo and pp being the velocities
and densities in the half-spaces and layered medium of thickness
(h),fréspectively. The phase shift increases continuously

as wh/Vz'rises and fluctuates around the straight line

& = wh/V, ce. (1)

From equations (16) and (17) the relative phase velocity

(ﬁp/Vz) is given by

\% (A)Q,/Vz
e - .. (18)
V,  arctan[3(a + a ) tan(wh/V,)]

Thus phasé'velocity dispersion results from heterogeneity and
is mosf mafked when wh/V, is small (wh/V: < m/2). For large
values of wh/V,; the phaSe velocity (vp) is similar to the

true layer velocity (V2). Dispersion is abnormal when wh/V, is
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small, especially for thin layers where thedacoustic impedahce
contrastsvére large. The phase velocity is fhe same as the
layer velocity (V:) when wh/V, = n/4. Although this theory
applies to direct waves it is apparent thst dispersion in

thin layers may be significant.

XIV. VELOCITY DETERMINATION

Multifold ground coverage using,CDP techniques allows
direct determination of the rms velocities associated with a
reflector by performing hyperbolic searches for maximum
correlatioqjamong appropriate gathered traces using the

relation

—
aT = [T+ X

7 ~To (19)

where AT is the NMO associated with each trace for a

particular input velocity (V). |

| Taner & Koehler (1969) used normalised cross-correlation
functions to measure the signal strength of the NMO corrected
traces. Other coherence measurements include Cross correlation,
semblance, absolute sum and normalised sumd(Figure 5.30).

Such measurements are obtained by relating*the times of

either the amplitude peaks or valleys of the event on each
trace. The variation of amplitude and phaSe with incident .
angle hes’been clearly demonstrated and must affect the
accuracy of the velocity determinatiod techhiques which assume
there are no .phase changes. Previous discussion has shown that
ﬁhase changes'are virtually negligible at iow frequencies.

Wardell (1973) stated that time varying filtering before
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velocity determinatiqn is necessary to provide é good signal- .
to-noise ratio. Such,filtering invariably selects a low
freduency'band'wﬁere the bhase amplitude effects are minimal.
Since phase shifts correspond to time delays’it is necessary
to ascertain the errors resulting from velocity determinations
at differehf frequencies.

Let t,, the measured time, be the sum of the true travel-
fime (t) plus a delay (At), which can be poéitive or negative.

On the assumption that the reflector is horizontal, t is given

by:
tZ"ﬁ £2 4+ X (20)
t? 2+ s , e
' 2 72
2 _ X X
so that t * = t§ + 33 + 2At J/tg g t+ At? ... (21)
©rms . rms

"For small spreads and deep reflectors to >> X/Vrms'

Expanding the square root and neglecting higher order terms

P 2 1 At 2
ty? = td + X vz + T2 } + ...+ 2toAT + At ... (22)
| rms 0" rms ]
N 2 X2 o
= t0_+ AtA + v : ... (23)
o rmsgpp
‘ Vrmsi '

aPP /T + At/t,

Thus for positive delays the effect of At is to give an
apparent velocity less than the true velocity. At the other

consider two points, one at X = 0

extreme, wyen X/Vrms >> t,,

and the other at large X and pass a hyperbola through them.



For X = 0,
£ 2 = t2 4 2.0t + At2 = A ' (25)
- 6 o ‘ ..
and for X.large;
£2 + X? + At 2 X2 + 2 _‘A | 2 |
ts vz to 72 (At) = + BX ... (26)
rms © rms A :
Letting B = 1/V and solvin
g / rms; o g
' Vems 1 :
Vrems = - .o (27)

app 1+ (2V,,AE)/X

OnCe again positive delays result in apparent rms velocities
1éss than true rms velocities.

The.deléys may result from onset'time*buildup
-(Figure 5.31) dr phase dispersion effects; As seismic
velocities are a function of frequency it is generally assumed
that the pért of the pulse traveliing.through an absorptive
medium withvan almost constant velocity is_fhe high amplitude
part, so cohérence measurements aré measured re1ative to the
peak or valiey events on the trace. Figufe 5.32 shows the
delaYs in_onsét time produced by absorption while the
distorting effect of interference due to single andvmﬁltiple.
layers is Shan,in Figure 5.33. The synthétic seismogram in
Figufe 5.34 was Constructed using a modified version of the
Fortran bfogramfdeveioped by Rudman & Blakely (1976) and shows
the dominance of arrivals from high §elocify contrast
‘reflectors. ‘Onset time corrections aré related to the
frequency band used for Velocit§ determination and as the
corréctionsAare always positive velocities determined are

always less than the true rms velocities.
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Phas¢ changes due to interference effects introduce timé
shifts into the wavelet for any frequency thefeby altering
the onset time. Traces obtained by multiplying Ricker
Wavélet frequency spectra with the'reflecfivity function and
ihverse’tranSforming, uSing dominant frequéncies of 30, 60
and 80 hz.and various;angles of incidence (figuré 5.35),
illustratelthe difficulties of correlétion dﬁe to trace-to-
tface aﬁplitude'aﬁd_phase variations. Diificﬁlties are
-éspeciaily pronounced at high frequencieé due to répid chénges

in the shape of the signal wavelet.

XV. MULTILAYERED MEDIA .

The'previous fesults may be extended to wave propagation
in layered structures where the bed parameteis‘vary discbn—
tinuously from layer to layer. As well as direct and‘intrabed
multiply reflected events, interbed*multiples>occur

" (Figure 5.36). Due to the large number ofvpossibilities.the
discussion will be restricted to two examplés which are
brepresented geologically by a braided stréam and a Shoreface
environment. Density, sonic and gamma—ray 1ogs for both these
environmenté.ére illustrated in Figures 5.37 and 5.38, while
their corresponding models (Figure 5.39); which have an.
overall thickﬁess of 15 m, have been derived from the log
infdrmation.' The phase spectra (Figure 5.4O)Ifor both models
are similar for'low'incident angles énd if the average velocity
for each sequencé is determined (3467 and 3409 m/secvfor the
braided stream and shoreface seqﬁences respectively), fhe |
frequency interval of approximately 110 hz.yields a thickness

for both of 15 m.
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The large differences in the amplitude'épectra especially
at high frequencies and small angles of incidénce show how
differences in wavelet_éhgpe occur for very thin seqﬁences.
Since the'pﬁase spectrﬁm‘yields the Velocity thicknegs
felationshibband there are large differences in amplitude
chéraétér,.discriminatory analysis teéhnidues'such as those
used by Mathieu & Rice (1969) could be used to statistically

predict lithology, especially if all CDP traces are used.

'XIV. DIRECT HYDROCARBON INDICATORS (DHI's)

1. ONE LAYER MODELS

Direct hydrocarbon.detection méthods;have been extensively
discussed.and can be classed as one of the following types:
(1) flat spot or the detection of the gas-liquid interface,
(ii) éhomalous amplitudes or reflection éoefficients,
(iii) anomalous low velocities, |
(iv) inversion of polarity,
(v) shadows or loss of amplitudes below bright spots, or
(vi) diffractions. |
Each method is used in conjunction with CDP stacked data with
the exception of (iii) which is determihed during the stacking
procedure. . All the methods rely on an acoustic contrast
'assoqiated With the presence of hydrocarbons. Information
presented by Gregory (1977) showed the greatest variation in
aqoustic properties occured if the hydrocarbon is gas.
Reflectivities affect indicator methods (ii), (iii), (iv) and

(v).
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Reflectivities for three models consisfing of brine,
gas and 0il saturated sands (Figure 5.41),ha§ing thicknesses
of 5, 15 and 25 m and contained within a half-space composed
of brine saturated shale, have been modelled for frequencies
in the range 5 hz to 160 hz and angles of incidence of 5 to
90° (Figures 5.42 and 5.43). Al1l acoustic‘properties are'
taken.frem Gregory (1977) and represent typical values of
average Gulf Coast sands (or sandsteﬁes) aﬁd'shales at a
deethiof 3000 m. The phase and amplitude cgrves for the
brine and oil satufated'sends are similaf, 'The gas
saturated sands have.distinctive amplitude spectra for
thicknesses as small as 5 m. The phase spectra for a 25 m
thickness afe characterised by discontinuities at frequency
intervals of 40 hz. The discontinuities and the zero phase'
curve correspond to the amplitude minima. The large
reflectivities of the gas zone at certain;frequencies accqunts'
for'the frequencyvselective loss of:amplitudes below the |
hyercarboh zone. ' Ambiitude time traces
obtained by Hilbert transforming the.reflectivity function,
whieh has been.multiplied by the shaped seurCe,spectrum,— in
this case Ricker wavelets having dominant frequencies of 30
~and- 60 hz and zero phase, are illustrated in Figure 5.44 for
incident angles of 1 and 30°. The brine and oil saturated
sand fraces for the 25 m bed are similar, whereas phase
changes have disterted the gas saturated bed sequence. The
diminished emplitude of the gas saturated sequence, especially
for the 60 hz dominant signal, is due to the existence of
neighboufing.frequency minima. A narrower spectrum would
eﬂhanee the»trace wavelet. 1In genefai:trace amplitudes}for

the gas saturated beds are smaller than for the oil saturated



gas models.
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Fig. 5.41 Acoustic properties of the brine, oil and
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beds (Figure 5.45). Local anomalies in reflection amplitude
can be dﬁe to interference effects so that although small
‘acoustic impedances occur the amplitﬁdes may be large,
whereas the gas filled sand with a large impedance contrast
produces smaller amplitudes. Thus gas filiéd zones encased
in shale are not necessarily typified by largé-reflection
amplitudes. Due to the greater reflection contrasts of the
gas sands, they will always have a greater amplitude wheré,
maximum interference occurs. At other frequenéies oil
saturated sands may be dominant. The effect éf phase
changés can be»seen'bj thé later afrival 6f‘the amplitude
maximum with increasing thickness,(Figure 5.45).

Time frdces obtained by modelling Ricker waveiets norﬁally
incident on a layer of gas or oil saturated sand are shown in
Figure 5.46. Although the impedance contrasts at the
boundaries of the gas saturated sand are*larger than for the
0il saturated sand trace amplitudes are greater for the oil
saturated sands. This results from constructive interference
at small oil sand thicknesses because the high interval
velocity proauces small transit times; AS fhé frequency and
layer thickness increase a second pulse on the time trace,
'correspondiné'to'an intra-bed multiple, bécomes increasingly
separated from the primary pulse. The time position of the
large negafive part of the primary pulse is-constaﬁt for a
. constant layer thickness._ The position is a function of the
layer traﬁsit.time and corresponds to the linear slope of the
phase spectrum (e.g. Figure 5.47).

_Multiple energy is greater for the gés_saturated sands
.and bécomésvparticulér1y prominent at high frequencies and

large bed thicknesses; This steady increase is reflected by
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rapidly'chahging reflectivity amplitude énd phase Spectra
(Figure 5;47). TheSe spectra also ihdicéte the variation of
.traée amplitﬁde wifh frequency observed in the time traces
of FigUre.5.46. | )

Time fraces corresponding to diffefent velocity contrasts
 bétween thé gas saturated sand and the sﬁrfdunding strata
(Figure‘5.48) show less interference.of events and larger
multiple ehérgy for the low velocity cohfrasts. ane again
this ‘is a}result of increased transit time Within the sands.
The amplitude characteristics 6f the time traces can readi}y
bé predicted-from the amplitude and phase spectra for
diffefing velocity qontrasts (Figure 5;49),,_

Tétham.& Stoffa_(1976) noted that P and S velocity
ratios for zqnes of undersaturation or gas_séturation produce
observable anomalies as shear waves aré>less sensitive to
fluid saturants than compressional waves."They suggest that
an indirectisource_bf shear waves could be generated in
marine areas by mode conversion of P to S waves at sharp
. refracting boundaries such as the water bottom in regions of
relatively high velocity sediments. Reflectivity plots for
mode. converted P-S Waves due to brine, oii and gas saturated
' sands are shown in Figures 5.50 and 5.51. Plots for the same
thickness are;similar,.with the maximumvamplitﬁdes occurring
* for inCidenp angles iﬁ the range of 35 to 600 and these corres-
pond to discontinuities in the phase spectré. Because the
S wave velocity is lower tﬁan the P wave velocity, the
frequency intér§a1 between the phase discontinuities is
smaller than for PP reflections, thereby increasing the

resolution of bed thickness-velocity determination.
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Fig. 5.50 Amplitude reflectivities for mode-converted PS waves
, 0il and gas

due to brine



Fig. 5.51 Phase reflectivities for mode-converted PS waves due
to brine, o0il and gas saturated sands of verying thicknesses.
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2. MULTILAYERED HYDROCARBON MODELS

Four density and sonic logs representlng varying gross
011 columns (Flgure 5. 52) were represented by dens1ty and
‘ velc01ty models consisting of 40 layers each 3 m thick
(Figure 5. 535., The reflectivity spectra (Figure 5.52) show
large varlatlons in ampl1tude as the- frequency and incident
angle change and exh1b1t amplltude maxima and minima similar
to those described earlier in this chapter. -To enable
comparison with the logs only normal incidence amplitude . and
phase spectra (Figures 5.54a and b) will'bevconsidered.

Reflectivities [R(w)] are complex functions and can be
represented by the following two forms:

(1) the sum of the real and complex parts

R(w) = a(w) - ib(w) = ... (28)
'where w is the angular frequency

(2) - the product of the real and complex parts

R(w) = |R(w)|et®(®) (29)
The amplifude [[R(w)|] and phase [¢(w)] spectra are then
given by
R = at) + b2(w)]® | -..(30)
_¢(w)vh=. tan—l[é%ﬁ%l]v+ 2nm | ..!(31)
n =0, ti, i?, RN respectlvely

The pr1nc1pal value (I) of the phase spectrum is defined

b(w)

as tan” [a(m)

] where I has a value in the range

4
I/
-
7
=2

.(32)
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'_The prinCipal value is a function of anguiar‘frequency with

- discontinuities when '

I = | ..(33)

Thesé,discdntinﬁities may be removed by unwrabping the
prinéipal'value phase spectrum using the metﬁod outlined by
Schafer (1969). This method was apblied to the phase speétra
for models 1 to 4 (Figure 5.54c). The almost linear trend
appfoximateS’minimum phase conditions in Which the frequency

- components are uniformly delayed according to the slope of
the spectrﬁm. An approximately zero phase_sifuation may be
produbed by removing the linear trend‘(Figﬁre 5.54d). Thé
spectra wére shaped by multiplying the reflectivity amplitude
spectrum by the spectrum-of a 30 hz.Ricker pulse (Figure 5.54e).

Spectral componenté'taken from the shaped spectrum of
modél 1at 5 hzbintervals have been plotted for both the
‘minimum phaSe'and zero phase spectrum (Figure 5.55). By
summing these components an approximate time trace was
produced. The minimum phase time trace shows a distinct
negative pulse at 73 msec and this corresponds to both the
two—way_traveltime of the model and the slope of the unwrapped
phase curve. After removing the linear trend on the phase
curve to ptédUce a zero-phase spectrum thé corresponding time
trace is compresséd.

The 1ogafithm of the power spectrum of a signal_containing
an echo should have a periodic component whose repetitidn rate
is related to the echo delay (Bogeft et al., 1963). Thus
the pqwef spectrum of the logarithm of the power spectrum,

the cepstrum, should exhibit a peak at the echo delay time.
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The complex cepstrum is obtained byltaking the Fourier
‘transform (magnitude and phase) of the amplitude and phase
spectrum rather than the ‘power spectrum and is used for signal
recovery.rathe¥ than the defection 6f echoes (Schafer, 1969).
Cepétra and complex cepstra for the shaped spectra of models 1
to‘4 are shown in Figure 5.56. &imes for prominent cepstral
peaks are labelled. The cepstrum for model 3 has dominant
peaks of 36, 28 and 16 msec (Figure 5.56) which corresponds

to the time delay between the peaks and troughs on the
»impedance curve (Figure 5.53). The correiation between
the,cdmplex cepstrum and the'impedahce curve for model 3
(Figure 5.57) shows that cepétrdm analysis may provide a
‘direct indication of the impedance sequence and hence the

thin layer properties.

XVII. MIXED PHASE SPECTRA AND INTRABED MULTIPLES

Consider a wave incident on an earth section composed of
two reflecting layers, with complex reflection coefficients

given by

Ry (w) Ri(w) e T01 (@) L .(34)
and |
‘R2(w) = IRz(w)Ie-i¢2(w) ' | ...(35)
i.e. at reflection both'amplifude and phase are altered. The
reflectiqn is eqﬁivalent to a filtering_action on the signal,
and»as‘sﬁch is expresséd as con?dlution in the time domain

and multiplication in frequency domain. In addition the

refleéted signal is delayed by time intervals T, and T:.
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Suppoée f(t) is the initial input signal; then the
following traﬁsforms from time (t) te'frequency (w) domain
are:

Input-éignal
f(t) <> F(w)

» Reflection ceefficients |
ri(t) <> Ri(w)
r:(t) <> Rz(w)

Time delayed signai’

f(t-T1) <> F(w)e ¥

£(t-T2) <> F(w)e @72
and reflected signal

rl(t)*f(t—Tl)+*Iﬁ(w).F(w)e_inl

gl(t).

g2(t) = rz(t)*f(t—Tz)<“;Rz(w)‘F(w)e_le2
The signal recieved is the sum of the direct and the two

reflected signals:

—i(wTti+d1) ~i(wt2+¢2)

F(w)|1+|Ri(w)|e + |Ra2(w)]e

Bath (1974, p.398) showed that the logarithmic power

expression can be approximated'by

‘1In IF(Q)IZ + 2|Ri(w)|cos(wt +d1) + 2|Ry(w) | COS(wTe+¢2)
— |Ri(w)]?cos2(wT1+41) - |R2(w)|2cos2(uTz+oz)

- 2|R1(w)|lRé(w)| cos ((wT1+01) + (wTa+2))

If R is independent of w and R; and R, are positive for
¢1 = ¢2 = O and negative for ¢, = ¢2 = 7 expression (44)

reduces to

1n |F(w)|? + 2R, coswt, + 2R, coswt: - Ri? cos2wT,

— R22 COSZsz- - 2R1R2 COS(U(;[]+T2)

S5.86

..(36)

.(37)

- (38)

.(39)

.(40)
.(41)’

.(42)

.(43)

...(44)

_..(45)
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Thus the spectrum will have‘”ripbles” with periods of

2m/Ty, 2W/T2, 2W/2Ty, 2W/2T2, and 27/(T1+T2). The transit

times T, and_Tz correspond to the délay times to the

reflectof, timeé 211 and Zfz'to the first multiples to both

reflectors, while the time T,+7T2 fepresents a composite
multiple. ' |

Earlier it was shown (equation 14) that the time delay -

, assdciatéd_ﬁith a mqnochromatic wave passing through a mediumA
:was related to the gradient of the phase spectra. The linear

gradient associated With tﬁe phasé spectra for the’ 25 m brine-

saturated sand‘model depicted in Figure 5.43 éorresponds;to

the two—wﬁy traveltime through the sandllayer. As the impedance

cdntrasts between the sanasione layer and the under- and

overlying Shale half.épades are small, intrabed mﬁltiple

energy can be expected to bé minimal, however intrabed

muitipie energy will'be»significant for the 25 m gas—saturated

sand model. This is reflected in the two distinct linear
'gradient trands in the phase spectra (Figure 5.43) for Small

incident angles. Tﬁe steeb gradients between 17 and 37 hz

and 110 hz coincides with the traveltime for the first intrabed
| multiple'while the linearltrend elsewhere reflects the two-way

traveltime in the gas-saturated sand layér; Thus the multiple

energy is frequency selective and has a ripple frequency

corresponding fo the two-way time through the layer. Thus

mixed phase spectfa‘must result in layered sequehces with

large impedance contrasts.



XVIII. INVERSION METHOD FOR PRIMARY REFLECTIONS

FROM THIN LAYERS

Considér a medium consisting of n ideally elastic
thdgeneous and isotropic layers with plane paréllel
boundaries located between an upper haif—space (0) and lower
half-épaceA(n+1) (Figure 5.4). The transition 2zone is -
placéd at a depth h below the surface. The barameters of
each layer are known:b the velocity Qf the longitudiﬁal
veloqity (Vpi), the density (P;), the thickness (h;), and
fhe'iﬁcident angle\(Qi). |

The,impulée response fér éuch'a model can be determined
from the reflection coefficients and delay times. Trans-

» mission losses will bé ignored. The reflection coefficient

between layer i and i+l is given by - ‘ -

r. = Zi+ —24 (46)
i > a7 ce

- Ziy *Z4 ' g

where Z; is the acoustic impedance, which for any layer is

given by

Z., =

i prPl (...(47)

There is no time delay associated with the first inter-
face as this is the time reference. Thus the impulse response

from the first interface would be

Ri(t) = r,;8(t-0) - : o .. (48)

where\ﬁ(t—T) 1 fort =1

O for t # 1 : - ...(49)

N

The time delay associated with layer i is the two-way

traveltime (t;) to the interface



i-1 g :
5= 2] o5 costy ... (50)
' k=1 'Py

and the impulse response is

Ry(t) = ry 8 (t-1) | ' ...(51) .

AN

~while the total response would be the sum of the individual

responsés
n-1 .
R(t) = ] Ry(t) o ... (52)
i=1 oo
The frequency response of R(t) can be found by replacing

all 8§(t-1) by et®? in equation (52),

n-1 ‘ n-1 .
R(w) = )} Ry(w) = ] Eyr; ...(53)
- where
J'urr . .
E; = e 1 ‘ ...(54)
and , ' .
j = /1 S | ... (55)

Partial derivatives. of the impulse response with respect
to the model parameters'are.required'for nonlinear regression

analysis. The partials can be computed from R(w) and are

given by
: n-1 , )
Egiw) = jo I B(w) ...(56)
j k=1 v
BR) | g (LY, g, [t (57
sz - Fioi(zgg) 1L(,Zi+zi+1)2]‘ £+ (37)
3R(w) _ oR_ 2cosbi . (58)
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R (w) 3R [—Zdi cosei] 3R ‘
= == = + o 0 ...(59
: 1
3R(w) - _ 3R o
i TrRla Ty Vp; ...(60)

Nonlinear regression sChémes can be used to iterétively_
solve the layer parameters.using all the CDP gather traces
given some initial strata mddel.' This procedure will not be
further deScribed since the technique has not been tested

on field data.

_XIX. MODE CONVERSION

" Solution of the Zoeppritz equations shows that mode
cohversion occurs only when the angle of incidence is non-
vertical and is more efficient as fhe incident wavefront
becomes more oblique due to inéreased shearing stresses at
thé boundary. Thus the tranémitted and refleqted waves
contain both P and S components. Tatham & Stoffa (1976)
siggested that the mode converted arrivals would be observed
- on the far traces of multifold CDP dafa. Figure_5.58 ‘shows
the reflection and refraction of an incident plane compression
wave at a boundary. For a geologic section in which the
“velocity increases with depth the.reflection angle of the mode

convérted P Wave is smaller than that for the reflected P wave,



Fig. 5.58 Reflection and refraction of an incident plane
compressional wave at a boundary.



thereby reducing the offset required for PS reflection
detectidn.‘ To ascertain the'significance of the mode
conversion process plots of the ratio of the PS amplitude to
that of the PP (Figure 5.59) are contoured for models 1, 4,
7 andA8 of Figure 5.8. Tpe plots show that mode conversion
cah,be significant and that ahplitude ratios greater than one
canbbe obtained, although these fend to occur at incident
angles greater than»SOoﬂ For high frequencies and small
‘incident angles, large ratios are obtained for model 1.

The amplitude ratios in part reflect the facf-that the
amplitude maxima and minima for the PP and PS cases do not

coincide directly at any particular frequency.

XX. TRANSMISSION IN THIN LAYERS

Mode conversion has been shdwn to be significant, so
that transmission determinations must take into,account the
reflectivity of the PS waves. By épplying the principle of
consefvation bf energy the fransmissivity df thin layers
(models 1, 4, 7 and 8 of‘Figuré 5.8) has been detérmined
(Figure 5.60). These transmissitivities represent both the
transmitted P and S waves. . The inclusion of the ﬁode
conversion component diminiéhes the influence of the maxima
and minima that are présent'for'PP reflectivities.
Significant points are:

1. Little. energy is transmitted for layers with large
bed veloéities atklow frequencies for incident angles
conventionall& uséd in CDP techniques. However large

transmissivities occdr at-high frequencies (model 1).
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An increased bed thickness would allow greater trans-
mission at low frequencies as would lower bed velocities.

2. A closely spaced gapped transmitted energy spectrum occurs
for low velocity layers and conventional-incident angles
(model 4). Little transmitted energy occuré for most
»frequéncies at small incidéntiangles. This accounts for
the dimihished'amplitudes of events beneath reflections
from coal or gas saturated sand sequences.

3. Increasihg and decreaéing_?elocity profilés have gapped
transmissitivities for conventional incident angles
(models 7 and 8). The position df the maximum transmissi-

"vity is determined by the bed thickness and velocity.

XXI . PRINCIPLE OF RECIPROCITY

The principie of reciprocity states that a source and
receiver may be interchanged and the same waveform wiil be
observed. On the basis of controlled field experiments

Bﬁlachandran (1974)Anoted that interchangeability of the
source and receiver cannot be assumed when the near surface
,layers.are heterogeneous. Discuésion of reflectivities and
'and tfansmiésivitiesvhas iiIUStrated that wave prépagation
is frequency—selectivevso that the principle of reciprocity
cannot apply for transmission through heterogeneous thin

layers.



CONCLUSIONS

)

Phase, amplitude, arrival time and frequency are the
“basic parameters of seismic energy. The use of CDP methods
is detrimental to these essentia} paraﬁeters{ Stacking"
NMO.corrécted_data results in a wavelet vastly different from
that for the zero-offset wavelet. Studies of the refléctivity,
>transmissivity and mode conversion of thin layers illustrates
that variétions in wavelet shape are a function of the layering
properties, incident angles and frequency of the incident
plane wave. CDP stacking destroys this amplitude and phase
:information. Offset-dependent phase,changes are most pro-
nounéed at high frequencies, and introduce time shifts into
the wavelef with increasing offset. Trace-to-trace
dbrrelatidns become difficult, so that stacking reduées
signal 'quality, and time shifts result in errorsvin seismic
velocity determination. A study of multilayered media shows
that the 1ayering properties can be related to the complex
cepstrum.

Mode conversion of P waves to.S waves at a reflecting
seqﬁenqe can be shown to be a significant process.at certain
frequencies and'large offsets. DHI studies show that for
small thicknesses oil Saturated sands may produce larger

amplitude events than gas saturated sands.
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CONCLUSIONS

'i
Raypath modélling of primary P waves over a suite of

“simplé”non—hbrizontally layered two-dimensional models has

‘_shown that data processed using conventional CDP techniques -

may'contain velocity conversion‘érrors of up to 50 percent

and timing errors of up to 120 msec. The resultant depth

errors, whiqh‘inﬁolve the interplay of both Ve1ocity and

timing errors, may be so sighificant as to impede the
defection of subtle hydrocarbon . traps. It has been shown

that conventional CDP techniques may fail because:

1. The customary assumption thét staéking velqcities appro#e
imate rms velocities is invalid in areas of non-horizontal
structufes; |

2.. Rapid lateral changes in stacking velocities.due to
geological factors may confuse velocity information from
horizons overlain by irregularities. Slight timing shifts
and theéellateral changes may cause diminishment of
wavelets during CDP stacking and, in extreme cases, pulse
splitting; | |

3. Standard fitting 6f.hyperbolic curves to produce NMO
traces is not valid in geologically difficult areas;

4. Stacking velocities may not be consistent for seismic
lines shot over the same area using different field con-.
figurations.

5. Replacement static corrections are fime variant and not
surface consistent in irregular water-bottom environments.
Provided theiweathered layer velocity and profile are

known' wavefront statics may be used to overcome this

problem.



v

6."S£acking velocities can vary greatly for the same spread
length with different shot-first receiver offsets.
7. Three-dimensional structures further increase conversion

errors.

Information about the characteristics ef a reflecting
surface is contained within fhe refleeted wavelet but may
be lost as a result ef>Wave1et modification introduced by
CDP Stacking or the amplitude end phase responses of the
overlying geology. Variations in wavelet. shape with incident
angle, normally a function of offset, mey cause diminuéion
of the reflected wavelet when stacked. '

“The shape of wavelets‘reflected.from thin layers is a
/fuﬁction of the.ieyer properties, incident angle and frequency
of the incident plane wave. Offset-dependent phase changes
are mest pronounced at high frequencies and the resultant
"time shifts produce errors in velocity determinations and
diff;CUlty in trace-to-trace correlation.b Provided that this
fundamental amplitude and phase information has not been
distorted or destroyed by CDP stacking some of the layer
properties may be determined from the reflected arrivals.
 For eXample, in the single layer models, arrivals from oil
saturgted sandvlayers were larger than those from gas-
bearing sands only for thin layers, but intra-layer multiples
were more pronounced for the gas-bearing sands at all layer
thicknesses studied.' Aﬁ extension of the model study to
multiflayer sequences shewed that the reflectivity function
of the sequence was closely approximated by the complex

cepstrum of the reflected wavelet. Mode conversion of P waves

to S waves in multi-layered sequences is more significant than



. in single layers, and henée sufficient S arrivals may be
received to allow increased resolution of the thin beds
using PS and SS waves.

The extension of the sihple geological structures
discussed in this thesis, to 'the complex real earth must
fﬁ{thér dowﬂgfade the accuracies’and resoiutiop of seismic

reflection techniques.
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I. INTRODUCTION

Modelling systems for reflection profiling -have been
dévelopéd by nﬁmerous authors, but all systems have some
limitations. Taner et al. (1970) prodﬁced a ray tracing
system and traveltime caiculations; Hilterman (1970) and
Dunkin & Lévin’(1971) produced three-dimensional (3D)
reflection'prOfile modelling systemé for oneilayer only -

a constant vélocity secfion down to a singie.reflectbr;
Dobecki (1973) produced 3D models for arbitrary velocity
distributions:buf limited to plane reflectors. Smith (1977)
. described a modelling system for normal.iﬁcidence reflection
for”two—dimensional (2D) models. Shah (1973) gives an
algorithm to trace rays through a 3D model consisting of

plane or curved surfaces.

I1. REFLECTION PROFILE MODELLING SYSTEM

This computer program was designed to trace rays through
2D earth modéls and to compute traveltimes and NMO velocities

for primary'events and is described below.
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1. PROGRAM INPUT

Input is in three stages:

a. Model description

The geological model is represented by thaterally
inhomogeneous but vertically homogeneous 1éyers separated by
L+1 continubus curves which are mathematidally‘represented as
cubic spline’functions. These layers are defined by inputting
sufficient COQrdinates of points on the sufface to
define theICurve.' Interval velocities are'Spécified at each
of_fhese digitised points and lateral interval velocities
between'these.points are defined by linear interpolation.

b. Shooting parameters

The line geometry (first ahd last shot-point and shot
point intérvai) together with CDP gather infdrmation-(gather
1ocations;3shot—first receiver distance, geophone spacing
and the fold of the synthetic data) are inbdt( All shot and
recéivervlocations are assumed to be at thé ﬂppermost

horizontal surface of the model.

c. Control parameters
~The control parametefs.specify the type“of output
options, plotting parameters as well as specifying the

reflector to be used for ray tracing.

2. GENERATING THE MODEL

The program then constructs a model according to the
input specificatidns and a number of checks are performed to
detect possible errors. Cubic spline functions, using the

method of Greville (1967, p.156), are determined for the set
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of 'data points for each surface and the second derivative
coefficients are stored. A cross section of the model is

then plotted.

3. ' ZERO-OFFSET RAY TRACING

This involves the ﬁSe of the normal ihcidence technique
in which one-way raypaths emanate at right angles froﬁ‘the
.reflecting.surface at depth, propagating upward to the surfacé
bf the earth; The point of contact at depthbis iteratively
adjustedvso that the raypath is within a specified tolerancé
~of the shot—geophone location. In homogeneous layers,
straight iine ray tracing, similar to that of»Smith (1977),
is used within the layer but where lateral velocity changes
aré significant, cur&éd'raypaths are traced'using the method
of Will.(1976). Arrival times, amplitudes and the point of
cohtact at depth for each shot point afe 1isted. Zeroéoffset
_réypaths are plbtted.

Since it is pbssible for the rays reachiﬁg a given gather
location to_have varying subsurface CRP's it is imperative
to sort the data according to gather location, and also

according to subsurface CRP.

4. NON-ZERO-OFFSET RAY TRACING

This ﬁses.the p&int of contact of a zero-offset raypath
as the initial condition and iterativéiy adjusfs the reflection
angle and the poiﬁt of contact to produce_; n§n—zero—offset
raypaths,WHich arrive within a specifiéd tolerance of the

designated shot and receiver locations. Raypath plots for
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each gather location are produced as we11 as'1istings of

arrival times.

5. DETERMINATION

OF STACKING VELOCITIES AND ZERO-OFFSET TIMES

The stacking
oi the reciprocal
through points on

information; " The

velocity is taken to equal the square root
of the slope of a 1east7squares straight line
the T?-X? graph derivedvfrom the gather

zero—offset time (To) is taken to be the

square root of the intercept at X2==0.1 Thése values are

compared to the true vertical velocity and true vertical time

at the gather location.

6. LIMITATIONS OF THE MODELLING SYSTEM

The following limitations apply to the_modelling system:

(1) only two-dimensional geological situations can be modelled,

(2) the reflecting'surfaces.must'be represented by smooth

curves and be

continuous across the model. No surface

can be fepresented by more than one depth value at any

location, -

(3) the layer Velocity must be vertically invariant but can

vary laterally,

(4) the change of

pulse shape due to'absorption or to phase

changes at the interfaces is not taken into account,

(5) the source and geophone are taken to be on the surface, and

,(6) shear waves are not traced. However energy 1ossesvdue to

mode conversion at the interfaces are included.
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. o ’ I. INTRODUCTION

Ray tracing for constant velocity layers is treated as a variational
problem of Fermat's principle and is solved using the Newton Raphson
iteration procedure. The method is an extension to Chandler's (1977)

treatment except that curved rather than plane interfaces are used.

'

II. TWO—DIMENSiONAL RAY TRACING A

1. STATEMENT OF THE PROBLEM

Let (xp,2q) . and (x Zn+1) be the coordinates for.the source and

n+1 '’

receiver respectively (Figure A2.1). The geological model is represented
by (n) constant velocity layers with continuous curved boundaries which

are mathematically represented by third-order polynomials of the form

L, = 3 2 ' -
z = Ajx° + Bix® + Cyx + D; . for i=1,...,n (D)

with (Ai,Bi,Ci'and D, i= L..Jﬂ known for each in;erface; The constant
velocityvvi for i=1, ...,h+1.between surfaceé i-1 and i is known. Vv, is
the constant Qelocity between the source and the first layef while Vel

is the velocity between thé last i&yer and the detector. Seismic ray»pathé
are to be traced:through these 1ayers'and may include critical refractibn
or multiple reflections alqng the path (Figure A2.1). The source and
detector can be both at tﬁé surface or both buried at the same or uneqhalv
elevation with respect to the datum. Let Py to Pn+1 (Figure A2.1) be the
consecutive vertices of the intersections of the polygonal seismic rays
with the curved inferfaces, with Py represenfing the source and Pn+l the

detector. Let (Xi’zi)’ i =0,...,n*1 be the coordinates of these vertices

respectively. The problem is to trace the ray by determining the
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coordinates (xi,zi), i=1 ... n of the vertices P, to Pn such that

"Fermat's principle is satisfied along the ray path.

2. SOLUTION

The traveltime t along the ray PO—Pn is given by the sum

+1

‘n+l1 ) 1 i

t  = ¥ [0 -x P+ (23 Sz D0, . (2)

Also the coordinates of vertices P; to Pn must Satisfy the equations of

the fespective intérfaces in which they lie. Therefore
z: = A.x.> + B.x.2 + C.x, + D, i=1,..., n ... (3)
i i i

.. Since z, t0'zh can be expressed in terms of'xi, for i=1,...,n the traveltime t
is a function of the x coordinates of the vertices P) to\Pn. Fermat's
principle, that the traveltime be stationary for small variations in ray

paths, will be satisfied if the following n equations hold simultaneously

9t [(xi-xi—l) + (Zi—zi—l)(SAixiz+2Bixi+ci)]
= L
Ox; - [(xi-x;_ )%+ (247250712 vy

(Xi4,-%;) *+ (g4, -23) (3A1X32+2B;x,+C;)

) . I
[(Xi+l_xi)2 * (Zi+1'zi)2]2 Vi+)
= 0 i=1,.-..,n . . A ._.(4)

These equations can be solved using the Newton-Raphson iteration procedure

for nonlinear equations. * We first define

£,(x)) = At/dx; for i=1,...,n L (5)

X = [xi,x2 ...x]% o (6)

and | | | }
£y = 280 N C)

axj
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Next define the matrix @(X) as
P(X) = [fij(x)] lfor i=1,...,n and j=1,...,n ...(8)

Thus dét[¢(X)] is the Jacobian of the system evaluated for the vector

X = [X1,X2,. eens xn]t. Now define'the vector F(X) as
F(X) = [£1(x),f2(x), ... fn(x)]t : _ ... (9)

With these definitions in mind, and with the starting vector

]t'let

Xo.= [X]o,'Xp_b, ie. X
Xk+l = Xk + (Sk ’ o ...(10)

.where.ék is the solution vector for the set of simultaneous linear
equations

P(X )8 = —F(Xk)  . | | ..(11)
Let A = [¢(Xk)—F(Xk)] = 0 be the augmented matrix.

If the components of @(X) are.continuous in a neighbourhood of a
point such thét F(a) = 0, if det @(a) # O0'and if Xo is '"near' o then
limk+mxk = @,

The Newton-Raphson method may be summarized as follows:-

(1) Choose a starting vector'Xk = Xo = [X10,X20, -«-- xno]wheré Xp 1is
hopefully near a solution a. [Xjo,X20, «.- xn_l’o]arevthevinitial guesses
fdf_the horizontal COordinateS of the vertices P; to P.

(2) Solve the system of linear equations

P(X)S = -F(Xg) ...(12)
where |

0::(X,) = ofj (Xy) i=1 n : (13)

13Y%k g}g- k LT e e

, J_ls- >N
and

(3t at s\t .
F(Xx) = [S;Iu 3z " axn ...(14)
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and the increment vector

8, = [8,3:8,5 +- 81" ...(15)
(}) Update the‘approximation to the root for the next iteration
Xgo1 = X *+ Oy | ... (16)
'(4) Check for possible convefgence‘to a root a. Test to see if
| 16, | < €2 i=1,...,n \ | 17y

If (175 is true for.all i then Xk+1 is taken to be the root. If expression
(17) is failed for any i, then the process is repeated starting with
Step 2. The iterative process is continued until express;on (17) is
passed for some k or wheh k exceeds some spécified upper limit.
It is necessary to set up the augmented matrix of partial derivatives

required for the solution of the non-linear equations as derived from

Fermat's principle. This matrix is simplified by noting

of; . ' .. ..
wij(Xk) = 5??'(Xk) = 0 for i#;;;,1,1+i ...(18)

The non-zero components of the augmented matrix are readily determined
by using the following procedure for i=1,...,n.

XDIS1(i) = xj - X5

XDIS2(i) = Xj, -X;

Y = 3 2 : i=2,...,
ZIM1(41) _Ai-lxi—1+Bi—1xi-1+Ci—1xi—1+Di-1 for i=2, n. ,...(19)
= 2g _ for i=1 ...(20)
ZI(i) = A.x +B.x’+C.x. +D, | "~ for i=1,...,n ... (21)
171 171 171 1 _ .
i) = A, x3 2 i=1,...,n-
ZIP1(1i) Ai+lxi+1+Bi+1xi+1+ci+1xi+1+Di+1 for i=1, ,n-1 ...(22)
=20 . . for i=n ...(23)
DZIMI(i) = 3A. x2 +2B. x, +C. ' for i=2,...,n ... (24)
1-171-1 1-171-1 1-] :
=0 . : - for i=1 ...(25)
DZI(i) = 3A.x2+2B.x.+C. ‘ for i=1,...,n ... (26)
11 11 1
DZIP1(i) .= 3A,  x? for i=1,...,n<1  ...(27)

. < +2B. x. +C.
1+] 1+1 1+]1 1+] 14}

= 0 o | for i=n o ..(28)



6A. x. +2B. | ' : for i=2,:..,n-1 ...(29)
it i '

DOZI(1) =
=0 for i=1 or i=n ... (30)
() = SQRT[ XDIS1(i)2+(Z1(1)-ZIM1(i))2] | L. (31)
X(i) =1+ DZI(i)2+(ZI(i)—ZiMl(i));DDZI(ij o .. (32)
Yi(i) = XDISl(i).+ (ZI(i)-ZIM1(i)) *DZIM1(4) - ... (33),
Y2(i) = XDISL(i) + (21(i)-ZIMI(i))*DZI(4) S | .. (34)
E12(i) = 1 + DZIMI1(i)*DZI(i) _ . ' ... (35)
COWW(@{) = SQRT[XDISZ(i)2+(Zibl(i)—zi(i))z]’ o , ... (36)
XX(i) = -[1 - 021(1)2+(21(i)-21?1(i))*DDZI(i)] | L)
YY2(i) = *DIS2(1)+~(ZIPl(i)—ZI(i))*DZI(i) y ...(38)
YY3(i) = XDISZ(i)+(ZIPl(i)-ZI(i))*DZIPl(i).‘ ... (39)
E23(i) = 1 + DZI(i)*DZIP1(i) | | .- (40)

Then

ey - Lo Wm*ﬁlzvgg):wg)zggglwmml_ o

[WE)*X()- (Y2(i)*Y2(i)l/W(i)]
pE,1) = W) *W (1) +v (D)

WW(3)*XX(3) + (YY2(i)*YY2(i))/WW(i)

WWCL) "WW (1) v (irD) --(42)
i a1 = WW(l)*EZS(l) (YY3(1)*YY2(1))/WW(1) .
P(i,i+1) = WW (L) *WW (L) *v (ix1) ..(43)
and -
-Y2(i) . YY2(i)

PO < R WA - (44

In the programs that féllow, the elementg of the augmented matrix
A= [D(X) - F(X)] ... (45)

are evaluated by the subroutine CALCN3. The system of linear equations (11)
is solved by calling the function SIMUL which utilizes the Gauss-Jordan

. method.
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The main program reads data values for itmax, iprint, n, €, €, and
X1, X2, ... Xp. Here, itmax is the maximum number of Newton—RapHson,
iFerations,-iprint is a variable that controls printing of the intermediate
;oﬁtput, h is the number of nonlinear solutions, € is the minimum pivot
magnitude éllowed_in'tﬁe Gauss-Jordan reduction algoritﬁm, €2 is a small
positive number.usea to test condition {17), and *1,'X2, ... Xp are the
initial estimatés.xlo, ng, ... Xpo, that is the eleﬁents of Xo. The
coefficéents representing~the mathematical surféces and interval
veloéitieé are also given. Flow diagramé for the main program and the »

- function routine SIMUL are shown in,Figures»AZ.Z and A2.3.

ITI. THREE—DIMENSIONAL RAY TRACING

1. STATEMENT OF THE PROBLEM

' Let (x0,Y0,20) and (xn+1’yn+1’zn+1)-be the coordinates for the -
 source and receiver respectively (Figure A2.4). The geological model is
represented by n constant velocity layers with continuous curved boundaries

which are mathematically represented by polynomials of the form'

25 = Ay + Byxg + Cyy; + Dixf + EiyfA+'Fixiyi : ... (46)

‘with (Ai,Bi,Ci,Di,Ei and Fy, i=1,...,n) known for each interface. The constant
.velocity v, for i=1, ... n+l between surfaces i-1 and i is known.

_ (Figure A2.4) be'the consecutive vertices of the

~ Once again let Po to Pn#1

'intejsections of the rays with the curved interfaces, with Py representing
the source and P,,, the detector. If (xj,yj,z;) i=0, ...,n+l are the
coordinates of these vertices then the problem is to determine the vertices

nof P, to Pp.
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Fig. A2.4 Three dimensional geological model.
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2, SOLUTION

The method of solution is similar to the two-dimensional case. The

traveltime t along the ray P,-Pps, is given by the sum

[

n+1 L4

t= ‘.21 (xi‘xi;1)2 + (yi-yi-)? o+ (zi-zi;l)ﬂ Vi , ...(47)
i=1 . o

The problem reduces to solving the following Zn'equations simultaneously.

ot [(xi=-xj.1) + (Zi-Zi_l)(Bi+ZDiXi+FiYi)]

. 2 N2 21%
i [(x3-%Xi-1)°+ (Yi-yi-0) " *+(z4-25 ) 1% vy

,__.[(xi;]—xi) + (254,723 (Bj+2Dix;+F3y4) ]

. : L
[(X5400-%)%% (Via7Yi)2 (25007230207 vig

= 0 i=1,...,n ’ | ...(48)
and
ot [Gri-ys ) *+ (225 ) (C5+2B;y;+F;%3) ]
at -
i [(xi-x30)% % (Yi-yi)2+ (zi-zi-1)%17 vy

[(rie,-yi) * (;i+1—zi)(Ci+2Eiyi+Fiyi)]

: i
: [(xi+l_xi)2+ (Yi+1_Yi)2+(Zi+l_zi)2]2 \)i+1

= 0 isl,...n - L (49)
-The non-zero componentS»of the augmented matrix.are readily

determined using the following procedure for i=1 to n.

XDIS1(i) = Xj - Xj_, ..(50)

YDISI(i) = yi - Yi-, ' ... (31)

XDIS2(i) = X, - X ’ | .(52)

YDIS2(i) = ¥4, - Vi . | ... (53)
ZIMl(i) = Ai-1+Bi-1xi}1+Ci-1yi-i+Di—1xi-§+Ei-1yi-i+Fi-1xi-1yi—1

» for i=2,...,n . ... (54)

= 2, o  foris1 ... (55)

ZI1(i) = Ai+Bixi+Ciyi+Dixi+Eiyi+Fixiyi for iél,}..,n ...(56)
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Ajs)*B i+1*Cin Y Pin X *Eia Vi FiaXiaYing

ZIP1(1) = i1 P X
for i=1, PPN ,n-l
= Zne for i=n
DXZIMI1(i) = By _,+2D5_ ,x5_,*Fi_,¥i_, for i=2,...,n

. =0 for i=1

. DYZIM1(i) = .C. _+2E “for i=2,...,n

.-.+. . .
1-1 1—1y1-1 F1-1x1—1--

=0 - : for i=1

DXZI(1i) = Bi+ZDixi;Fiyi

DYZI(i) = Ci+2E;y;+F;x; ”

DXZIP1(i) = Bi+1*2014xxi+1+Fi+1yi+1 for i=1,...,n-1
- 0 . . for i=n

WXY(i) = SQRT[XDIS1(i)2+YDIS1(i)?+(ZI(i)-ZIM1(i)})?]

RX(1) = 1 + DXZI(i)Z;ZDi(ZI(i)-ZIMl(i))

RY(i) = 1 + DYZI(i)2+2Ei(ZI(i)-ZIMl(i))

CSX1(i) = XDIS1(1)+(21(;)-21M1(1)) DXZIM1(i)
svl(ij = YDISl(i)+(ZI(i)+ZIMf(i)) DYZIM1(i)
SXZ(i) = XDIS1(i)+(ZI(i)-ZIM1(i)) DXZI(i)
SY2(i) = YDIS1(i)+(ZI(i)-ZIM1(i)) DYZI(i)

EX12(i) = 1 + DXZM1(i)*DXZI(i)
EY12(i) = 1 + DYZM1(i)*DYZI(i)
WWXY (i) = sQRT[XDIsz(i)2+YDIsz(i)2+(ZIpl(i)-zl(i))z]

-[1-Dx21(i)2+ 2D; (21(1)-2IP1(i))]

RXX(i) =
RYY(i) = -[1-DYZI(i)2+ 2E;(ZI(i)-ZIP1(i))]
SXX2(i) =AXDISZ(i)+(ZIPi(i)—ZI(i)jDXZI(i)

. sYv2(i) = YDIS2(i)+(ZIP1(i)-ZI(i))DYZI (i)
C$XX3(i) = XDIS2(i)+(ZIP1(i)-ZI(i))DXZIP1(i)"
SYY3(i) = YDISZ(i)+(ZIPl(i)-ZI(i))DYZIPl(i)

= 1 + DXZI(i)*DXZIP1(i)

. EX23(1)

EY23(i)

1 + DYZI(i)*DXZIP1(i)
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..(57)
..(58)
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.. (78)
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)
... (80)
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...(82)
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..(84)



[ WXY(1)*EX12(1)+[SX2(1)*SX1(1))/WXY(1)]

A(i,i-1) = atey e
[WXY(l)RX(l) - SX2(1)5X2(1)/WXY(i)]
AlL1) = WXY (1) V5
, N
_ [OWXYG)RXKG) + SXX2(1)SXX2(5) /XY (1) ]
WY (1)2 Vin
AGLie1) = L WWXY(l)EXZS(l) - SXX3(1)SXX2(1)/WWXY(1)]

WWXY (1) 2V

[-WXY(i)EY12(i) + SY2(i)SYI1(i)/WXY(i)]
WXY (1)WXY (1) vy

A(n+1,n+i-1) =

[WXY (i)RY(i) - éyz(i)syz(i)/WXY(i)]
WXY (1)WXY (1) V3 '

. A(n+i,n+i) =

[ WWXY(Q)RYY (i) —.SYYZ(i)Z/WWXY(ij]
WWXY(1)2 Vs - .

i+1

[ WWXY(l)EYZS(l) + SYY3(1)SYY2(1)/WWXY(1)]

CA(n+i,n+i+l) = WWXY (1) 2 v;

i+1
et iy _ -SX2(d) SXX2 (i)
AGL2e+1) = Y™y * WRXY(1)Via,
Anel, 2001) -SY2(i) . - SYY2

WXY (D), WWXY (1) Vs 4 ,
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.(85)

. (86)

.(87)

. .(88)

.(89)

.(90)

..(91)

.(92)

In the program the augmented matrix of partial derivatives required

for the solution of the nonlinear equations which describe the three-

dimensional ray paths is set up in the subroutine CAL3D.

substituted for the subroutine CALCN3 in the two-dimensional example.

Computer listings of the essential elements of the program are

given in the microfilm listing at the rear of the thesis.

This can be
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IV.  CONCLUSIONS

A method is described for tracing reflection, refraction and
.multiple rays_from specified source and detector locations through
laygrs 6f arbitrary shape and orientation. A solution is presented which
is amenable to rapid calculation Qsing digital computers. The fay
tTécing is treated as é variation problem and stems from Fermat's
y principle; ‘The solution can be checked by determining whether tfiplet

of consecutive vertices P;_,, P;, and Pi+1‘11e in a plane perpendicular

1’
to the interface containing P; as well as determining whether Snells
Law i's satisfied at each vertex where the ray is refracted and whether

‘the angles of incidence and reflection are identical at each vertex where

reflection occurs.



Appendix 3

THOMPSON-HASKELL METHOD

| page

I.  INTRODUCTION - A3.1

II. THOMPSON—HASKELL METHOD : ‘A3.1



A3.1

I. INTRODUCTION

The refléctivity'of transitional zones With arbitrary
dépth?dependent,distributionSAof elastic moduli and density
for plane waQes at'afbitrary angles of incidence has Been
.described»b& Thompson‘(1950) whojlaid down the theoretical
groundwérk later extended by Haskell (1953). Knopoff (1964,
Harkrider (1964, 1970), Dunkin (1965) and/Watson (1970) used
the method to study the.surface wave dispersion in a multi-
1ayered elastic half-space, while Schwab & Knopoff (1972)
and Fuchs (1968) have calculated the reflections of plane
body waves in a layered medium.« Fuchs (1970)v1ater studied

the reflection of spherical waves from a transitional zone.

II. THOMPSON-HASKELL METHOD
Consider a medium consisting of n-1 ideally elastic

homogeneous and isotropic layers with plane parallel boundaries
located between aﬁ upper half-space (O) and lower half-space
(n) (Figure A3.1). The transition zone is placed at a depth

h below the surféce. The pafameters of each layer are known:
the velocity of the longitudinal (Vpi) and transverse (Vsi)
'waves,‘the density (pj) and tﬁe thickness (hj). A 'potential

vector is defined for each of the n-1 different media

wE,W;,W;,W; - i=1, n-1 ... (1)

©
!

(Dunkin, 1965)
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~ Fig. A3.1 Transition zone between two homogeneous half-
spaces. FEach layer is characterised by P and S wave velocities,
density and .thickness. P is the oblique incident P wave,
PP and PS the reflected P and S waves respectively.
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where w;,zﬁz:and W;, W; are the P and SV wavé-potentials,
_respectiVély, correqupding to waves travelling in the
positive (downwards) ahd’negative-(upwards) z direction.
The application of boundary conditions (Dunkin, 1965)
yields a reiation between the potential vectqfs of the

lower and uppér half-space:

¢ = Moy L . (2)

where M is the Haskell matrix. It is the product of the
matrix of the lower half-space Tn,_the n-1 matrices Gi, and

the matrix of the upper half-space To}

M = T G

n n-1. R -G1T0: ... (3)

Fuchs (1968)'and Harkrider (1970) 1isfed thé elemenfs of
thesé matrices. The Haskell matrix contains-exponential
'terms which become véry large at high frequencies (Watson,
1970).' Thus equation (2) cannot be solved directly due to
the intrinsic loss of precision. Knopoff (1964), Dunkin
'(1965)'and Thrower (1965) haﬁe offered alternétive methods
which avoid this difficulty.

'By défining a new 6 x 6 delta matrix of the 4.x 4
Haskell matrix, which is obtained by_computing all possible.
2 x 2 subAdeterminanfs of the 4 x 4 matrix, the offending
terms are eliminated analytically. The elements in the delta
matrix are giVen in Fuchs (1968). Watson (1970) noted that
due to symmetry the 6 X 6 delta matrix can be reduced to a
5 x5 delta‘matrix. Fuchs (1968) has caiculéted the-reflectioh
'coefficienté from equation (2) in terms of the elements

ﬁij of the delta matrix ﬁ
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Rpp Miy /My

R = My, /M;, ... (4)
PS

Dunkin (1965) proved that the delta_matrix of a product
matrix is equal to the product of the delta matrices of thé
individudl’factor matrices. Therefore the M.j can be computed

A A~

by multiplication of the delta matrices Tn, Gi and @0 of

Tnp, Gj and Ty [see equation (3)].

The.matrix_formalization has been programmed't6'yie1d
the PP and PS refiection coefficients. Theory shows- that the
feflection coefficients are dependent on the layer parameters
(P.and S velocities, density and thickness), on the frequéncy
and angle of incidence of the incident plane wave. The

~coefficients are complex so that both amplitude and phase

changes occur for different input parameters.



