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ABS TRAC 

In the time dependent situations, the partial differential equations the most clos­

sely associated with the wave propagation are of hyperbolic type. Their role 

in the study of non-linear wave propagation is becoming increasingly important; 

and the knowledge of the properties of their solution is of considerable value when 

applications to the physical situations are to be made. Non linearity in wave oc­

cur in the evolution of discontinuous solutions from initial data propagates along 

their characteristics. To obtain accuracy in numerical integrations, small intervals 

and difference formulas are convinient immediatly after crossing the characteris­

tic curve. This work is intended to discussed several numerical solutions, for the 

two dimensional non-linear wave equations. The methods will be used involve 

successive approximation, characteristics, and finite difference methods. 
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PREFACE 

Partial differential equations as mathematical models of physical and engi­

neering problems involve continuous functions defined on a continuous domain. 

Analytic methods for solving hyperbolic equations are limited to well be.haved 

problems, in which the partial differential equations involve constant coefficients 

and regular boundaries. Often the solution leads to indefinite integrals and infi­

nite series in terms of special functions. For more complex situations numerical 

methods which use discrete values of both the function and the domain have been 

found to be extremely successful. 

Discretizations involve two steps. First, the continuous domain is replaced by 

a mesh of discrete points within the domain. Second, the governing equations 

which are continuous formulations are replaced by a finite system of equations 

which is related to the original infinite system. 

Basically, discretizations of partial differential equations may be accomplished 

by using one of three methods. The first involves expressing the partial differen­

tial equation in terms of its characteristic coordinates and integrating along the 

characteristic directions; this is called the method of characteristic. The second 

method approximates the original partial differential equation by a finite differ­

ence equation, and is known as the finite difference method. The third, the finite 

element method, uses direct approximation to the solution by a function from a 

finite dimensional space of functions. This thesis will deal with these approxi­

mation methods to solve second-order hyperbolic equations involving initial value 

problems and boundary value problems . . 

The characteristics of a hyperbolic equation will be discussed m Chapterl. 

Based on the number of characteristics, of which there may be two, one or no 

real characteristic, we may classify the types of a partial differential equation to 

parabolic, elliptic and hyperbolic. The classification is a useful concept because 

the general theory and methods of solution usually apply only to a given class of 

equations. 
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In physical applications the initial value problem is well known as the Cauchy 

problem. If the Cauchy problem involves boundary conditions it will become the 

Cauchy Gaursat problem. These problems which describe propagation problems 

in mathematical models will be formulated in section 1.3. We will discuss the 

difficulties that arise when the Cauchy problem is formulated for a non-hyperbolic 

equation. However the Cauchy problem is well posed for hyperbolic equation. 

The coordinates of a second order hyperbolic equation, when written in canon­

ical form, are the characteristic directions. Characteristic coordinates are the nat­

ural coordinates of the system in the sense that, in terms of these coordinates, 

the equation is much more simplified, and can often be integrated directly. The 

methods of successive approximation will be found useful to solve a Cauchy prob­

lem for hyperbolic equations in the canonical form. Further if the canonical form 

of a hyperbolic equation is linear, the Riemann's method will give the solution of 

the Cauchy problem in terms of prescribed Cauchy data. 

In physical applications, the wave equation is the prototype and most im­

portant example of hyperbolic equation. Mathematical models for some two­

dimensional wave problems will be given in Chapter 2. We will discuss Cauchy 

problems involving steady state boundaries and moving boundaries. The analytical 

solutions, if any, will also be discussed. 

Chapter 3 will deal with quasi-linear second order partial differential equations. 

Since the equation is non-linear in the dependent variable and its first derivatives, 

the type of equation is dependent on the solution. Generally it is impossible 

to transform the equation into a canonical form. Therefore methods discussed 

in Chapter 1 are not applicable to this type of equation. Hence we seek other 

methods to solve it, such as the method of characteristics. Basically, the method 

is similar to those methods discussed in Chapter 1 in the sense that we deal with 

integration problems along the characteristic curves. However in the method of 

characteristics we keep the original coordinates while former methods use the 

characteristic curves as coordinates. The characteristic curves are represented by 
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non-linear ordinary equations involving first derivatives of the dependent variables. 

Using the method of characteristics, the Cauchy problem for the quasi-linear 

second order partial differential equation will reduce to a characteristic system, 

involving a system of non-linear ordinary differential equations which have to be 

solved simultaneously, using iteration calculation processes. We will explore some 

numerical procedures to approximate the grid points of the characteristic curves, 

and then find numerical solutions of the partial differential equations at these grid 

points. 

The finite difference equation as the approximation equation is not unique; it 

is dependent on the configuration of the discretization of the continuous domain. 

Several finite difference methods will be described in Chapter 4. The boundary 

conditions usually determine the methods suitable for solving a particular prob­

lem. 

,5 



Chapter 1 

CAUCHY'S PROBLEMS 

1.1 Introduction 

Most problems in physics and engineering may be classified into three phys­

ical categories: equilibrium, diffusion and propagation problems. The governing 

equations of each type are partial differential equations which differ in character. 

In comparison with geometrical terminology they may be classified as parabolic, 

elliptic and hyperbolic. Such classifications are a useful because the general theory 

and methods of solutions usually apply only to a given class of equations. 

In section 1.2 , the characteristic curves of a linear second order equation will 

be introduced to classify the type of the equation. Knowledge of the character­

istics is useful in the development and understanding of numerical solutions. Of 

particular significance is that in the case of hyperbolic equations there are two real 

characteristics directions at each point. By an appropriate choice of coordinates 

the original hyperbolic equation may be transformed into one in which the inde­

pendent coordinates are the characteristic directions. Characteristic coordinates 

are the natural coordinates of the system in the sense that, in terms of these co­

ordinates, the equation is much simplified. This often results in forms which may 

be integrated directly. 

Section 1.3 will discuss the Cauchy problem, the problem of determining the 
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solution of a second order partial differential equation with data prescribed at 

initial points or along an initial curve. We shall discuss the difficulties that arise 

when the Cauchy problem is formulated for non-hyperbolic equations. Section 

1.4 will show that Cauchy problem for the hyperbolic equation in canonical form, 

reduces to solving an integral equation over a region bounded by the initial curve 

and characteristic lines. 

The length of the initial curve is of importance. In the Cauchy problems, the 

initial curve is assumed to be infinite. If it is not then we may impose conditions 

at the end points. Disturbance moving along th~ characteristics will be reflected 

or transmitted at the boundaries. In the case of a semi-infinite initial curves, if 

beside the initial curve a set of data are given along a characteristic curve we will 

have Goursat problems, the problems will be discussed in sections 1.5. 

Furthermore by assuming that the initial curve is monotonic decreasing and the 

coefficient functions involving the first derivatives is continuous and satisfies the 

Lipschitz condition, the Cauchy problem for hyperbolic equation in canonical form 

is well posed. Picard 's procedure provides the method of successive approximations 

to solve the Cauchy and the Cauchy Goursat problems. The methods will be given 

in section 1.6. 

Finally in section 1.7, Riemann's method will be used to deal with Cauchy 

problems for linear hyperbolic equations. Based on Green's theorem the surface 

integral problems are redl_lced to line integrals along the directions parallel to the 

boundary. 

1.2 Classification of Equations 

In discussing second order partial different equations, the most important and 

frequently occurring in physical situations, are the wave equation, the heat equa­

tion and the Laplace equation. These types of equations are different in their 

characteristic, hence we may classify them into three different type of equations. 

The classification is reflected by the analytic character of their solutions which 
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is dependent on the type of boundary conditions necessary to determine their 

solutions. 

The three different types of second order partial different equation on which 

the wave equation, the heat equation and the Laplace equation classified into, are 

and 

Uxx -Uyy = 1/J1(x,y,u,ux,uy), 

Uyy = 1/J3(x, y, u, Ux, Uy), 

(1.1) 

(1.2) 

(1.3) 

In geometrical terminology, these three canonical forms are known as the hyper­

bolic, parabolic and the elliptic equations, respectively. 

In this chapter we will deal with a general form of a second order linear differ­

ential equation in two independent variables, say x and y, 

a(x, y )uxx + 2b( x, y )uxy + c(x, y )uyy = g(x, y, u, Ux, uy)· (1.4) 

It is assumed that the coefficients a, b, c, g are real-valued and continuously differ­

entiable on a region D of the xy-plane. 

Difficulties may occur when we use the equation (1.4) as a model of a physical 

problem, since we may have a variety of initial and boundary value problems. 

However we shall establish that using an appropriate transformation, the equation 

(1.4) may be reduced to one of the three canonical forms above. Hence we can 

classify the second order linear differential equation ( 1.4) into hyperbolic equation, 

parabolic equation and elliptic equation. The dassification is essential, since often 

the general theory and methods of solution is applicable only in a particular type 

of equation. 

It is useful to write 

L[u] = a(x,y)uxx + 2b(x,y)7.txy + c(x,y)uyy (1.5) 

where L is the operator consisting of the second order differential operators in 

the left hand side of the equation (1.4). This is called the principal part of the 

8 



differential equation (1.4). Further, we introduce the real function ~ defined on 

D by 

~(x, y) = (b(x, y)) 2 
- a(x, y )c(x, y). (1.6) 

This function is called the discriminant of the equation ( 1.4). 

The classification of the equation (1.4) can be introduced simply by considering 

the effect of performing a change of independent variables. vVe intend to prove 

that the sign of the discriminant (1.6) is unchanged under continuous second order 

differentiable one to one real transformations of variables x and y. Let 

e = e(x,y) TJ=rt(x,y) (1.7) 

be real-valued functions and continuous second order differentiable on D such that 

the Jacobian 
a(e, rt) # 0 8( x, y) . (1.8) 

The functions map the region D of the xy-plane onto a region D" of the ert-plane. 

Ill 

Using the chain rule, calculating the first and second derivatives of u results 

Uy = ueey + U11TJy 

Uxx = Ueee; + 2ue11fr:TJx + U1111TJ; + ueexx + U11TJxx 

Uxy = Ueeexey + Ue11[exT}y + eyTJx] + U1111T/xT/y + ueexy + U71T/xy 

Uyy = Ueee; + 2ue11eyT/y + U7111TJ; + ueeyy + U71TJyy 

Substituting these into the equation (1.4) we have 

as the representation of the equation (1.4) in eT/ variables, where 

A( e, T/) = ae; + 2bf.xf,y + cf,; 

B(e, T/) = af.xT/x + b[f.x7Jy + f,yT/x] + cf,yT/y 
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C(e, 11) = a17; + 2b11xT/y + C77; 

G(e, T/) = g - [aexx + 2bexy + ceyy]u~ - [aT/xx + 2b7Jxy + C'l]yy]u.,, 

Referring (1.1), (1.2)and (1.3) we are now able to classify the second order 

linear differential equation (1.4) as follows. 

The partial differential equation (1.4) is hyperbolic, parabolic or elliptic if there 

exists transformations ( 1. 7) such that the equation ( 1.4) becomes 

or 

respectively. 

The discriminant of the principal part in the representation (1.9) is 

6-. = [B(e,11)] 2 
- A(e,.,,)c(e,11). 

Then using (1.6), the equation (1.13) yields 

6-. = [a( e, T/) ] 2 D.. 
fJ(x,y) 

(1.10) 

(1.ll) 

(1.12) 

(1.13) 

(1.14) 

Since the Jacobian (l.8) does not vanish, the equation (1.14) shows that the 

discriminants 6- and 6-* are both positive (or zero or negative) at correspondjng 

points. Therefore, the equation (1.4) can be classified according to the sign of its 

discriminant. The classification will not change under such change of variables. 

From this result we may conclude that we can achieve the canonical form (1.10), 

that ( 1.4) is a hyperbolic equation, if and only if 

b2 
- ac > 0. (1.15) 

We can achieve the canonical form (1.11), that (1.4) is a parabolic equation, if 

and only if 

b2 
- ac = 0. (1.16) 
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We can achieve the canonical form 1.12, that (1.4) is an elliptic equation, if and 

only if 

b2 
- ac < 0. (1.17) 

The problem now is how to determine ~ and 17 in (1. 7) such that the equation 

(1.4) is reduced to one of the three canonical forms above. The problem is straight 

forward if the discriminant ~ has the same sign everywhere on the domain D, 

either positive, negative or zero. To do that consider an equation 

(1.18) 

Dividing by <i>; leads to a quadratic equation 

(1.19) 

It is a quadratic equation in ~; hence we have 
y 

<Pix -b + Jb2 - ac 

<P1y = a 
(1.20) 

and 
<1>2x -b-Jb2 -ac 
<1>2y = a 

(1.21) 

<1>1 and <1> 2 are independent solutions of (1.18) if (1.20) and (1.21) are distinct. 

vVe only deal with the hyperbolic type so that we wish to reduce (1.4) into the 

canonical form (1.10). Taking the transformation (1. 7) to be 

T/ = <I>2 ( x' y). (1.22) 

we have in A(e,11) = C(~,TJ) = 0. Furthermore since the Jacobian (1.8) does not 

vanish, (1.14) gives 

~ = b2 
- ac - 1 6"' 

[
8(€,11) )2 
8(x,y) 

1 2 
- a(€,11l 2 (B - AC). 

[a(x,y)] 
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Since .6. > 0 and A = C = 0 then the last equation gives B -:f. 0. Substituting 

these into (1.9) and neglecting the factor 2B, the equation (1.9) becomes 

(1.23) 

To show that this equation also represents a hyperbolic equation such as (1.10), 

take 

then the equation (1.23) becomes 

Hence the canonical forms of the hyperbolic equation can be represented by (1.10) 

or (1.23). 

We shall analyse the solution of equation (1.18) by investigating the level 

curves 

(1.24) 

and 

<I>2(x,y) = kz (1.25) 

where k1 and k2 are arbitrary constants. Differentiating these we have 

and 

Hence along each level curves we have 

dy -<I>ix 
-=--
dx <I>1y 

and 
dy -<I>2x 
dx=~-
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Substituting these into the equations (1.20) and (1.21), respectively, we obtain 

dy b(x,y) + Jb2(x,y)- a(x,y)c(x,y) 
--= --------------------------dx a(x,y) 

(1.26) 

dy b(x, y) - Jb2 (x, y) - a(x, y )c(x. y) 
--= ---------------------------dx a(x,y) 

(1.27) 

These two distinct ordinary differential equations are known as the characteris­

tic equations. The solution of the characteristic equations define two families of 

characteristic curves in the domain D. Using the notation in the equation (1.22) 

, we have at each point of D exactly one curve ~ = k1 and exactly one curve 

TJ = k2 • Since the Jacobian does not vanish on D, then the level curves have 

distinct slope at each point. The characteristic curves of the same family do not 

intersect, so they can be used as a basis for the coordinate grid. See figurel.1. 

Along these curves the simplified form of the original equation may be used to 

obtain a solution. 

a=c3 ~=c' 1 

Fig.1.1: The Characteristic curves 

1.3 The Cauchy's Data 

~=c'2 

~=c'3 

Mathematical formulations of physical problems often leads to the problems of 

determining the solution of partial differential equations satisfying some conditions 

along a given curve. The problem are called initial value problem~ while the 
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conditions are called the initial conditions, and the given curve is called the initial 

curve. Time is often considered as one of the independent variables, and the term 

initial values refers to the fact that the data are assigned at the initial time. In 

this case the problem is sometimes called the Cauchy problem, while the values at 

the initial conditions are also known as the Cauchy data. 

Y.ie will utilize the Cauchy problem widely to describe the wave propagation 

problem. By knowing the initial state of the system, we wish to predict the 

subsequent behaviour of the system. In this section we will discuss the Cauchy 

problem for the general linear second order equation (1.4). Suppose the partial 

differential equation (1.4) is defined over a continuous domain D. We will show 

that the type of the equation has a significant influence when we deal with a 

Cauchy problem. 

To formulate a Cauchy problem for the equation (1.4) we need initial condi­

tions. Initial conditions involve the value of u and Un which are given along an 

initial curve, say C, where Un denotes the normal derivative, the derivative in the 

direction normal to the curve C. See figure 1.2 . 

y .... : 

x 

Figure l .2:The Cauchy problem 

Suppose the initial curve C is defined parametrically by 

x = x(1), (1.28) 
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for a real variable r, and satisfies 

((x
1

(r)) 2 + (y1

(r)) 2
) =/:- 0 (1.29) 

with x' =:and y' = ~-
Then the Cauchy problem can be defined as follows : given continuously differ­

entiable functions 'W and w, determine a solution of the equation (1.4) such that 

the initial conditions 

u(x(r),y(r)) = w(r), un(x(r),y(r)) = w(r) (1.30) 

are satisfied along the initial curve (1.28). The functions x, y, wand w constitute 

the Cauchy data of the problem. 

It is possible to represent the Cauchy problem where the initial conditions 

involve derivatives with respect to an axis. Differentiating u with respect to r 

leads to 
du dx dy 
- =ux-+u -
dr dr Y dr 

(1.31) 

where : and *respectively are the direction cosines of the tangent to the curve 

C with slope :;. Furthermore by using the first initial condition in (1.30) we have 

(1.32} 

along the curve C. The direction cosines of the normal n to curve C are ~y' and 

x', hence we have 

(1.33) 

Since (1.29) holds, then these last two equations determine uniquely U:z: and uy 

along the given curve C. Hence instead of prescribing the values of u and Un along 

the given curve C, the values of u, Ux and Uy rnay be prescribed along the curve 

C. In this case, the initial conditions (1.30) may be replaced by [8] 

u(x(r),y(r)) = 'W(r), ux(x(r),y(r)) = w1(r), uy(x(r),y(r)) = w2 (r) (1.34) 

where r:<7, w1 and w 2 are given smooth functions. Therefore the Cauchy problem 

can be expressed as follows: given continuously differentiable functions x, y, 'W, 
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w1 and w2 , determine a solution of the equation (1.4) satisfying the conditions in 

(1.34). Further we can calculate all first derivatives in any direction not tangential 

to C. 

The Cauchy data now consists of the values of the functions x, y, w-, w1 and w2 . 

However w, w1 and w2 cannot be assigned arbitrarily. From the equations (1.32) 

and (1.33), it follows that the relation 

(1.35) 

must hold along the curve C. The normal derivative of u along the initial curve 

C is then given by 

(1.36) 

1.4 Hyperbolic Equations 

The Cauchy problem formulated for equation (1.4), in the previous section, is 

too general. The hypothesis on the coefficients are too weak, and there may be no 

solution of equation (1.4). Furthermore the type of equation must be taken into 

account, and it is important to know whether the initial curve is a characteristic 

curve. In the present section it will be shown that Cauchy problem is well posed 

for the hyperbolic equation. 

Consider the hyperbolic equation in the canonical form, 

[J2u 
{Jxay = G(x, y, u, ux, uy)· (1.37) 

Since equation (1.37) is in canonical form, then the characteristics are 

(1.38) 

where k1 and k2 are arbitrary constants. As a result we can use either x or y to 

replace r as the parameter in the Cauchy data (1.34). Suppose the non parametric 

representation for the initial curve C is given by 

y=W(x) ( 1.39) 
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which is assumed to be invertible and strictly monotonic. Then the Cauchy data 

(1.34) can be written as 

u(x, W(x)) = w(x,y), Ux(x, W(x)) = w1(y), Uy(x, W(x)) = w2(x). (1.40) 

The Cauchy data can not be assigned arbitrarily along one of the characteristics 

curves. Since along the characteristic line y = ki, for example, the equation (1.37) 

becomes 
d(uy) du 
~ = G(x, k1 , u, dx, uy) 

which is an ordinary differential equation for u and Uy in their dependence on the 

variable x. Hence if the Cauchy data are assigned along one of the characteristics 

line y = k1 , then they should satisfy the last relation, even so we can not expect 

the solution to be unique. This shows that the initial curve cannot be one of 

the characteristic curves. Therefore we impose the hypothesis on the initial curve 

(1.39) that should nowhere be tangent to a characteristic. 

Consider first the Cauchy problem for the homogeneous equation, 

[)2u 
--=0 
axoy 

which satisfies the initial conditions (1.40). 

Writing (1.41) as 

!_(ou) = o, 
f)y ox 

we see that Ux is independent of y, hence we have 

Ux = <I>(x) 

for an arbitrary function <I>. Integrating this over x gives 

u(x,y) = <f>(x) + ef;(y). 

(1.41) 

(1.42) 

where ef>(x) is the anti derivative of <I>(x). Differentiating (1.42) with respect to x 

gives 

<j>'(x) = Ux(x) = Ux~x) + Ux~x), 
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and since from (1.31) we have 

du dy 
Ux = dx - Uy dx 

then 
( ) 

du t!:JJ.. 
</>' ( X) = Ux 2 X + J; - 2 Uy dx . 

Multiplying this by dx and integrating the result, leads to 

</>(x) = u~x) + ~ j ux(x)dx - i j uy(W(x))dy. (1.43) 

Similarly differentiating (1.42) with respect to y gives 

7/J'(y) = Uy(y) = Uy(y) + Uy~y) 
2 -

and from (1.31) we have 
du dx 

Uy= dy - Ux dy 

then 
( ) 

du U dx 

'ljJ' (y) = Uy 2 y + dY -2 x dY • 

Multiplying this by dy and integrating the result, leads to 

'lj;(y) = u~) + i j uy(y)dy- i j ux(w-1(x))dx. (1.44') 

Substituting (1.43) and (1.44) into (1.42) results in 

1 1 lx l lY u(x,y) = -
2

[u(x) +u(y)] + -
2 

ux(e)de +? uy(TJ)dTJ 
111-1 (x) - 'll(x) 

and using the initial conditions (1.34), this leads to 

(1.45) 

This is the solution of the Cauchy problem for the homogeneous equation (1.41). 

In the case of the non homogeneous equation, consider first when the functi0n 

G is independent of ·u and its first derivatives, 

82u 
-fJ 0 = G(x,y). 

x y 
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To find the solution of the Cauchy problem for the equation (1.46) we can use 

the linearity property of the problem. Suppose v(x, y) is the solution of the non­

hornogeneous equation (1.46) where the Cauchy data vanish on the initial curve, 

i.e. they satisfy the homogeneous initial conditions, =<7 = w1 = w2 = 0. Sup­

pose w(x,y) is the solution of the homogeneous equation (1.41) with the initial 

conditions (1.34). Then the solution of the non-homogeneous equation (1.46) sat­

isfying the initial conditions (1.34) is u = v + w. The solution w was found to 

be (1.45). However finding the solution v is becomes finding the solution of the 

Cauchy problem for the non-homogeneous equation (1.46) satisfying the initial 

conditions 

u(x, w(x)) = 0, U:r(x, w(x)) = 0, uy(x, W(x)) = 0. (1.47) 

Suppose we wish to find the solution at a particular point R - (x, y) not 

lying on the initial curve C (1.39). Say P = (x1, y1) and Q = (x2, y2 ) are the 

intersection points of the initial curve and the two characteristic lines through R, 

such that X1 = w-1(y), Yi= y and X2 = x, Y2 = \lt(x). See figure 1.3. 

y p 

Q 

x 

Figure l.3:The Cauchy problem: hyperbolic equation 

Consider (x•,y•) an arbitrary point on the segment PQ. Keeping y constant. 

integration ( 1.46) over x from x· to x gives 

:::• 
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The initial conditions (1.47) implies that uy(x*, x*) = 0 then we have 

:i: 

uy(x,y) = f G(~,y)de. 
:i:• 

Furthermore keeping x constant, integrating the last equation over y from y* to 

y yields 
y :r: 

u(x,y)-u(x,y*) = f j G(e,TJ)dedTJ. 

Again the initial conditions (1.47) implies that u(x*, y*) = 0 then we have 

y :r: 

u(x,y) = j f G(e,TJ)dedTJ. (1.48) 
y• x• 

Since (x*, y*) is an arbitrary point on PQ, then the double integral in the right­

hand side is an integral over a region, say E, bounded by the two characteristic 

lines through R = ( x, y), e = x and T/ = y, and the arc PQ, the segment of the 

initial curve C, which is intercepted by the characteristic lines. Hence we have 

u(x, y)-= ff G(e, TJ)dedTJ. (1.49) 
k 

as the solution of the Cauchy problem for the non-homogeneous equation (1.46) 

satisfying the homogeneous initial conditions (1.47). 

Adding (1.45) and (1.48) gives 

This is the solution of Cauchy problem for the non homogeneous equation 

(1.46) satisfies the initial conditions (1.40). However, since we have dy = 0 on PR 

and dx = 0 on QR then the lines integrals in the last equation can be written as 
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As a result, the solution (1.50) can be written as 

u(x,y) = ~[u(P) + u(Q)J- ~ f w2(17)d11-w1(e)de +ff G(e,11)ded11. (1.51) 
PQ E 

This last result may be generalized to a solution of the equation (1.37). By 

assuming that the values of u, Ux and Uy are known, then the value of the function 

Gin right-hand side of (1.37) can be considered as given. Hence The solution of 

the Cauchy problem for the equation (1.37) at the point R is [9] 

1 1 f u(x(R), y(R)) = 2[u(P) + u(Q)] - 2 (w2(11)d11 - w1(e)de) 
PQ 

+ f j G(e, 17, u, ue, uT/)ded11. (1.52) 
E 

The solutions (1.51) and (1.50) show us that the Cauchy data along the arc 

PQ together with values of the given function G over the region bounded by ~ are 

sufficient to determine the solution of the Cauchy problem at the point R. For this 

reason, the region together with the arc PQ is called the domain of dependence 

of the solution u with respect to the point R, while PQ is called the segment of 

determination. However the Cauchy data along the segment PQ can influence the 

solution only in the region bounded by /3 characteristic curve through the point 

P, x = x(P), and a characteristic curve through the point Q, y = y(Q). Such 

region is called the range of influence, denoted by 3{, with respect to the Cauchy 

data along the segment PQ, see figure 1.4. 
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Figure l.4:The Domain of dependence and the range of influence 

1.5 Goursat Problems 

We have mentioned before tha.t the cha.ra.cteristic curves of the hyperbolic 

equation ( 1.37) 

are straight lines (1.38) 

Assume tha.t the inita.l curve C 

y = '1>'(x) (1.53) 

is monotonically increasing curve a.nd intersects the axes at the origin. Suppose 

that besides the Cauchy data (1.34) along the given curve (1.53), we also have 

the value of u along a characteristic, say the x-axis. The problem of determining 

the solution of the equation (1.37) subject to these mixed boundary conditions 

above is called the Goursat problem [9]. In the case when the initial curve (1.53) is 

reduced to y axis, hence we have data along the system co-ordinate on which are 

the characteristic curves of the equation (1.37). The problem of determining the 
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solution of the equation (1.37) subject to the two characteristic curves is called 

characteristic Goursat problem. 

Let the point R = ( x, y) lie in the region above the x-axis and below the curve 

(1.39). Say P = ( x 1 , y1 ) the intersection point of the characteristic line through 

Rand the initial curve c. Hence Xi = w-1 (y) and Yi = y. Denote by Q and s 
respectively, the projection points of R and P onto x-axis, i.e. Q = (x, 0) and 

S = (x1 , 0). Hence the straight lines PR, RQ, QS and SP form a rectangular 

region , say .E. See figure 1.5. 

y c 

s Q x 

-
Figure l.5:The Gaursat problem 

Suppose the function G(x, y, u, u=, uy) in the equation (1.37) is continuous at 

all points in the region ~ and satisfies the Lipschitz condition in all bounded sub­

rectangles r of .E. Integrating U:::y over I: reduces to a line integration along the 

boundary of .E, ie. straight lines PR, RQ, QS and SP. Hence 

that is 

Hence 

ff u~17 d(dT/ == u(R) - u(P) + u(S) - u(Q). 
!: 

u(R) = u(P) - u(S) + u( Q) +ff G(~, 17, u, u€, u11 )d(dT/ 
!: 

23 

(1.54) 

(1.55) 



The last equation shows that the solution at R depends only on Cauchy data 

along the arc OP of the initial curve and data along the segment OQ of the 

x-axis, where 0 is the origin. 

In the next chapter we will deal with the simple case of the Goursat problem 

in which the monotonic curve (1.53) is replaced by an axis, say the x-axis, then 

un, the normal derivative, in the initial condition becomes Uy. 

1.6 Methods of Successive Approximations 

The previous section shows us that solving the Cauchy problem for hyperbolic 

equation (1.37) leads to solving the integrodi:fferential equation (1.51) over the 

domain of dependence. Now we wish to establish that the Cauchy problem is 

well posed for the hyperbolic equation (1.37) when the initial curve (1.39) is a 

monotonic curve. It is possible to assume that the Cauchy data vanish along the 

initial curve. Hence we only need to deal with the integrodi:fferential 

u(x,y) =ff G(e,71,u,ue,u11 )ded71 
E 

(1.56) 

Furthermore there is no lost of generality if we suppose that the initial curve (1.39) 

is the straight line 

x + y = 0, (1.57) 

since a suitable change of the characteristic coordinates such as 

x* = y(x), y· = -y 

or 

x* = -x, y* = x(y) 

will transform (1.39) into (1.57). 

Using Picard's procedures we may solve the equation (1.56) by constructing a 

sequence of successive approximations un by the formula 

un+1(x,y) =ff G(~,T},Un, u';,u~)ded.,,, 
E 
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where 

(1.59) 

and 

u;+1(x, y) = j_: G(e, y, un, ue, u;)de. (l.60) 

These last two first derivative formulas are found by differentiating (1.58) with 

respect to x and y respectively. The first initial guess may be taken to be 

uo(x, y) = 0. (1.61) 

The iteration will converge , that is the limit 

00 

u = lim Un = L [un+l - un] 
n-oo 

n=O 

(1.62) 

exist and satisfies the integrodifferential (1.50), if the function G is continuous 

at all points in a region R = {(x,y)lxo < x < x1 , Yo< y < yi} for all values of 

x, y, u, ux, uy, and to satisfies the Lipschitz condition 

(1.63) 

for some positive number J\!l. 

Meanwhile, for the Goursat problem we can generate a sequence of successive 

approximations by 

Un+i(R) = u(P) - u(S) + u(Q) +ff G(e, TJ, un, uen, uT/n)dedT/ 
E 

with the initial approximation 

uo(R) = u(P) - u(S) + u(Q). 

As particular example consider the Cauchy problem for 

82u fJu ou 
~=x+y+u+~+~ 
uxuy ux uy 
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satisfying 

u(x, y(x)) = -::: + y, y(:::) = -x, -1 :5 = :5 1. (1.67) 

The characteristic lines and the solution at the intersection points of the charac­

terisbc lines are depicted by :figures 1.6.a and 1.6.b respectively. 

-, I I • • I 

I 0 .5+ • 
I 
I ! 

- -o . .5 

-o.J 
10.51 l -l 

I 

_,j 

[a] Characteristic grids 

Figure 1.6 : Successive appro:xllnations 

1.7 Riemann's Methods 
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[b] The solution 
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In the previous sections, the characteristics has been used as the coordinate 

system of hyperbolic equations in the canonical form. The Cauchy problem is 

reduced to an integrodifferential equation over the domain of dependence. In 

this section we will derive the Riemann's method of solutions of linear hyperbolic 

equations. The method presents the solution in a manner depending explicitly 

on prescribed Cauchy data, and using Green's theorem, the surface integrals are 

reduced to line integrals along the directions parallel to the given boundary. 

Recall the hyperbolic equation in the canonical form (1.37) 
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Assume the function G in the hyperbolic equation (1.37) be continuous at all 

points on the regionR = { (x, y)lxo < x < x1 , y0 < y < yi} for all values of x, y, u, 

ux, uy, and satisfy the Lipschitz condition (1.63) in all bounded sub rectangles r 

of R. Assuming that the equation (1.37) is linear, we may write 

o2u OU OU 
oxoy + d(x,y) ox+ e(x,y) oy + J(x,y)u = g(x,y). (1.68) 

Using the linear operator notation, L, the left hand side of (1.68) can be written 

as 
o2u OU Ou 

L[u] = oxoy + d(x, y) ox+ e(x, y) oy +ju. (1.69) 

In order to find a solution of the Cauchy problem for (1.68), we shall use 

Green's Theorem in the form 

ff (Ux + Vy)dxdy = f n.(U, V)do-, (1. 70) 
:r: r 

where the line integration is evaluated in the counter-clockwise direction over 

the closed contour f bounding the region of integration :E. The parameter o- is 

the arc length of the curve f, while n is the unit normal to the curve. The 

integrand in the left-hand side of equation (1. 70) is the divergence of the vector 

(U, V). Hence the aim is to set up such a divergence expression involving the linear 

operator L. For this purpose we introduce an operator M[ v], for v = v( x, y), an 

arbitrary continuously differentiable function. The operator M[v] is defined such 

that vL[u] - uM[v] becomes a divergence of the vector (U, V) say, that is 

vL[u] - uM[v] = Ux +Vy. (1. 71) 

The operator M satisfying equations (1. 71) the adjoint operator to the operator L. 

If L = M, then L is said to be self-adjoint. Considering the terms in the operator 

L[u], we may write 

ou o(vd) o 
vd ox + u---a;- = ox ( uvd) , 
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and 
au 8(ve) a 

ve By+ ufi!J = By (uve). (1. 72) 

Hence the operator M[v] must have the form 

M[v] = 8
2
v _ o(vd) _ 8(ve) + vf. 

8x8y ox 8y 
(1. 73) 

Furthermore from equation (1.69), (1.71) and (1.73) ~nd using the properties in 

the equation (1. 72) we have 

and 

ov 
U=uvd-u-, 

{)y 
(1.74) 

(1.75) 

Notice that the representation of U and Vis not unique, but it must satisfy the 

Green's Theorem. 

Integrating the equation (1.71) gives 

ff (vL[u] - uM[v])dxdy =ff [Ux +Vy] dxdy, 
:E :E 

and using Green's Theorem[l 7], this equation becomes 

ff (vL[u] - uM[v])dxdy = j n.(U, V)du (1. 76) 
:E r 

where the line integration is evaluated in the counter-clockwise direction over the 

closed contour r bounding the region of integration I;. The parameter u is the 

arc length of the curve r, while n is. the unit normal to the curve. Suppose r has 

the parametric representation 

x = x(u), y = y(u) (1. 77) 

then the unit normal n is given by 

(1. 78) 
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Substituting this into (1.76) results 

ff (vL[u]- u1\1[vJ)dxdy = j (Udy - Vdx). (1. 79) 
~ r 

Suppose the Cauchy data are given along initial curve C with the parametric 

representation 

x =x(r) y = y(r). (1.80) 

which is assumed to be monotonically decreasing. We wish to find the solution of 

the Cauchy problem at the point R = ( ~, 17) above the initial curve. Choose the 

region of integration .E in (1.79) to be the domain of dependence of the solution of 

the Cauchy problem with respect to the point R. Thus the contour r is a closed 

curve, enclosing the area .E, consisting of the characteristic segment PR , arc PQ 

and characteristic segment QR. (See figure 1.7) 

! 
v 
I 

0 

Figure 1. 7: Riemann's Methods 
x 

Since we have dx = 0 on QR and dy = 0 on PR, then equation (1.79) may be 

written as 

ff vL[u] - u.LV![v]dxdy = j (Udy - Vdx) + j Udy - j Vdx. (1.81) 
~ PQ QR RP 

Integrating (1.75) gives 

f vdx f au 
- (uve + v ax)dx 

RP RP 

J au av J av 
= (v ox+ u ox)dx + (uve - u ax)dx 

RP RP 

= [uv]~ + f u ( ve - ~:) dx 
RP 
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Substituting this into equation (1.81) we get 

[uv]R = l 8v 1 8v h [uv]p + u(ve - -
8 

)dx - u(vd - -
8 

)dy - (Udy - Vdx) 
RP X QR y PQ 

+ff (vL[u] - uNI[v])dxdy. (1.82) 
E 

Now our next aim is to select the function v( x, y) such that ( 1.82) will repre­

sents the solution of the Cauchy problem in terms of Cauchy data along the arc 

PQ. Since we wish to eliminate u from the integral over E on (1.82) w.e have to 

choose v(x, y) to be a solution of 

and satisfies 

along PR (when y = 71), 

along QR ( when x = ~) and also 

M[v] = 0. 

8v 
-=ve Bx 

8v = vd 
8y 

v(x,y)=l 

(1.83) 

(1.84) 

(1.85) 

(1.86) 

at the point R (when x = ~,y = 71). Such a function satisfying (1.83), (1.84), 

(1.85) and (1.86) is called the Riemann-Green function .. 

By (1.86), the equation (1.82), at the point R, is reduced to 

l 8v 1 8v h [uv]p+ u(ve--
8 

)dx- u(vd--
8 

)dy- (Udy-Vdx) 
RP X QR y PQ 

+ff (vL[u] - uM[v])dxdy. (1.87) 
E 

The second and the third terms on the right-hand side are vanish by (1.84) and 

( 1.85) 

r u(ve - aov )dx = r u(ve - ve)dx = 0, 
}RP X }RP 

(1.88) 
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r u(vd - ~v)dy = r -u(vd - vd)dy = 0. 
}QR uy }QR 

(1.89) 

Furthermore using (1.74) and (1.75) we have 

- { (Udy-Vdx)=- { uv[d(x,y)dy-e(x,y)dx]+ f (u~vdy+v~udx), }pQ }pQ }pQ uy ux 
(1.90) 

while (1.83) gives 

ff (vL[u] - u.LY.l[v])dxdy =ff vL[u]dxdy. (1.91) 
I: E 

Substituting (1.88),(1.89), (1.90) and (1.91) into (1.87) we get 

[u]R = [uv]p - lQ uv[d(x, y)dy - e(x, y)dx] + lQ ( u ~; dy + v ~~ dx) 

+ff (vL[u]) dxdy. 
E 

Since L[u] = g(x,y) the last equation can be written as 

[u]R = [uv]p-lQuv[d(x,y)dy-e(x,y)dx]+ kQ (u~;dy+v~~dx) 
+ff (vg) dxdy. (1.92) 

E 

Hence if the value of ~; is given along the curve C, the equation (1.92) can be 

used to find the value of u at the point R. 

Suppose ~; is given along the curve C. Since 

[uv]Q - [uv]p = r (o(uv) dx + o(uv) dy) 
}pQ ox ay 

f ( av au ov ou ) = }pQ (u OX+ V OX)dx + (u oy + V oy)dy 

we have 

1 ov OU 1 au ov [uv].p = [uv]Q - (u-
0 

dx + v-
0 

dy) - . (v7:1dx + u-a dy). 
PQ X y PQ uX y 

Substituting this into the equation (1.92) we get 

[u]R = [uv]Q- f uv(d(x,y)dy-e(x,y)dx)- f (uaOVdx+v
0
0Udy) }pQ }pQ x y 

+ff (vg) dxdy (l.93) 
~ 
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Hence if the value of ~~ is given along the curve C, the equation (1.93) can be 

used to find the value of u at the point R. Furthermore, adding the equations 

(1.92) and (1.93) produces 

~([uv]p-[uv]q)- r uv(d(x,y)dy-e(x,y)dx) 
2 }pq ' 

11 (OU OU ) 11 (ov ov ) 11 -- v -dy - -dx - - u -dx - -dy + (vg) dxdy. 
2 PQ oy OX 2 PQ OX OX 

E 

(1.94) 

These results will be found useful in the discussion of the one dimensional wave 

equation in Chapter 2. 

1.8 Discussions and Conclusions 

The values of the solution of the Cauchy problem for the hyperbolic equation 

in canonical form at a particular point does not depend on all Cauchy data in 

the initial curve but only on the segment of dependence, the segment of the curve 

intercepted by the characteristic lines through the point, and the value of the 

given function over the domain of dependence, bounded by the characteristic line 

and the segment of dependence. 

Further if beside the initial curve the data are given along a characteristic curve 

then the problem becomes the Goursat problem. The solution of the Goursat 

problem at a particular point lying on the region between the characteristic curve 

the initial curve, depend on the data along the characteristic and initial curves. 

Under the assumption that the hyperbolic equation satisfies the Lipschitz con­

dition, the Cauchy problem for the hyperbolic equation in canonical form is a 

stable problem. The methods of successive approximation generates a sequence 

of approximate solutions which is converges to the exact solution . 

Finally by introducing the Riemann-Green function, Riemann's method presents 

the solution of the Cauchy problem for linear hyperbolic equation, in a manner 

depending explicitly on prescribed initial conditions. 
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Chapter 2 

ONE DIMENSIONAL WAVE 

PROBLEMS 

2.1 Introduction 

In this chapter we will discuss problems involving one dimensional wave equa­

tions. There are several physical situations which can be described by one di­

mensional wave equations, such as transverse vibrations of a string, longitudinal 

vibration in a beam, and longitudinal sound waves. 

In order to provide an intuitive feeling for expected properties of a solution and 

also what appropriate set of initial or boundary condition may be applied, we begin 

this chapter with derivation of the wave equation for a simple physical situation, 

the linear model of the vibrating string . Non homogeneous wave equations are 

found by applying driving forces. After constructing the linearized model for the 

motion of a vibrating string, we will give a characterization of the solutions of the 

model equations from which many properties of waves can be deduced. 

In section 2.4 the D 'Alembert solution for the homogeneous one dimensional 

wave equations will be derived. This section will illustrate the use of the D' Alembert 

solution to describe the motion of an infinite string. In the case of a semi-infinite 

string, we have to take into account a disturbance reflected at the boundary; there-
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fore a modification of the D'Alembert solution must be considered. Space-time 

interpretations will be discussed using different initial conditions. 

In the case of finite string problems, the wave is no longer a travelling wave, 

but a standing wave. In section 2.6, the methods of separation of variables will 

be used. This method leads to a solution which can be interpreted as an infinite 

sum of simple vibrations, which describes a standing wave. In this section we 

shall analyse the simple and intuitive system involving wave motion, transverse 

vibration of a tightly stretched , elastic string. We will examine some physical 

systems, which have different types of boundaries. 

The Riemann method which was discussed in the previous chapter, will be 

extended to the Riemann- Volterra Solution in section 2. 7. 

2.2 Vibrating Strings: A Linear model 

Consider an elastic string of negligible thickness tightly stretched between end 

points x = 0 and x = L. Suppose there are no external transverse forces such as 

gravity acting on the string, so that the forces acting on the string is only due to 

a tension force. The equilibrium position of the string is the interval 0 :=::; x ::::; L. 

Suppose that the string is distorted and then at a certain time say y = 0, it is 

released and allowed to vibrate only in the direction perpendicular to x-axis, that 

is no displacement along the x-axis. Hence the motion of the string takes place 

in a fixed plane. The problem is determining the deflection of the string, say u, 

at any point and any time y > 0, that is finding u(x, y) for 0 :=::; x::::; Landy> 0. 

We shall construct a model for the motion of the string under the action of 

the tension force, say T(x,y). Since the string is elastic, then the tension force T 

in the string offers no resistance to bending. Hence the tension at each particle of 

the string is tangential to the curve of the string. Denoting e the angle between 

the curve of the string and the x-axis, the components of the tension force in the 

direction x and u are Tx = TcosO and Tu= TsinO. 

Consider the motion of PQ, a small element of the string, of length ds, in the 
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segment [x, x + .6.x] as shown in figure 2.1. 

u 
0 (x+.1x) 

T(x+.1.x,y) 
Tu(x+&,y) 

x X+Llx x 

Figure 2.l:A linear model of string 

Referring to the figure 2.1, the forces acting at the end poirit P are 

Tu(x,y) = T(:z:,y)sinB(x), 

T=(x,y) = T(x,y)cosB(:z:) 

a.nd the forces acting at the end point Q are 

Tu(x + .6.x, y) = T(:z: + .6.x, y) sin O(x + .6.x ), 

T=(x + .6.x, y) = T(x + .6.x, y) cos O(:z: + .6.x ). 

The net force in the u direction, Tu, is given by 

Tu= T(x + .6.x,y)sinB(x + .6.x)-T(x,y) sinB(x). 

However since there is no motion in the x-axis direction then 

Tu(x,y) = T=(x + ~x,y) =constant 

such that the net force in the x direction is 

T= ( x, y) = T ( x + .6.x, y) cos O ( x + .6.x) - T ( x, y) cos 8 ( x) = 0 

hence 
f) 
ox (Tcos8) = 0. (2.1) 
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The net forces acting on PQ is 

T(x,y) = Tu(x,y)+T:r;(x,y) 

= T(x + .6.x, y) sin O(x + .6.x) - T(x, y) sinO(x), (2.2) 

Applying the Newton's second law gives 

T(x + .6.x, y) sin O(x + .6.x) - T(x, y) sinO(x) = p.6.x fJ2u 
.6.x oy2 

where p(x) is the mass per unit length of the string. Dividing by .6.x and taking 

limits as .6.x - 0 yields 

Since tanO = ~; then 

hence 

:x (TsinO) 

and recalling (2.1) results 

. e ou ll 
sin = ox cosu, 

Substituting this into (2.3) we get 

Furthermore for small deflection e - 0, cose:::::: 1 and hence 

Using this, the equation (2.4) may be replaced by 

o2u fPu 
T ox2 = P ay2. 

This equation govern the vibrating of the string with small deflection. 
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Consider now 
mass m 

p- --
- length - l 

and 
. mass x length ml 

T =mass x acceleration= . 
2 

= -
2
-

tzme t 

therefore, 

T = ml_!._ = ( ~ )2 • 

p t 2 m t 

Hence I. has the dimensions of a velocity squared. Since T and p are positive, we 
p 

can put 
T 2 
- =c. 
p 

(2.7) 

where the real constant c represents a velocity. Using this, the equation (2.6) may 

also be expressed as 

(2.8) 

It is well known as the one dimensional wave equation, which arises in many other 

physical problem such as one-dimensional compressible :fluid :flow. Since c =f. 0 the 

wave equation (2.8) may be written in the homogeneous form 

(2.9) 

2.3 Driving Forces 

The wave equation (2.9) may be generalize by applying a driving force G along 

the string at any value of x and y. If the force G is a function of x and y we have 

the non-homogeneous wave equation 

fJ2u fJ2u 
8x2 - c-2 f)y2 = G(x,y). (2.10) 

The force may also depend on u its first derivatives; in this case 

(2.11) 
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Notice that this equation is the hyperbolic equation in the canonical form (1.37). 

Using (1.22), 

~=~1(x,y) TJ = ~2(x, y ), (2.12) 

the equation (2.11) will be transformed into the canonical form (1.37) 

fPu 
oxoy = G(x, y, u, Ux, Uy)· (2.13) 

From section 1.2 we know that the functions ~1 and ~2 in (2.12) are chosen to be 

the characteristic curves of the equation. 

To solve the Cauchy problem for the non-homogeneous wave equation (2.11) 

we transform first (2.11) into the canonical form (2.13) and then we may use the 

method of successive approximations (see section 1. 7 ). If the function G is linear 

in the first derivatives, then we may use the Riemann's method (see section 1.8 ). 

Some examples will be given later in section 2.8. 

2.4 Travelling Waves 

In order to clarify the properties of transverse vibrations of the string consider 

first the Cauchy problem for the wave equation 

- 2 Uyy - C U:z::z: (2.14) 

for -oo < x < oo and 0 < y < oo. 

According to Newtonian mechanics, the natural condition to impose are the 

prescription of the initial displacement and the initial velocity. That is, initially 

at y = 0 we prescribe the shape and the velocity of the string to be given functions 

r( x) and s ( x) respectively 

u(x, 0) = r(x ), Uy ( X, 0) = S ( X). (2.15) 

In this case, the functions r(x) and s(x) are defined over -oo < x < oo. Notice 

that the set of initial conditions (2.15 ) is a special case of Cauchy data (1.30) 

when the initial curve C (l.39) is the straight line y = 0, i.e. x-axis, such that the 
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normal derivative Un becomes uy. Then we have the following Cauchy problem: 

find the solution of the wave equation (2.14) which satisfies the initial conditions 

(2.15). 

Since the equation (2.14) is hyperbolic everywhere, a suitable change of inde­

pendent variables will bring it into its canonical form. Taking the transformation 

(2.12) to be 

e = x - cy, 0.5in17 = x + cy (2.16) 

the partial differential equation (2.14) is then transformed into canonical form 

(2.17) 

which is (1.41). Frotn section 1.4. we have found that the general solution of the 

partial differential equation (2.17) is given by 

u(~,17) = </>(e) + t/;(77) (2.18) 

where </> and tf; are arbitrary functions of e and 77 respectively. 

Substituting the transformations (2.16) into (2.18) we have 

u(x, y) = </>(x - cy) + tf;(x + cy). (2.19) 

Now we have to determine the functions <P and tf; such that the initial conditions 

(2.15) are satisfied. By applying the first initial condition we have 

</>(x) + tf;(x) = r(x) (2.20) 

Differentiating (2.19) with respect toy, and applying the second initial condition, 

we obtain 

-c</>'(x) + ctf;'(x) = s(x). 

Furthermore by integrating this from, say, x 0 to x , we have 

- c</>(x) + ctf;(x) = 1x s(~)de + ](, 
xo 

(2.21) 

where J( is a constant of integration. Solving equation (2.20) and (2.21) , we have 

1 1 lx J( </>(x) = 9r(x) - 9 s(e)de + -
- -C x 0 C 
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and 
1 1 1x ]{ 'ljJ(x) = -r(x) + - s(Ode - -. 
2 2c xo c 

Replacing x on </> and 'ljJ by x - cy and x + cy respectively gives 

1 1 1x-cy f{ 
<f>(x - cy) = -r(x - cy) - - s(e)de - -

2 2c xo c 
(2.22) 

and 
1 1 lx+cy ]{ 

'l/J(x + cy) = 9r(x + cy) + - s(e)de + -
~ 2C XO C 

(2.23) 

Substituting these into (2.19) results in 

1 1 1x+cy 
u(x,y) = -(r(x - cy) + r(x + cy)) + - s(e)de. 

2 2c x-cy (2.24) 

This is the solution of the wave equation (2.14) with the initial conditions (2.15). 

The solution is well known as the D 'Alembert solution of the one dimensional wave 

equation. The D'Alembert solution (2.24) is compatible with the solution (1.45) 

found in section 1.4. The solution (2.24) can be found by adopting directly the 

solution (1.45). 

We know from section 1.4 that for a hyperbolic equation there are two char­

acteristic curves, namely the a characteristic and the f3 characteristic through 

each point on the domain. We wish to examine here some significance influences 

the characteristic curves of the wave equation (2.14) into the D' Alembert solution 

(2.24). 

Consider an arbitrary point R = ( x0 , y0 ) in the xy-plane. Obviously the a 

characteristic line and the f3 characteristic line through the point R are 

x - cy = xo - cyo (2.25) 

and 

x + cy = Xo + cyo. (2.26) 

respectively. Substituting the coordinates of the point R to (2.24) we get 

1 1 1xo+cyo 
u(xo, Yo)= -

2 
(r(xo - cyo) + r(xo + cyo)) + - s(e)de. 

2c xo-cyo (2.27) 
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This result shows us that the solution at the point. R is obtained as being the 

average of the values of the initial displacement r(x) at points say P = (xo-cy0 , 0) 

and Q = (x 0 + cy0 ,0) and the initial velocity s(x) along the segment PQ. 

Geometrically the point P and Q are found by backtracking the characteristic 

lines (2.25) and (2.26). Referring to the discussion in section 1.4, the triangular 

PQR is called the domain of dependence of the solution u with respect to the point 

R, and denoted by 2:, while the interval PQ is called the interval of dependence 

of the point R. See figure 2.2. y 

x+cy=cy
0
+x

0 

~:(P): a.tQ): 

p Q 

Fig.2.2. The characteristics of wave eqn. 
~: the domain of determinacy wrt. R 
D : L , the domain of deoendent wrt. R 
c::J:R,the range of influence wrt.PQ 

x 

Figure 2.2:The domain of dependence and the range of infulence 

However the initial values along the interval PQ can in:fiuence the solution only 

in the region bounded by the /3 characteristics line through the point P 

X - C!J = XQ - cyo 

and the a characteristic line through the point Q = (x 0 + y 0 , 0) 

x + cy = Xo + cyo. (2.28) 

The region bounded by these cha:::-acteristic lines is the range of in:Buence of the 

initial data along the segment PQ. The shaded area in figure (2.2) indicates the 

range of influence and denoted by ~- Hence the significance of the characteristic 

curves is that they form the boundaries of the domain of dependence and the 

range of influence. 
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Furthermore in order to give a space-time interpretation of the D 'Alembert 

solution (2.24), consider two specific cases of the initial value problems; firstly 

when the string has a given non-zero initial displacement and zero initial velocity, 

secondly when the string has zero initial displacement and a given non zero initial 

velocity. 

The first case the initial conditions (2.15) have the form 

u(x, 0) = r(x), Ut(X, 0) = 0 (2.29) 

for -oo < x < oo then the D'Alembert solution (2.24) is reduced to 

1 
u(x,y) = 2(r(x - cy) + r(x + cy)). (2.30) 

The equation (2.28) shows that the solution at a point (x, t) may be interpreted 

as being the average of the initial displacement r(x) at the point (x - ct,O) and 

(x +et, 0). The initial displacement r(x) are propagated as time goes on. The 

solution represents as a superposing of two travelling waves which has the same 

profile and the same velocity c, but travelling in the opposite directions along the 

x-axis. 

The second case when the string has initial displacement zero and a given 

initial velocity. The initial conditions (2.15) have the form 

u(x, 0) = 0, Ut(x, 0) = s(x) 

for -oo < x < oo . Then the D'Alembert solution (2.24) reduces to 

1 lx+cy 
u(x, t) = - s(~)d~. 

2c x-cy 

Suppose s· ( x) is the function such that ~; = s then we have 

u(x, t) = ~(.s·(x + cy) - s"(x - cy)). 
2c 

(2.31) 

(2.32) 

It represents a superimposing of travelling waves ics"'(x + cy) and -ics•(x - cy) 

travelling in the opposite directions along the x-axis. 
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~f ... ~ : :• ·... . ' 

As a particular illustration of the first case, consider the example below. 

Example 2.1. 

Find the solution of wave equation 

Uyy = U:r;:r; 

that satisfies the initial conditions 

u(x,O) = r(x) = { 
1, 

0, 

and 

lxl < 1 

lxl > 1 

Uy ( X, 0) = S ( X) = 0 

where -oo < x < oo. 

(2.33) 

(2.34) 

(2.35) 

The characteristics lines at the points (-1, 0) and (1, 0) divide the xy-plane 

into six regions, 

R1 = {(x, y); x - y > -1nx+y<1 n x > O}, 

Rz = {( x, y); x + y < -1} , 

R3 = {(x, y); x + y > -1nx+y<1}, 

R4 = {(x,y);x + y > 1 n x -y < -1}, 

R5 = { ( x, y); x - y > -1 n x - y < 1} 

~ = {(x,y);x-y > 1}. 

such as shown in figure 2.3. 
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1 u=-
2 

u = 

-1 1 x 

Figure 2.3: The regions of example 3.1 

The in.itial values in (2.34) and (2.35) reduce the D'Alembert solution (2.24) to 

that is 

1 
u(x,y) = 2(r(x -y) + r(x + y)), 

u(x,y) = 

1 'v'(x, y) E R1 

0 

0.5 

0 

'v'(x, y) E R2 

V(x,y)ERs 

'v'(x, y) E fu. 

0.5 'v'(x,y)ERs 

0 'v'(x,y)EJ4 

(2.36) 

(2.37) 

We may construct the surface of the solution depicting the motion of the wave as 

shown in figure. 2.4. 
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Figure 2.4: The solution of string with zero initial velocity 

The slopes of the surface of motion are shown by its contour, the projection of 

the solution onto the xy-plane. (See figure 2.5) 

. ~ ,. 
3 

2 

Figure 2.5:The contour of the solution of string with a zero initial velocity 

Corresponding to various values of y, we may construct a series of graphs which 

represent the motion of the wave. (See figure.2.6 ) 
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y 

t = 0 x 

t = 112c x 

t=l/c x 

t=3/2c x 

t=2/c x 

Figure 2.6:The wave motion of string with zero initial velocity 

In the second case, the string has zero initial displacement and non zero initial 

velocity. 

Example 2.2 

Find the solution of the wave equation (1.21) satisfies the initial conditions 

and 

u(x, 0) = r(x) = 0 

u11(x,O) = s(.x) = { 

1, 

0, 

Ix!< 1 

Ix!> 1 

(2.38) 

(2.39) 

As in the previous case, the characteristic lines in points (-1, 0) and (1, 0) divide 

the xy-plane into the regions R11 R2 , R3, ~' R5 and Ek, such as shown in figure 

2.7. 
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u = lie 

-1 1 

Figure 2. 7 :Regions example 2.2 

Using the imtial condition the D'Alembert solution is reduced to 

hence 

u(x,y)= 

u(:r,y) = 0.5 r:::+y s(()d(, 
1:::-y 

0.5 J:i: d( = y, 

0.5 J:i; Od~ = 0, 

0.5 J~tY d( = 0.5(x + y + 1), 

0.5 !21 d( = 1, 

o.5 !Ltd~= o.5(-x + y + 1), 

0.5 I:!iy Od~ = 0, 

This solution may be grawn as shown in figure 2.8. 

4i 

V(:r, y) E R1 

V(x,y) E R2 

V(x,y) E R3 

V(x,y) E ~ 

V(x,y) E Rs 

V(x,y)E.Re 

(2.40) 

(2.41) ' 



Figure 2.8: The solution o: s"..ring with zero initial displacement 

The slopes of the surface of mo:ion are almost linear such as shown in the contours. 

(See ngure 2.9) 
. )'. . 

5 

2.5 

0 

-2.5 

-5 

-7. 5 

-10 ~ I -io -7.5 -s -2.5 o 2.5 s 
Y1gure 2.9:The contour of tne solution of string with zero initial ci.isplacement. 

And finally for various values o{ y , we may also construct a series of g:-aphs which 

represent the motion of the v:21·e. (See figure 2. 10) 
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u 

-1 1 x 

Figure 2.lOI'he wave motion of string with zero initial displacement 

2.5 Boundary Conditions Associated with the 

Wave Equations 

So fax the string has been supposed to be unbounded, that is the wave equation 

(2.14) is defined over infinite domain -DO < x < DO. The solution appeaxs as 

travelling waves moving in opposite directions. Consider now, the portion of the 

string in the segment 0 < x < DO 

(2.42) 

for 0 < x < DO and 0 < y < oo. Suppose that besides of the initial conditions 

(2.15) and (2.16), there are additional conditions which is applied at the end 

point of the string. Such conditions are called boundary conditions. Problems 

involving the initial and boundary conditions are called boundary value problems. 

By applying a particular boundary conditioni the motion of the \vaves will be 

influenced at the boundary. Disturbance moving along the chaxacteristics will 

then be reflected or transmitt.ed at the boundary. In this section we wish to 

investigate the corresponding changes in the D'Alembert solution. 
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Assume that the end point of the string is attached by a linear spring such as 

shown in figure 2.11 below. 

u 

x 

Figure 2.ll:Elastic Attachment on the boundary 

The string attachment give rise vertical force proportional to the displacement 

u(O, y ). Setting the tension force Tuz(O, y ), we have 

Tuz(O,y) = ku(O,y) 

where k is the spring constant and T is the string tension. Hence the condition 

should be satisfied at the boundary is 

U.:i;(O,y) - ou(O,y) = 0, 0 < y < 00. (2.43) 

with o = ~· \Vhen o--; oo we have 

u(O,y) = 0, O<y<oo (2.44) 

the end point is fixed. \Nhen o = 0 we get 

U.:z;(O, y) = 0, 0 < y < oo, (2.45) 

physically, tlie string at the boundary has no resistance, free to move in the vertical 

direction. If the spring attachment is displaced according to the function t"'(y ), 

see figure 2.12, then the condition should be satisfied at the boundary is 

Tuz(O,y) = k[u(O,y)- t"'(y)J. 
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hence we have a non-homogeneous boundary condition 

Ux(O,y)-8u(O,y) = t(y), 0 < y < 00. (2.46) 

with 8 = f and t(y) = t(~· is supposed to be first order continuous differentiable. 

u 

Figure 2.12:Non-homogeneous boundary condition 

\Vhen 8 in (2.46) is a function of y we have 

x 

Ux(D,y) - 5(y)u(O,y) = t(y), 0 < y < oo. (2.47) 

This is well known as the boundary condition of third kind, while the first and 

second kinds 

u(O,y) = t(y), 0 < y < oo, (2.48) 

and 

U:r(D, y) = t(y ), y~O (2.49) 

are well known as the Dirichlet and the Neumann's boundary conditions respec­

tively. Physically, the Dirichlet boundary condition is due to controlled end the 

point, while the Neumann's boundary condition is due to given force at the end 

point, and the bom1dary condition of third kind is elastic attachment of the end 

point. 
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2.5.1 Controlled end points 

Consider first the imposition of a condition such that the solution remains zero 

along the boundary. The problem can be formulated as follows: find the solution 

of the wave equation (2.42) satisfying the set of initial conditions (2.15), and the 

boundary condition (2.44). Notice that since the wave equation (2.42) is defined 

over the region R = {(x,y)IO < x < oo, 0 < y < oo}, then, in this case, the set 

of initial conditions (2.15) is defined over finite interval 0 < x < oo. 

Using a method similar to the method in solving the infinite string problem, 

substituting the set of initial conditions, we have (2.22) and (2.23) which, in this 

case, hold everywhere in the first quadrant of the xy-plane. Hence we have to find 

</J(x-cy) V - oo < x - cy < oo 

and 

'l/J(x + cy) VO < x + cy < oo. 

However since the initial data r( x) and s( x) are defined only for x > 0, (2.22) gives 

only the value of <P(x - cy) for x - cy ~ 0. Hence we still have to find the value of 

<P(x - cy) in the region x - cy < 0. Geometrically, the wave plane is divided into 

two regions, x ~ cy and x < cy. The characteristic through P = (x0 - cy0 , 0) is 

reflected at the boundary. The reflection line intersect the characteristic through 

the point Q = ( x0 + cy0 , 0) at the point R = ( x 0 , y0 ) in the region x < cy. Hence 

the solution at the point R is influenced by the boundary value. The situation is 

depicted by figure 2.13 below. 
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y 
x<cy 

x=cy 

.... 
Disturbance 

reflected x>cy 
at. the Ddry 

Fig.2.13: the semi-infinite string 

For x < cy, substjtuting the boundary-condjtjon (2.44) into (2.19), we have 

q)(-cy) + 'lfJ(cy) = 0, (2.50) 

or 

<h(-cy) = -'l/J( cy ). 

Letting z = -cy, the last equation becomes 

</>(z) = -'l/J(-z), 

and replacing z by x - cy gjves 

<P(x - cy) = -'l/J(cy - x), (2.51) 

further by using (2.23) we have 

l 1 1=+cy J{ <D(x - cy) = --r(cy - x) + - s(()d( + -. 
2 2c .::o c 

(2.52) 

Finally substjtutjng (2.23) and (2.52) into (2.19) we get 

1 1 1=+cy u(x,y) = 9(r(x + cy) - r(cy - x)) + ;;- s(()d(. - ~ ~cy 
(2.53) 

Hence the solution of the wa.ve equation (2.42) satisfying the set of initial condi­

tjons (2.15), and the boundary condition (2.44) is 

{ 
t(r(x - cy) + r(x + cy)) + i, J:~:; s(()d(, 

u(x.y)= 
' t(r(x + cy) - r(cy - x)) + ic J:~:; s(()d(, 
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This equation show us that for x ;::: 0 the solution is the same as the D 'Alembert 

solution for the infinite wave, while for x < 0 the solution is modified due to the 

reflection of the wave at the boundary. 

Secondly, when the boundary is moving in such a way that its displacement is 

t(y), a function of y. The problem can be formulated as follows: find the solution 

of the wave equation (2.42) satisfying the set of initial conditions (2.15), and the 

boundary condition (2.48). However in order the boundary condition (2.48) is 

compatible with the set of initial conditions (2.15) it is necessary that 

t(O) = r(O), t' (0) = s(O). (2.55) 

We solve the problem by using the same procedures such as in the first case. For 

x < cy, the relations (2.50) and (2.50) become 

<P(-cy) + 1/J(cy) = t(y), (2.56) 

-and 

</>(x-cy) = t (-x: c)-1/J(-(cy-x)), (2.57) 

respectivelly, therefore (2.53) will be 

( 
x - c) 1 1 1.x+cv K 

<P(x - cy) = t -- - -r(cy- x) + - s(Ode + -. 
c 2 2c .x0 c 

(2.58) 

Substituting (2.23) and (2.58) into (2.19) we get 

( 
x - c) 1 1 1.x+cy u(x, y) = t --- + 9 (r(x + cy) - r(cy - x)) + 9 s(e)de. 

C - -C .x-cy 
(2.59) 

Hence the solution of the wave equation (2.42) satisfying the set of initial condi­

tions (2.15), and the boundary condition (2.48) is 

{ 
Hr(x - cy) + r(x + cy)) + icf:~:; s(e)de, x ~ cy 

u(x,y) = ( ) 
t _.x;c + Hr(x + cy) - r(cy- x)) + ic I:~:; s(e)de, x < cy 

(2.60) 

2.5.2 Elastic attachment of the end points 

Suppose the end point of the string is attached to the origin by linear spring 

and the spring attachment is displaced according to the function of y we have 
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the boundary condition of third kind (2.47). As a particular example consider 

the following example: find the solution of the wave equation (2.42) satisfying 

the set of initial conditions (2.15), and the boundary condition (2.43). However in 

order the boundary condition (2.43) is compatible with the set of initial conditions 

(2.15) it is necesary that 

r
1 

(0) - 5r(O) = 0, s
1 

(0) - 5s(O) = 0. 

Suppose s(x) = 0, then the equations (2.22) and (2.23) give us 

1 
</>(x - cy) = 

2
r(cy - x) Vx > cy 

and 
1 

1/;(x + cy) = 2r(x + cy) Vx > cy. 

(2.61) 

From subsection 2.5.1. we know that 'lj; is constant along the characteristic x+cy = 
k, for each constant k. Hence we have 

1 
1/;(x+cy)=2r(x+cy) Vx>cyUx<cy. 

Using functional substitution such as in the subsection 2.5.1, we have 

u(x,y)= . { 
~[r(x - cy) + r(x + cy)], x;::: cy 

~r(x + cy) + </>(x - cy) Vx < cy 
(2.62) 

Suppose </>( x - cy) = <I> (-(x;ct)) for some function <I>. Writing -(x;cy) = y - ~ 

then </>(x - cy) = <I> (y - ~). Substituting this into (2.62) we have 

u(x,y) = ~r(x + cy) +<I> (t - ~) Vx < cy. (2.63) 

To determine the function <I>( x - cy) we may use the boundary condition (2.43). 

Applying the boundary condition (2.43) gives 

1 I 1 I 5 
9r (cy) - -<I> (y) - -

2
r(cy) - 5<I>(y) = 0. 

- c 

Hence we have the first order linear ordinary differential equation 

I C [ I ] <I> (y) + cb'<I>(y) = '2 r (cy) - 8r(cy) 
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and the solution is 

(2.64) 

where k = Phi(O). Furthermore from (2.62) and (2.63) we have Phi(O) = ~r(O). 

Inserting this into (2.64) we have 

(2.65) 

Hence 

-
;r,. (-(x c- cy)) <P(x - cy) ':!! 

-(:.:-cy) 

C 5 (-(z-cy)) i c [ / ] 5 1 5 = -e- c -c- r (cq)-or(c77) e crid77 + 9r(O)e- cy. 
2 0 -

(2.66) 

Substituting this result into (2.62) we get 

1 
u(x, y) = 2[r(x - cy) + r(x + cy)], x > cy, (2.67) 

and 

(2.68) 

2.6 Standing Waves 

So far we have seen that the solution of the one dimensional wave equation for 

an unbounded domain appear to be travelling waves. For semi-infinite strings, by 

applying boundary at the end of the string the D' Alembert solution was modified. 

Now we study the motion of the string in a bounded region, say 0 $ x $ L, with 

both end points x = 0 and x = L are fixed. Due to repeated interactions with the 

boundaries, the waves are no longer moving, but appear to be what are known as 

standing waves. 
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Consider a vibrating string of finite length, L, which may be described by wave 

equation 
2 

Uyy = C Uxx 

for 0 < x < L and 0 < y < oo with boundary conditions 

u(O, y) = 0, u(L, y) = 0, 0 < y < oo 

and initial conditions 

u(x, 0) = r(x ), uy(x, 0) = s(x), O~x~L. 

(2.69) 

(2. 70) 

(2. 71) 

The motion of the string is composed of two waves continually travelling along it 

in opposite directions, and the whole displacement being the resultant of the two 

waves and their reflections at the end points. To solve this problem we use the 

Method of Separation Variable. Assume that the solution has the form 

u(x,y) = X(x).Y(y). 

Differentiating this and substituting this into the equation (2.69) gives 

y" x" 
c2 Y = X 

(2.72) 

The left-hand side does not vary with x, therefore the right-hand side cannot vary 

with x. Similarly the right-hand side does not vary with y, therefore the left-hand 

side cannot vary with y. The result is that both sides must be constant, say >., 

hence we have two ordinary differential equations, 

y" - c2 ,\Y = 0 

and 

X" - ,\X = 0 

where -oo < ,\ < oo. When ,\ 2:: 0, the boundary conditions (2. 70) imply trivial 

solutions and only ,\ < 0 give feasible solutions. By rewriting ,\ = -µ2 , the last 

two equations become 

(2. 73) 
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Xr" 2x - 0 +µ - . (2. 74) 

The general solutions of these equations are 

Y(y) = Asin(µcy) + Bcos(µcy) (2.75) 

and 

X(x) = Csin(µx) + Dcos(µx) (2. 76) 

respectively. Substituting these into (2. 72) we have 

u(x,y) = [Csin(µx) + Dcos(µx)][Asin(µcy) + Bcos(µcy)]. (2.77) 

Since according to the first boundary condition (2.70) u(O,y) = X(O)Y(y) = 0 and 

Y(y)-::/ 0 in general then X(O) = 0 and hence (2.76) leads to D = 0. Furthermore 

the second boundary condition u(L,y) = X(L)Y(y) = 0 implies that X(L) = 0. 

Putting these into (2.76), we get Csin(µL) = 0. Since we are looking for a non­

trivial solution, C -::/ 0 and 

sin(µL) = 0. 

The solution of this equation are denoted by 

n7r 
µn=-, . L n=0,1,2, ..... 

Substituting these into (2. 77) we have an infinite number of solutions 

un(x,y) = Xn(x)Yn(Y) =sin('{ x)[ansin(~7r y) + bncos(~7r y)], 

(2. 78) 

(2. 79). 

n = 1, 2, 3 ...... , (2.80) 

Since the partial differential equation and the boundary conditions are linear and 

homogeneous then any sum of the solutions (2.80) is also the solution, thus we 

have the general solution 

00 
• n7r . cn7r cn7r 

u(x,y) =I: szn(yx)[anszn(yy) + bncos(yy)]. (2.81) 
n=l 

Using the first equation in the initial condition (2.71) we have 

oo n7r 
u(x,O) = r(x) = L bnsin(yx). 

n=l 
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. ... .. ~-

This series suggest that bn should be chosen as the coefficient in the half range 

Fourier sine series of r(x ). Thus we have 

2 {L . nr.x 
bn = L Jo r(x) sm -y-dx. (2.82) 

Differentiating the equation (2.81) with respect toy and using the second equation 

in the initial condition (2. 70) gives 

00 cnr. . n7r 
uy(x,O) = s(x) = L:,,an(L)szn(yx). 

n=l 

Again an should be chosen as the coefficient in the Fourier's sine series of s(x ): 

2 1L . nr.x 
an= - s(x) sm-L dx. 

n7rc o 
(2.83) 

Hence equation (2.81) gives the solution of the boundary value problem governed 

by equations (2.69) ,(2.70) and (2.71). The coefficients of the solution (2.81) are 

given by (2.82) and (2.83). 

In particular when the initial velocity is zero, that is s( x) = 0, implies an = 
0, Vn, then equation (2.80) is reduced to 

. n7r cn7r 
un(x,y) = Xn(x)Yn(Y) = bnszn(yx)cos(yy), 

n = 1,2,3 ...... . (2.84) 

For each n the solution un(x,y) is a standing wave having the fixed shape X(x) = 
sin(7x) with varying amplitude Y(y) = cos(~1fy). The zeros of X(x) are called 

nodes. 

Since 

. nrr cnrr · 1 nr. . nrr 
szn( yx)cos( Ly)= 2[sin( y(x ~ cy) + szn( y(x + cy)], 

then we have 

bn [ n7r . n7r 
un(x,y) = 

2 
sm(y(x - cy) + szn(y(x + cy)]. (2.85) 

The right hand side are two travelling waves of equal amplitude but going in 

the opposite direction. Hence we may consider the standing wave as a sum two 
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travelling wa.ves of equal amplitude but going in the opposite direction, see figure 

2.12. 

x 

Fig.2.12: the standing wave 

Again, since s = 0 then the solution (2.81) is reduced to 

1 ~ [ . nr. I ~ . nr. 
u(x,y) =;; L..J bn sm(y(x - cy) +;; L..J bnsm(y(x + cy). 

- n=l - n=l 

(2.86) 

Notice that these two series are the half range Fourier sine series of r when r is a 

function of ( x - cy) and ( x + cy) respectively. Hence the equation (2.86) can be· 

written as 

u(x, y) = ~[r*(x - cy) + r*(x + cy)] (2.87) 

where r· is the odd periodic extension of r with period 2L. This result is known 

as the D'Alembert solution for the problem in the case 2 of section 2.3. 

As a particular example consider initial value problem below. 

Example 2.3. Suppose the boundary value problem govern by equation (2.69), 

(2.70) and (2.il) has zero initial velocity the triangular initial deflec~ion 

{ 

~x 0 < x <b. 
L ' 2 u(x,O) = r(x) = 
~(L-x), lxl>I 

(2.88) 

Then the solut.ion (2.86) gives 

1 00 
• nr. l 00 

• nr. 
u(x, y) = 2]; bn[sm( y(x - cy) + 2 f bnsm( y(x + cy ). (2.89) 
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which depicted by figure 1.13 below 

u (x, o) 

l l -f*(x-1)=-f*(x+l) 
2 2 u(x,1) 

Figure 2.1$tanding wave as superimpose two travelling wave 

2. 7 The Riemann-Volterra Solution 

So far the previous sections discussed the Cauchy problem for the wave equa­

tion (2.33), on which the Cauchy data ( the initial conditions) given along the 

x-axis. In the present section we deal with the Cauchy problem for the wave 

equation 

(2.90) 

on which the Cauchy data given along an initial curve C with the parametric 

representation 

y=y(r). (2.91) 

The initial curve C is assumed to be strictly monotonic. Then from section 1.3, 

the Cauchy problem can be described as follow: given continuously differentiable 

functions ~ and,,.,;, determine a solution of the equation (2.90) such that the initial 
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conditions 

u(x(r),y(r)) = w(r), 

un(x(r),y(r)) = w(r) 

are satisfied along the initial curve (2.91 ). 

(2.92) 

Such a problem can be solve by using the Riemann method discussed in section 

1.8. However the Riemann method gives the solution of the Cauchy problem for 

linear hyperbolic equation in the canonical form (1.66) 

[J2u au au 
axoy +dax +eoy +fu=g(x,y). (2.93) 

The method involves introducing the linear operator L containing the left-hand 

side terms of the equation (2.93) and the adjoint operator M such that vL[u] -

uM[v] becomes a divergence for some continuously differentiable function v = 
v(x,y). Taking v as a Riemann-Green function, the method gives the solution in 

terms of prescribed values along the given curve and the values of the function g 

over the domain of dependence. 

In this section we will generalize the Riemann method to determine the solution 

of the Cauchy problem for the linear equation 

82u &2u &2u au 8u 
a 8x2 + b oy2 + c 8x8y + d ox + e 8y + f u = g (2.94) 

where a, b, c, d, e, f and g are function of x and y. Without transforming this 

equation into the canonical form (2.93), the Riemann- Voltera method [17] defines 

the operator L by 

&2u a2u 82u au au 
L[u] = a ax2 + b 8y2 + c 8x8y + d Bx + e 8y +Ju, (2.95) 

and the adjoint operator M[v], by 

M[ ] _ 82(av) 82(bv) &2 (cv) _ 8(dv) _ 8(ev) f 
v - 8x2 + oy2 + axay ox ay + v, (2.96) 

for v = v(x, y ), an arbitrary continuously differentiable function, such that vL[u]­

uM[v] becomes a divergence of the vector (U, V) say, that is 

vL[u] - uA1[v] = U:z: + 1~ (2.97) 
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Of special interest is the situation where the adjoint operator M, is identical with 

the operator L, L = M , the self adjoinl operator. 

Applying the Green's Theorem we have 1 

ff (vL[u] - uM[v])dxdy 
!: 

- f j (Ux + l~)dxdy 
!: 

j n.(U, V)do­
r 

(2.98) 

where the line integration is evaluated in the counter-clockwise direction over the 

closed contour I' bounding the region of integration :B. The parameter o- is the arc 

length of the curve r, while n is the unit normal to the curve. 

Consider now as an example, the wave equation (2.90). By defining the oper­

ator L 
fPu [J2u 

L[u] = 8x2 - oy2 (2.99) 

then the equation (2.90) may be written as 

L[u] = 0. (2.100) 

Now we wish to find the solution at an arbitrary point R = (xo, Yo)· In section 

2.3, we have shown that the characteristics curves of the equation (2.90) through 

the point R have the forms 

x+y = Xo +Yo (2.101) 

and 

x - Y = Xo- Yo· (2.102) 

Denote by P and Q the intersection points between the curve C and these char­

acteristic curves through the point R. (See figure. 2.14) 

1the generalized form of Green's Theorem 
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..... 

R 

Q 

x 

Figure 2.14:The Riemann Volterra's Method 

Denote by r, the close curve involving the characteristic curves (2.101), (2.102)' 

and the initial curve (2.91). Suppose r has the parametric representation 

x = x(u), y = y(u). (2.103) 

Using the similar procedures as in the Riemann's method (see section 1.8), we 

have 
fJu 8v 

U=v--u-
8x ox (2.104) 

and 
au av 

V= -v-- +u-. ay ay (2.105) 

The Green's function v(x,y) satisfies the conditions 

M[v] = 0, (2.106) 

av = 0 
an ' 

'v'(x,y) E (PR U QR), (2.107) 

and 

v(xo, Yo) = l. (2.108) 

If we take v = 1, the conditions (2.106), (2.107) and (2.108) are satisfied, then 

we ha.ve here 

u =au 
ox 
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and 

Tf = - OU 
I 0y. 

Since L[u] = .M[v] = 0 then the equation (2.98) reduces to 

j n.(U, V)da- = 0. 
r 

Substituting (2.109) and (2.110) gives 

J (f)u fJu) 
n. fJx' - oy d<7 = 0, 

r 

or 

(2.110) 

(2.111) 

(2.112) 

Since the curve r is given parametrically by (2.103) then the unit normal n is' 

given by 

(2.113) 

On RP, <7 is an arc-length parameter on the characteristic (2.101), hence we have 

dx -1 
do- = V2' 

dy -1 
do- = ./2' 

Substituting these into (2.113) gives the unit normal on RP 

(
-1 1 ) 

n = V2' V2 . 

(2.114) 

(2.115) 

On QR, a- is an arc-length parameter on the characteristic (2.102), hence we have 

dx -1 dy 1 

d<7 = V2' do- = ./2" 

Substituting these into (2.113) gives the unit normal on QR 

n= (~,~)· 

(2.116) 

(2.117) 

On PQ, a- is an arc-length parameter on the initial curve (2.91), the parameter O" 

is replaced by r. Hence the unit normal on PQ is 

(2.118) 
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Using (2.115), integration along the characteristic RP gives 

J, n. (au' ~au) du = 
RP ax By J, [ 1 au 1 au] 

RP - .J2 ax - .J2 By du 

= fp [au dx + au dyl du 
JR ox du By du 

J,P du 
= -du 

R du 

= u(P) - u(R). (2.119) 

Similarly, using (2.117), integration along t4e characteristic QR gives 

f [ 1 OU 1 au] d 
}QR ../2, ox - ../2 By u 

= fR [- 8udx _ 8u dyl du 
JQ ox du oy du 

= - [R du du 
JQ du 

= u(Q) - u(R). (2.120) 

Since on PQ the parameter u is replaced by T, integration along PQ becomes 

lQ [ ( ~~' -~:) ( ~~' -~~) l d-r 

_ { (()udy + Oudx) dT 
- }pQ OXdT Oydr 

= r (OU dy + Ou dx) 
JPQ ox oy 

Substituting (2.119), (2.120) and (2.121) into (2.112) results 

1 1 f (au ou ) 
u(R) = °2(u(P) + u(Q)) - 2: }pQ ox dy + oy dx . 

(2.121) 

(2.122) 

It is the solution of the Cauchy problem for the wave equation (2.90) satisfies 

initial conditions (2.92) along the initial curve (2.91). 

For instance if the given curve (2.91) is the x-axes, i.e. y = 0 then the unit 

normal on PQ is (0, 1), integration along interval PQ is 

l au 
- -dx 

PQ Oy 
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such that (2.122) is reduced into 

1 1 J, OU u(R) = -
9

(u(P) + u(Q)) + - -
0 

dx. 
~ 2 PQ y 

(2.123) 

It is the solution of the Cauchy problem for the wave equation (2.90) satisfies 

initial conditions (2.92) along the initial curve (2.91). For the point R = (x 0 , y0 ), 

the characteristic curve (2.99) gives P = (x0 - y0 , 0) and the characteristic curve 

(2.100) gives Q = (x 0 +yo, 0). Hence we have 

1 11xo+Yo OU 
u(R) = -(u(x0 - Yo, 0) + u(xo - Yo, 0)) + 9 -

0 
dx. 

2 ~ xo-Yo Y 
(2.124) 

Since y = 0, the initial conditions (2.92) becomes 

u(x,O) = r(x),uy(x,O) = s(x). (2.125) 

The first initial condition gives 

u(xo - yo, 0) = r(xo - Yo), u(xo - Yo, 0) = r(xo +Yo), 

and the second gives 

1

xo+Yo OU 1xo+Yo 
-dx = s(x)dx. 

xo-Yo Oy xo-Yo 

Substituting these into (2.122), gives 

1 l lxo+Yo 
u(R) = -(r(xo - Yo)+ r(xo +Yo))+ - s(x)dx 

2 2 q-~ 
(2.126) 

which is known as the D'Alembert solution (2.27) when c = 1. 

2.8 Non-Homogeneous Wave Equations 

\~le have mentioned in section 2.3 that by applying a driving force G, we have 

the non-homogeneous wa.ve equations (2.10) or (2.11). In the case of (2.11) G is 

dependent on u and its derivatives. By transforming it into the canonical form 

(2.13), we rna.y used the methods of successive approximation discussed in section 

1.8. 
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Consider now the problem determining the solution of the non-homogeneous 

wave equation (2.10) defined on the finite interval 0 < x < L. The problem can 

be described as follow: find the solution of the wave equation 

-- L < x < L, 0 < y < oo (2.127) 

satisfying the initial conditions 

u(x, 0) = r(x ), uy(x, 0) = s(x ), 0 ~ x $ L. (2.128) 

and the boundary conditions of the second kind 

u(O,y) = t1(y), u(L,y) = tz(y), 0 < y <co. (2.129) 

Since the equation (2.127) involves the external driving force G(x, y) then the 

method of separation variables cannot be used here. In the present section we are 

going to use the Cauchy Riemann's method, discussed in the previous section,- to 

solve the problem. 

From the previous sections we know that the characteristic curves of the wave 

equation (2.127) divide the domain into the sub-domains I - IV. See figure 2.15. 

y 

w 

E 

p A B Q x 

Figure 2.15Sub-domains 

Integrating the equation (2.12i) over region I bounded by the triangular PQR, 

we have f'l a2u fP.u r r 
).) &x'l - fjidxdy = JJ (G(~,77)) d~dTJ. 

PQR y PQR 

(2.130) 
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From the previous section we know that by using the Cauchy Goursat method 

the left hand side integration in (2.130) is reduced to (2.112), the line integrations 

along initial line PQ, characteristic lines QR and RP. The solution is found to be 

(2.126). Hence the solution of the equation (2.127) at the sub-domain I is 

1 l 1x+cv { { 
u(x,y)=2(r(x-cy)+r(x+cy))+2 x-cy s(0d(+ JJ (G((,77))d(dTJ. (2.131) 

I: 

Furthermore we seek the solution of (2.127) at the point F lie on the sub­

domain II. Integrating the equation (2.127) over the region bounded by rectan­

gular GDF E gives 

{{ a2u a2u ff 
}} Bx2 - 8 2 dxdy = JJ (G((,77)) d(dTJ. 

CDFE y CDFE 

(2.132) 

The left hand side integration in (2.132) is reduced to the line integrations 

(fcD + lF +LE+ kc) [n. (~~,- ~~)] dcr = [u(D)-u(C)] 

-[u(F) - u(D)] + [u(E) - u(F)] - [u(C) - u(E)]. (2.133) 

Hence the solution of the equation (2.127) at the point F is 

u(F) = u(D) - u(C) + u(E) - ~ ff (G((, 77)) d(d77. (2.134) 
CDFE 

Furthermore integrating the equation (2.127) over the region bounded by rectan­

gular ABDC gives 

u(D) - u(C) = ~[u( C) + u(E)] + ~ j B
3
u dx - ~ ff (G((, 77 )) d~dTJ. (2.135) 

2 2 AB y 2 jj 
ABDC 

Substituting this into (2.134) we get 

1 1 j 8u 1 lJ u(F) = u(E) 9 [u(C) + u(E)] + 9 -
8 

dx - 9 (G(~ 1 77)) d~dTJ. 
- ~AB y -

ABFE 

(2.136) 

The equation (2.134) show us that at the sub-domain II the solution is dependent 

on the value of u on left boundary and the characteristic through CD. Hence the 

problem finding the solution of (2.127) in the sub-domain 11 is becomes problem 
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finding the solution of (2.127) with the data are prescribed on the characteristic 

segment PR and the boundary segment PV which is other than a characteristic, 
c 

such problem is called Goursat problem, see section 1.5 page 25. However the 

equation (2.135) tell us that the required values along CD can be replaced by 

the initial data along the along AB. The solution at the sub-domain III may be 

calculated by using a similar procedure such as for the sub-domain I I. 

Finally we seek the solution of (2.127) at the point T lie on the sub-domain IV. 

Integrating the equation (2.127) over the region bounded by rectangular RSTU 

ff~:~ - ~
2

~dxdy =ff (G(i,TJ))d~dTJ. 
RSTU y RSTU 

(2.137) 

The left hand side integration in (2.132) is reduced to the line integrations 

(L + JST +Im+ L) [n. (~~,-~~)]du= [u(S) -u(R)] 

-[u(T) - u(S)] + [u(U) - u(T)] - [u(R) - u(U)]. (2.138) 

Hence the solution of the equation (2.127) at the point T is 

u(T) = u(S) - u(R) + u(U) - ~ff (G(~, TJ)) d~dTJ. (2.139) 
RSTU 

This solution is dependent on the values of u at the points S, R and U which 

are lie on the two characteristic through R. Hence problem finding the solution 

(2.127) at the sub-domain IV is problem finding the solution (2.127) with data are 

given along the two characteristic through R. Such problem is called characteristic 

Goursat problem, see section 1.5 page 25. 

2.9 Discussions and Conclusions 

The D'Alembert solution of the one dimensional wave equation for an un­

bounded domain appear to be travelling waves. For the semi-infinite string, the 

motion of wave is influenced by the boundary and the D'Alembert solution must 

be modified. Further the motion of a finite string is composed of two waves con­

tinually travelling along it in opposite directions, the whole displacement being 
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the resultant of the two waves and their reflections at the end points. The Method 

of Separation Variable gives a solution in term of a series of standing waves. Fi­

nally, the Riemann-Volterra solution, produces an explicit solution in which it is 

dependent on the prescribed boundary values. When initial conditions are given 

along x-axis, the Riemann-Volterra solution is reduced to the D'Alembert solu­

tion. When we deal with a boundary value problem, the domain is divided by 

the characteristic lines into four sub-domain. In the first sub-domain, below the 

characteristic lines, the problem is reduce into Cauchy problem. In the second 

and third sub-domains, in the left and right characteristic lines respectively, the 

problems becomes the Goursat problem. In the fourth sub-domain, above the 

characteristic lines, the problems becomes the characteristic Goursat problem. 
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-1 ••••• ••• •• 

Chapter 3 

METHOD OF 

CHARACTERISTICS 

3 .1 Introduction 

In the previous chapter we found that by an appropriate transformation a 

linear second order differential equation is reduced to one of three canonical forms 

classified as parabolic, elliptic and hyperbolic. In the case of hyperbolic equations, 

the discriminant of the principal part of the equation is positive and the two 

characteristic directions are real and distinct at all points in the domain of interest. 

The characteristics are independent of the solution u. 

For the sake of variety, we generalize the concept of characteristics for a quasi­

linear equation 

(3.1) 

From section 1.2, we know that the classification of the quasi linear equation (3.1) 

depends on the sign of the discriminant of the principal part of the equation, that 

lS 

(3.2) 

However since the coefficient functions a, b, c involve x, y, u, U:c and uy, then the' 
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discriminant depends on u as well as x and y. Hence, the type of equation depends 

on a. particular solution considered, in a. given problem. 

Our first objective is to formulate a Cauchy problem to a quasi linear (3.1) 

equation which will be analogous to the one already discussed in chapter 1. That is 

the Cauchy problem reduces to finding the condition under which the prescribed 

values are sufficient to determine the solution along the characteristic curves. 

However since the coefficient functions of the second derivatives contain the de­

pendent variable and its first derivatives, then the equation is non linear in the 

dependent variable as well as non linear in the first derivative of the dependent 

variable. In addition the equation cannot be transformed into one of the three 

canonical forms, such that the methods such as the Riemann's methods, discussed 

in section 1.8, is not applicable. 

The method of characteristics involves expressing the partial differential equa­

tion in terms of its characteristic coordinates and integrating along the character­

istic directions. The quasi linear hyperbolic equation will reduce to the character­

istic system. The system involves non-linear ordinary differential equations which 

should be calculated simultaneously so that to solve the system we will need to 

discretize it. Discretization involves approximating the two families of the char­

acteristics curves by characteristic grids and replacing the differential equations 

with appropriate finite difference equations. 

In the last three sections we are going to explore some methods to approximate 

the characteristics curves, and then find the solutions of the partial differential 

equation at these characteristic grid points. 

First of all, based on the Taylor's series of order one, the straight line method 

will be derived in section 3.4. This method leads to a discretization error 0( h ). 

Geometrically the method approximates the characteristic curves by straight lines. 

Secondly based on Taylor's series of order two, the predictor-corrector meth­

ods will be derived in section 3.5. Geometrically the method approximates the 

characteristic curves by parabolic arcs. The use of parabolic arcs give us a more 
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accurate approximation, with discretization error O(h2
). 

Increasing the order of the Taylor's series may give a better approximation, 

however since we deal Cauchy problem of a second order of quasi linear equation, 

we have to avoid the evaluation derivatives of order higher then two. Hence we 

seek other method to improve the approximate values. 

Since the characteristic curves are governed by first order differential equations, 

then we may integrate directly along the characteristic curves. Basicq.lly numerical 

procedures for solving differential equations can be used to find the characteristic 

grids. However since we only have one set of prescribed values as information, 

we have to use one step methods, such as the Runge J( utta method. However we 

need an interval integration. The approximate values found by the straight line 

method will be used to do so. 

In section 3.6. we propose two alternative methods to improve the approxi­

mate values. \Ve will use the approximate values calculated by the straight line 

approximations as the initial guess. Then the Runge K utta method will be used 

to approximate the value on the characteristic curves. An improved approximate 

value will be found as the intersection point of the approximate curves. However 

if the approximate curves do not intersect, we may approximate the intersection· 

point. In this section we approximate the intersection point by say, the method 

A and the method B. The method A approximates the intersection point by the 

intersection point of the arcs of approximate curves, while the method B approx­

imates the intersection point by the intersection point of the tangents at the end 

point of the approximate curves. We will explore how better approximations can 

be achieved and compare the results. 

3.2 Characteristics system 

Suppose we are given a Cauchy data set along the initial curve C which is 

given by 

x=x(T) y=y(T), 
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Suppose that the point P(x, y) lies on the given curve C, then for some .6.x, .6.y, 

such that (x + .6.x,y +.6.y) ED, the Taylor's series expansion gives 

u(x + .6.x,y + .6.y) = 
1 2 

u(x, y) + Ux.6.X + Uy.6.y + 2( Uxx(.6.x) 

+2uxy.6.x.6.y + Uyy(.6.y) 2
) + 0[(.6.x)3, (.6.x)3

], (3.4) 

where 0[(.6.x)3, (.6.x)3
] denotes higher order derivative terms. 

By differentiating equation (3.1), all third and higher order derivatives at the 

point P can be found in terms of u, ux, uy, Uxx' Uxy and Uyy, hence we need only 

find Uxx, Uxy and Uyy· However knowing the values of u, Ux and Uy is not sufficient 

to determine all the second derivatives Uxx' Uxy and Uyy· Therefore the problem 

reduces to finding the condition under which the known values of u, ux, and Uy 

are sufficient for the determination of the unique values of Uxx, Uxy and Uyy along 

the given curve C that satisfy the equation (3.1). 

Along the given curve C where Ux and Uy are prescribed, we know the values 

of differentials 

(3.5) 

and 

(3.6) 

These rates of change can be considered as known quantities that are related to 

the values of Uxx, Uxy and Uyy along the given curve C, while x and Y denoting :~, 

and * respectively. 

Equations (3.1), (3.5) and (3.6) form a system of linear equations, in Uxx, Uxy 

and Uyy, which has the matrix form 

Ax=b (3.7) 

where A=(: ~ ~) ,x= (:::),and b= (:.). 

Q X Y Uyy Uy 
Using Cramer's rule, we have 

Uyy 1 
(3.8) 

det(A) 
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where det(Ai), i = 1(1)3, are determinants of the matrixes A with its ith column 

replaced by b. From these relations, the system of equations (3.7) will have a 

unique solution unless the determinant of matrix A vanishes. 

When det(A) = 0, the values of U:r::r:, U:r:y and Uyy will usually be infinite. As a 

result the prescribed values, u, u:r: and uy, will not satisfy the partial differential 

equation. However if the compatibility conditions det(Ai) = 0 ,Vi = 1(1)3, are 

satisfied then U:r::r:i U:r:y and Uyy can be finite and satisfy the partial differential 

equation (3.1) [10] . Further if any two Ai= 0, the determinants are zero. 

Suppose that C is a curve on which det(A) = 0, that is 

Dividing by :i:, we have the quadratic equation 

which is equivalent to the equation 

(3.9) 

Suppose that the curve C is chosen such that the slope of the tangent at every 

point on it are the roots of the equations (3.9). Then denoting the roots by a and 

f3, we have 

and 

dy 1 ~~­
-=a= -(b + vb2 - ac) 
dx a 

dy 1 - = f3 = -(b - ../b2 - ac), 
dx a 

(3.10) 

(3.11) 

which are equivalent to the equations (1.26) and (1.27) in section 1.2 when the 

coefficient functions a, b and c are independent of u, Ux and Uy. These equations 

give the directions of the characteristic curves at any point on C for the given 

values u,u:r:, and Uy. A curve which at ea.eh of its points has the direction a is 

said to be an a characteristic curve, and a curve which at each of its points has 

the direction f3 is said to be a (3 characteristic curve. Then the solution of (3.10) 
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and (3.11) define two families of characteristic curves of the quasi linear equation 

(3.1 ). 

According to the values of a, band c at that point, there are two real character­

istic directions if the given partial differential is hyperbolic, one real characteristic 

direction if it is parabolic, and no real characteristic direction if it is elliptic. No­

tice that since a, b, and c are functions of x, y, u, Ux and Uy, then the type of the 

partial differential equation (3.1) may depend on the region in which the solution 

is to be found. 

Furthermore from the equation (3.8), we know that if det(A) = 0 and :Jk, k E 

{1, 2, 3} such that det(Ak) = 0 then the rest determinants are vanish. Suppose 

for example that 

det(A2) = 0, 

that is 

Dividing by x we have 

which is equivalent to 

(3.12) 

Assume the quasilinear (3.1) is hyperbolic throughout the domain; by substi­

tuting the characteristk directions from (3.10) and (3.11) into the equation (3.12), 

we see that the condition that should be satisfied along the a characteristic is, 

aad(ux) + cd(uy) - gdy = 0, (3.13) 

and along the /3 characteristic is, 

af3d( u:r) + cd( uy) - gdy = 0. (3.14) 

These last two equations may be regarded as the representations of the partial 

differential equation in the characteristic directions. 
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v\Then u does not appear explicitly as an argument of the coefficient functions 

a, b, c and d, then the system of equations (3.10), (3.11), (3.13) and (3.14) is 

sufficient to determine the solution of the Cauchy problem of (3.1). If a, b, c or d 

does depend on u, we can use the relation 

(3.15) 

to determine the solution. 

Hence the system of equations (3.10), (3.11), (3.13), (3.14) and (3.15) provides 

five equations that govern the way in which the unknown function u and its first 

partial derivatives change with the independent variables x and y. The systm 

is called the characteristic system. Hence when the quasi-linear equation (3.1) 

remains hyperbolic throughout the domain, the Cauchy problem for it reduces to 

solving the characteristic system. 

Suppose the given curve is other than the characteristic curves, then we have 

two families of characteristic curves over the domain D. From the discussion 

in section 1.4 we know that since the Cauchy data are propagated along the 

characteristic curves, then the solution of the Cauchy problem should be calculated 

at the intersection point of the characteristic curves. The intersection point are 

called characteristic grid points. The characteristic grid points are obtained by 

solving the· ordinary differential equations (3.10) and (3.11). Furthermore the 

values of the first derivatives of u are calculated by (3.13) and (3.14). Finally the 

solution at each characteristic grid point is calculated by (3.15). However since 

a, b, c, and g are functions of x, y, u, u:z:, and Uy then the equations (3.10) and (3.11) 

should be solved simultaneously with (3.13), (3.14) and (3.15). We will require 

numerical processes to do so. 

3.3 Discretizations 

To discretize the problem, let us consider the segment of the initial curves C 

x=.x(To) y=y(To). (3.16) 
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\ 

The subscript 0 on the parameter 1 0 indicates that the initial curve C is chosen to 

be the zero time level curve where the initial conditions are prescrjbed. Dividing 

the interval into a finite number of, say n, equally spaced sub intervals with the 

end points 

- <- <- < <- <r, 1 00 - 1 01 - 'O:z - •••••• - '0n-l - Oni 

the corresponding points on C are 

( Xo.o: Yo,0)1 (x1,o: Y1,o), · · · 1 (xn-1,0: Yn-1,0), ( Xn,O: Yn,o) 

where (x1.o:Y1,o) = (x(10,),y(10,)) for i = O(l)n. 

Figure 3.l:Initial curve 

x n-1 

B 

x 
n 

Using the gjven initial conditions we are able to calculate a set of values in­

volving the exact values of the coordinate points, the solution, the first derjvatives 

of the solution and the characteristic directions at all points in the initjal curve. 

These values will be recognized as the gjven values. 

Consider P = (xo,o, Yo,o) and Q = (xi.0 , y1,0) the first two adjacent points on 

the given initial curve (3.16) which is assumed to be not a characteristic curve. The 

O' .s in the second subscripts of the coordinates points P an Q indicate that these 

points lie on the initial curve. Suppose the a characteristic curve through the point 

P and the /3 characteristic curve through the point Q intersect in an advance point 
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R· E D, the domain of the equation (3.1). Using the initial values at the points 

P and Q, we are able to calculate the solution at the point R'". However since 

the characteristic curves are governed by ordinary differential equations (3.10) 

and (3.11) which are non linear in u and its first derivatives then we are going to 

approximate the intersection point R· by R = (x1,1 , y1,1 ). The l' s in the second 

subscripts of the coordinates of the point R indicates that the point R is located 

in the time level 1. In the next three sections we are going to approximate the 

characteristic curves (3.10) and (3.11). The process will result the point R. Some 

methods involve iterative procedures, so that the R will be denoted by Rn for non 

negative integer n. 

Furthermore solving the difference representations of the equations (3.13) and 

(3.14) will give approximate values of the first derivatives of u at the point R. Fi­

nally the solution at the point R can be calculated by the difference representation 

of the equation (3.15). 

This process is repeated for each adjacent pair of points on the initial curve 

C to obtain a set of grid points in the 1 st time level and the solution at these 

points. In addition, using the calculated values at grid points in the time level 1 

we are able to calculate the solution at the grid points in the time level 2. These 

processes are repeated for further time levels. 

Suppose that we know the solution at the points (xi,j, Yi,j) and (xi+I,j, Yi+i,j) at 

the time level Ph. The advance point ( Xi+I,j+1 , Yi+i,j+i) at the time level (j + 1 )th is 

found by means of the intersection of the intersection point of the a characteristic 

through the point ( Xi,J, Yi,j) and the (3 characteristic through the point ( x 1,j, Yi,j) 

which are governed by the equations (3.10) and (3.11) respectively. See figure 

3.2.a. 

When we deal with a boundary value problem the points at the boundaries 

are found by means of intersection of the characteristic curve and the boundaries. 

Using (3.10), the coordinates of the points (x 0 ,3+1Yo,J+ 1 ), at the left boundary, are 
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found to be 

xo,J+1 = Xo,o, (3.17) 

where /31 ,; is the /3 characteristic direction at the point (x 1,jy1 ,j), see figure 3.2.b. 

Similarly using the equation (3.11), the coordinates of the points (xn,;+iYn,j+i), 

at the right boundary, are found to be 

(3.18) 

where O:n-1,; is the a: characteristic direction at the point (xn-l,;Yn-1 ,3 ). (See figure 

3.2.c.) 

Furthermore the solution and its first derivatives along the boundaries are 

calculated by using one of the three appropriate boundary conditions mentioned 

in section 2.5. In general, the discretization of boundary conditions may be written 

as 

(3.19) 

along x = x 0 , and 

(3.20) 

along x = Xn, where y ~ 0, and A is a constant. A = 0 gives a set of boundary 

conditions of the first kind (2.48). and o1 (j) = o2(j) = 0, Vj ~ 0 gives a set of 

boundary conditions of the second kind (2.49), while >. = 1 is associated with a 

set of boundary conditions of the third kind (2.47). 
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Figure 3.2.a Figure 3.2.b Figure 3. 2. c 

Since the characteristic curves from the same family do not intersect, we have 

characteristic grids over the domain D. (See Figure 3.3.) 

o:=c3 ~=c· 1 

Fig.3.3: Characteristic grids 

p=c'2 

~=c'3 

We deal with quasi linear equation ((3.1) on which the coefficient function 

a, b, c, and g are functions of x, y, u, u=, and uy, and hence the system of equations 

(3.10), (3.11). (3.13), (3.14) and (3.15) involve non linear equations and should be 

solved simultaneously. We will require numerical processes to do so. By substitut­

ing appropriate difference equations into the differential equations in the system of 

equations , we are going to derive some numerical procedures to solve the system. 
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3.4 Straight Line Approximations 

Consider P and Q two adjacent points on the initial curve C, which is other 

than the characteristic curves. Suppose the a characteristic curve through P and 

the f3 characteristic curve through Q intersect at the point R*. We are going to 

approximate the characteristic curves by straight lines, such that the point R* 

will be approximated by R, the intersection point of the straight lines. 

The Taylor's series expansion for y(x0 + .6.x) about x = x0 gives 

dyl y(xo + .6.x) = y(xo) + .6.x dx x=xo + 0[.6.x
2
]. 

Corresponding to the Taylor's series above, set x 0 to be x(P), the x-coordinate of 

the point P, and x0 + .6.x = x(R*), the x-coordinate of the point R*. If the point 

P is close to the point Q , that the length of the arc PQ is small, we may expect 

that .6.x small then the Taylor's series expansion for y(R*) about x = x(P) gives 

y(R*) = y(P) + .6.x ~~I + 0[..6.x2
], 

x=x(P) 

which leads to 
dy y(R"') - y(P) 
dx x=x(P) = x(R•) - x(P) + 0[..6.x]. (3.21) 

This can be approximated by 

dy y(R) - y(P) 
dx x=x(P) 

-
x(R) - x(P)' 

where R is the approximate value of the intersection point R*. Hence (3.10), the 

direction of the a characteristic curve through the point P, can be approximated 

by 

y(R) - y(P) - a(P) 
x(R) - x(P) - ' 

(3.22) 

where the value of o:.(P) has been calculated, 

a(P) = ~ (b(P) + Jb2 (P) - a(P)c(P)). (3.23) 
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Similarly setting x0 to be x( Q), that is the x-coordinate of the point Q, and 

setting x0 +.6.x to be x(R*), the Taylor's series expansion for y(R*) about x = x(Q) 

gives 

dy I = y(R:) - y(Q) + 0[.6.x]. 
dx x=x(Q) x(R ) - x(Q) 

(3.24) 

Hence the approximate value to the direction of the f3 characteristic curve through 

the point Q is given by 

y(R) - y(Q) = /3(Q), 
x(R) - x(Q) 

where the value of /3( Q) has been calculated, 

f3(Q) = ~ (b(Q) - Jb2(Q) - a(Q)c(Q)). 

(3.25) 

(3.26) 

Obviously, from (3.21) and (3.24) we know that the approximates values (3.22) 

and (3.25) have the discretization error 0(.6.x]. 

Since we know the values of x(P), y(P), x(Q), y(Q), a(P) and f3(Q), then solv­

ing the equations (3.22) and (3.25) will give the coordinate point of R. Eliminating 

y(R) from (3.22) and (3.25) gives 

x(R) = y(Q) - y(P) + a(P)x(P) - /3(Q)x(Q). (3.27) 
a(P) - /3(P) 

Substituting (3.27) into the equation (3.22) gives 

y(R) = y(P) + o:(P)(x(R) - x(P)), (3.28) 

and substituting (3.27) into the equation (3.25) gives 

y(R) = y(Q) + /3(Q)(x(R) - x(Q)). (3.29) 

Hence we have R, the approxima.te value to the point R* with the discretization 

error 0 [ .6.x]. 

Geometrically, the characteristic curves are approximated by their tangents. 

Hence intersection point of the curves is approximated by the intersection point 

of the tangents. See figure 3.4. 
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R 

Figure ~.4:The straight line method 

Furthermore by substituting finite differences for the differentials appearing in the 

differential equations (3.13) and (3.14) we have 

a(P)o:(P)(Uz(R)-U:::(P))+c(P)(Uv(R)-Uv(P))-g(P)(y(R)-y(P)) = 0 (3.30) 

a.long the characteristic segment PR, and 

a(Q)P(Q)(Uz(R)-U:::(Q))+c(Q)(Uv(R)-Uv(Q))-g(Q)(y(R)-y(Q)) = 0 (3.31) 

a.long the characteristic segment QR. Eliminating Uy(R) from these equations 

give an approximate value of u:::, 

U::(R) = [[a(P)c(Q)a(P)U:::(P) - a(Q)c(P)f3(Q)U::(Q) 

+c(P)c(Q)[Uv(P) - Uv(Q)] + [c(Q)g(P) - c(P)g(Q)]y(R) 

+c(Q)g(P)y(P) - c(P)g(Q)y(Q)]] 

/[a(P)c(Q)o:(P) - a(Q)c(P)P(Q)]. (3.32) 

By substituting (3.32) into equation (3.30) give the approximate value of uy, 

Uy(R) = Uy(P)- c(~) fa(P)o:(P)(U:::(R)- U:(P))- g(P)(y(R)-y(P))], (3.33) 

and substituting (3.32) into equation (3.31) we have 

Uv(R) = Uv(Q)- c(~) [a(Q)P(Q)(U.:r:(R)- U:::(Q))- g(P)(y(R) -y(Q))]. (3.34) 
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In addition, by writing the total differential in a difference form and replacing 

the first partial differentials Ux and Uy by their average values, then along the 

characteristic segment PR, we may replace the equation (3.15) by 

U(R) - U(P) = 
1 
2(Ux(R) + Ux(P))(x(R) - x(P)) 

1 
+2(Uy(R) + Uy(P))(y(R) - y(P)). (3.35) 

Similarly along the characteristic segment QR, the equation (3.15) may be re­

placed by 

U(R) - U(Q) 
1 
2(Ux(R) + Ux(Q))(x(R) - x(Q)) 

1 
+

2
(Uy(R) + Uy(Q))(y(R) - y(Q)). (3.36) 

Hence the first approximate value of U at the point R is given by 

U(R) = 
1 

U(P) + 2(Ux(R) + Ux(P))(x(R) - x(P)) 

1 
+2(Uy(R) + Uy(P))(y(R) - y(P)), (3.37) 

or by 

U(R) 
1 

- U(Q) + 2(Ux(R) + Ux(Q))(x(R) - x(Q)) 

1 
+2(Uy(R) + Uy(Q))(y(R) - y(Q)). (3.38) 

To construct a characteristic grid net and the solution of the Cauchy and 

boundary-value problems for the partial differential equation (3.1) we may use 

the procedures in the algorithms A.3.1 and A.3.2, respectively. The algorithms 

are given in Appendix . 

As particular illustrations, consider Cauchy problem below. 

Example 3.1. 

Find the solution of 

' 

Uxx - (1- 2x)uxy + (x2 
- X - 2)uyy = 0 (3.39) 

satisfying 

u(x, 0) = x uy(x, 0) = 0. (3.40) 
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The straight line method produce the characteristic grids and the solutions 

such as shown in figure 3.5. 

Figure 3.5 :The solution by straight line method 

The vertical lines indicate the solutions at each intersection points of the charac­

teriostc grids. They are 2
1
0 of the actual size. 

3.5 Predictor-Corrector Computations 

The previous method, the straight line method, gives us the approximate val­

ues of x, y, U, U:c and Uy at the point R. Knowing these approximate values allows 

us to calculate the approximate values of a, b, c, and g at this point. Moreover 

we are able to calculate first approximate values of the a characteristic direction 

and f3 characteristic direction at the point R: These approximate values with 

discretization error 0( h) may be too rough because we have replaced the char­

acteristic curves from the points P and Q by their tangent's. Hence the point R 

found to be the intersection of the tangents whereas the 'true' point ought to be 

R* the point of intersection between the characteristic curves. In addition, finite 

increments have been substituted throughout for the differentials. 

In the present method we use parabolic arcs instead of tangents. The use of 

parabolic arcs gives us a better approximation with discretization error O(h2 ); 
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hence the approximate values are improved. In order to use the calculated values 

as a predicted values in the following calculation, the parabolic arc PR is chosen 

to be the average value of the tangent at the given points P and the tangent at 

the calculated point R. Similarly the parabolic arc QR is chosen to be the average 

value of the tangent at the given point Q and the tangent at the calculated point 

R. The intersection of these arcs gives us corrected values. 

The Taylor's series expansion for y( x + .6.x) about x = x0 gives 

y(xo + Lix) = y(xo) + Lix ~~l=o + (Lix)' ~~ l=•o + O[Lix
3

]. 

Set x0 to be x(P), the x-coordinate of the point P, and x0 + .6.x = x(R*), the 

x-coordinate of the intersection point R*, the Taylor's series expansion for y(R*) 

about x = x(P) gives 

*) dy I 2 d2y I 3 y(R = y(P) + .6.x dx + (.6.x) dx2 + 0[.6.x ]. 
' x=x(P) x=x(P) 

(3.41) 

On the other hand, the Taylor's series expansion for y( x - .6.x) about x = x0 gives 

) dy I 2 d2y I 3 
y(xo - .6.x) = y(xo - .6.x dx x=xo + (.6.x) dx2 x=xo - 0[.6.x ]. 

Setting x0 to be x(R*), and x0 + .6.x = x(P), the Taylor's series expansion for 

y(P) about x = x(R*) gives 

y(P) = y(R*) - .6.x _dy + _(.6._x_)2 _d2y + 0[.6.x3]. 
dx 2 dx2 

x=x(R•) x=x(R•) 

(3.42) 

By subtracting the equations(3.41) and (3.42) we have 

• .6.x [ dy I dy I l y(R ) - y(P) = ? d + d + 0[.6.x3]. 
~ X x=x(R•) X, x=x(P) 

Dividing it by .6.x we obtain 

y(R*) - y(P) = ~ [ dy I + dy I l + 0[.6.x2] . 
.6.x 2 dx x=x(R*) dx x=x(P) 

Since .6.x = Jx(R*) - x(P)J, we may write this as 

y(R*) - y(P) = ~ [ dy I + dy I l + 0[.6.x2]. 
x(R*) - x(P) 2 dx x=x(R•) dx x=x(P) 

(3.43) 
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and its approximate value is 

Denoted by 

y(R)-y(P) l[dyl dyl l 
x(R) - x(P) = 2 dx x=x(R) + dx x=x(P) . 

x(R(0)), y(R(0)), U(R(0>), Ux(R(0)), Uy(R(0
)), 

a(R(0)), b(R(0)), c(R(o)), e(R(0)), o:(R(O)), f3(R(o)), 

(3.44) 

the approximate values found by using the straight line method. The superscripts 

(O)'s indicate that these value will be used as the first predicted values. On the 

other hand, we use superscripts (l)'s for the first corrected values. Notice that 

the terms in the right hand side of (3.44) are the o: characteristic directions at the 

predicted point R and the fixed point P respectively. Hence using the notation in 

equation (3.10), the equation (3.44) can be written as 

y(R(I)) - y(P) - ~ (o) 
x(R(1)) - x(P) - 2 [o:(P) + o:(R )]. (3.45) 

This equation approximates the direction of the o: characteristic curve drawn from 

the fixed point P. 

Similarly the direction of the f3 characteristic drawn from the fixed point Q can 

be approximated by 

y(R(I)) - y(Q) = ~[f3(Q) + f3(R(o))]. 
x(R(Il) - x(Q) 2 

(3.46) 

Since the values of a.(P), a.(R(0>), /3( Q) and f3(R(0
)) are known, then eliminating 

y(R(I)) from the equations (3.45) and (3.46) gives 

(R(ll) = y(Q) - y(P) + ~[o:(P) + o:(R(0l)]x(P) - ~[f3(Q) + f3(R(o))]x(Q) 
x ~[o:(P) + o:(R(Dl)] - ~[,B(Q) + f3(R(D))] . 

(3.4 7) 

Substituting (3.47) into the equation (3.45) gives 

y(R(1
)) = y(P) + ~[o:(P) + o:(R(0))][x(R(1

)) - x(P)] (3.48) 
2 
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while substituting (3.47) into (3.46) gives 

y(R(1
)) = y(Q) + ~[,B(Q) + ,B(R(0l)][x(R<1

)) - x(Q)]. 
2 

(3.49) 

These equations gives the first corrected values to coordinates of the desired in­

tersection point R* with the discretization error 0[.6.x2]. 

Geometrically, a parabolic arc is drawn through the point P by its direction 

is chosen to be the average value of the direction of the a characteristic at the 

given point P and the direction of the a: characteristic at the predicted point 

R(o). Another parabolic arc is drawn through the point Q in the direction of the 

f3 characteristic at the given point P and the direction of the f3 characteristic at 

the predicted point R<0l. The corrected point R(I) is found to be the intersection 

point of these arcs. 

Figure 3.6: The predictor-corrector method 

Substituting finite differences for the differentials appearing in the differential 

equations (3.13) and (3.14) we have 

~[a(R(0))a:(R<0l) + a(P)a(P)][Ux(R(1l) - Ux(P)] + ~[c(R<0l) 

+c(P)J[Uv(R(1
)) - Uv(P)] - ~[g(R(o)) + g(P)][y(R(l)) - y(P)] = 0 

(3.50) 
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along the characteristic segment P R(l) and 

~[a(R(0l),B(R(0l) + a(Q),B(Q)][Ux(R(1
)) - Ux(Q)] + ~[c(R(0)) 

+c(Q)][Uy(R(ll) - Uy(Q)] - ~[g(R(0l) + g(Q)][y(R(ll) - y(Q)] = 0 

(3.51) 

along the characteristic segment Q R(1 l. 

by 

Hence the first corrected value of the first derivative Ux can be approximated 

Ux(R(1l) = [[a(R(0l)o:(R(0l) + a(P)o:(P)][c(R(0l) + c( Q)]Ux(P) 

-[a(R(0l),B(R(0l) + a(Q),B(Q)][c(R(o)) + c(P)]Ux(Q) 

+[c(R(0l) + c(P)][c(R(0 l) + c(Q)][Uy(P) - Uy(Q)] 

+[(c(R<0 l) + c(Q)][g(R(0 l) + g(P)] - [c(R(0l) + c(P)][g(R<0l) + g(Q)]y(R(l)) 

+[c(R(0l) + c(Q)][g(R<0l) + g(P)]y(P) - [c(R(0l) + c(P)][g(R<0l) + g(Q)]y(Q)] 

/[[a(R(0l)o:(R<0l) + a(P)o:(P)][c(R<0l) + c(Q)] 

-[a(R(0l),B(R(0
)) + a(Q),B(Q)][c(R<0l) + c(P))], (3.52) 

while the first derivative Uy can be approximated by 

Uy(R(1l) = Uy(P) - c(R(oJ)l+ c(P) [[a(R(0l)o:(R(0l) + a(P)o:(P)][Ux(R(1l) 

-Ux(P)] - ~[g(R<0l) + g(P)][y(R(1l) - y(P)], (3.53) 

or 

Uy(R(ll) - Uy(Q)- (c(R(o)/+ c(Q))[[a(R(o)),B(R(o)) + a(Q),B(Q)][Ux(R(1)) 

-Ux(Q)] - ~[g(R(0l) + g(P)][y(R<1l) - y(Q)]. (3.54) 
2 

Finally using (3.15) the solution u at the point R(1
) can be approximated by 

U(R(1l) = U(P) + ~[Ux(R( 1 l) + Ux(P)][x(R(1l) - x(P)] 

+~[Uy(R(ll) + Uy(P)][y(R(ll) - y(P)], (3.55) 
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or by 

U(Q) + ~[Ux(R(1 >) + Ux(Q)][x(R(1>) - x(Q)] 

+~[Uy(R(1 )) + Uy(Q)][y(R(1
)) - y(Q)]. (3.56) 

We may improve the approximate values by means of iterations. Keeping the 

points P and Q fixed and using the corrected values in the previous iteration as 

the predicted values in the next iteration. However before we proceed to the next 

iteration we require updated approximate values of the given coefficient functions 

a, b, c, g and the characteristic directions. The iteration is terminated when two 

successive approximations agree with the same degree of accuracy. 

To calculate the 2nd corrected values for example; Substitute the calculated 

approximate values x(R(1)), y(R(1)), U(R(1)), Ux(R(1)), Uy(R(1)) into the given co-

efficient functions 

Compute the a and (3 characteristic directions with 

and 

Let 

x(R(1>), y(R(1>), U(R(l>), Ux(R(1>), Uy(R(1>), 

a(R(1>), b(R(1>), c(R(1>), e(R(1>), a(R(1>), (3(R(1)) 

(3.57) 

(3.58) 

to be the predicted values for the 2nd iteration, and keep the values of the points 

P and Q fixed. Using the calculation procedure above we are able to calculate 

the 2nd corrected values. A complete procedure for solving Cauchy problems and 

boundary problem will be given below. 
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To solve the Cauchy problem of the equation (3.1) we have to construct the 

characteristic grid net and find the solution at these points. Similar to the straight 

line method we divide the initial curve into a finite number, say n, of equally spaced 

sub intervals. Using the given initial conditions we are able to calculate the exact 

values of the coordinates, the solution, the first derivatives of the solution and the 

characteristic directions at all points along the initial curve. These values will be 

recognized as prescribed values. 

The procedures for solving the Cauchy and boundary-value problems for the 

partial differential equation (3.1), by using the predictor-corrector method , are 

given in the algorithms A.3.3 and A.3.4, in Appendix, respectively. The flowchart 

of the algorithms are depicted by figure A.3.1 in Appendix . 

Using the predictor corrector method , the Cauchy problem in examples 3.1 

has solution 

0.8 

0.6 

0.4 

0.2 

Figure 3. 7 The solution by predictor-corrector method 

3.6 Alternative methods 

The straight line method discussed in the previous section uses Taylor's series 

expansion of order one and produces discretization errors of order one, while the 

predictor-corrector method uses Taylor's series expansion of order two produces 
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discretization error of order two. We may improve the result by using higher order 

Taylor's series expansion. However we have to avoid the evaluation of derivatives 

of order higher that two. 

Basically numerical procedures for solving differential equations can be used 

to find the characteristic grids. However since we only have one set of prescribed 

values as information, then we have to use one step methods, such as the Runge 

K utta method. 

In the present section, we use the Runge K utta. method to approximate the 

solution along the characteristic curves. The improved values will be found as the 

intersection of the approximate curve. In the next two subsections, we propose 

two methods to approximate the intersection point, namely the method A and the 

method B. The method A approximates the intersection point of the character­

istic curves by intersection point of the arcs of approximate curves found by the 

Runge Kutta method. While the method B approximate the intersection point 

by intersection point of the tangents at the end point of the approximate curves. 

Consider two adjacent points P = (xo,o, Yo,o) and Q = (x1,o, y1,o) on the given 

curve C, which is assumed to be other than the characteristic curves. Denote by 

R* the intersection point between the a characteristic through the point P and 

the j3 characteristic through the point Q. Suppose the intersection point R* is 

approximated by R = (x1,1 , y1 ,1). Using the straight line method we have already 

a first approximate values of R*, say R°. Hence at the point R° we have the values 

of 

x(R(0)), y(R(O)), U(R(O)), Ux(R(0)), Uy(R(0)), 

a(R(0 )), b(R(0>), c(R(o) ), e(R(o) ), a( R(o) ), j3(R(0 )). 

These values are used as the first predictions. 

Furthermore using the Runge K utta method we integrate along the a char­

acteristic curve (3.10) over the closed interval x(P) ~ x :::; x(R<0 )) to get Ya, 

the approximate value on the a characteristic through P. First of all divide the 

interval into finite number, say ri, of equally spaced sub intervals, spacing, h1 . 
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Taking Ya(x(P)) = y(P) as the initial value, generate the approximate value of 

the a characteristic at the end points of the sub intervals. Generate approximation 

Ya, to Ya(x(P) + ih1) for i = 0, 1, 2, .. ri using the recursion formula 

(3.59) 

where 

ku = hia(x(P) +hi* i, Ya.) 
. hi ku 

ki2 = hia(x(P) +hi* i + 2'Ya, + 2) 

. hi ki2 
ki3 = hia(x(P) +hi* i + 2' Ya, + 2) 

ki4 = hia(x(P) +hi* i +hi, Ya, + ki3). (3.60) 

Denoted by Ra = (x(Ra), y(Ra)), the point found by integrating along the a 

characteristic from the point P to the point R(o). Hence we have x(Ra) = x(R(0
)) 

and y(Ra) = Ya(x(R(0
)). The later is found by (3.60). 

Similarly in the opposite direction we integrate along the f3 characteristic 

curves in the closed interval x(R(0l) ::; x::; x(Q) to get y13, the approximate value 

on the f3 characteristic through Q. First of all divide the interval into finite num­

ber, say r 2 , of equally spaced sub intervals, spacing h2 • Taking Yf3(x(Q)) = y(Q) 

as the initial value, generate the approximate value of the /3 characteristic at the 

end points of the sub intervals. Generate approximation Y/3, to y13(x(P) + ih2 ) for 

i = 0, 1, 2, .. r 2 using the recursion formula 

(3.61) 

where 

k2i = h2f3( x( Q) + h~ * i, y13.) 
. h2 k2i 

k22 = h2f3(x(Q) + h2 * i + 2' Y/3, + 2) 
. h2 k22 

k23 = h2f3(x(Q) + h2 * i + 2' Y/3, + 2) 

k24 = h2f3(x(Q) + h2 * i + h2, Y/3, + k23) (3.62) 
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Denoted by Rf3 = (x(Rf3), y(Rf3)), the point found by integrating along the a 

characteristic from the point P to the point R(o). Hence we have x(Rf3) = x(R(0
)) 

and y(Rf3) = Yf3(x(R<0
)). The later is fou~d by (3.62). 

The points Ra and Rf3 should be closed and give an improved approximation 

to R*, the intersection point of the a characteristic curve through P and the j3 

characteristic curve through Q. In other word, if 

(3.63) 

where c is the maximum allowed error, th~n the average value of y(Ro:) and y(R13) 

is taken to be the first improved value of the y-coordinate of the intersection point. 

Hence the improved values of the coordinates of the intersection point is found to 
I 

be 

(3.64) 

However if the points Ra and Rf3 are not closed enough, that is 

(3.65) 

then we have to approximate further the intersection point. 

3.6.l The Method A 

Suppose from the previous calculation, the situation (3.65) occur, that is 

for some maximum allowed error c. Hence we cannot use equation (3.64) to cal­

culate the first improved value of the point R. Then we have to approximate the 

intersection point. 

Replace the direction of the a characteristic curve by the straight line which 

is governed by the equation 

Y - Yo:(x(R(0)) x - x(R(o)) 
y(P) - Ya(x(R(0)) - x(P) - x(R(0)) 

(3.66) 
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and replace the direction of the (3 characteristic curve by the straight line which 

is governed by the equation 

Y - y13(x(R(0)) x - x(R(o)) 
y(P) - y13(x(R(0)) - x(P) - x(R(D)). 

(3.67) 

The solution of these equation, say R1 is a new approximate value of the inter­

section point R*. The points R0 and R1 should be closed and give an improved 

approximation to the intersection point R*. In other word, if 

(3.68) 

and 

(3.69) 

then the improved value of the x-coordinate of the point R is taken to be the 

average value of x(R<1
)) and x(R(O)), and the improved value of they-coordinate 

of the point R is taken to be and the average value of y(R<1)) and y(R<0 )). Hence 

we have 

y(R(l)) + y(R(o)) 
y(R) = 2 . (3. 70) 

If the points R(l) and R(o) are not closed enough, that is the conditions (3.68) 

and (3.69) are not satisfied, we have to repeat the calculation process above. 

Taking the approximate values at the point R1 as the predicted values and keeping 

the values at the points P and Q fixed, calculate the corrected values at the 

corrected point R2
, R3

, and soon. The calculation is terminated when at an 

iteration say (k + l)th, where k = 0, 1, 2, .1 
... ; the Runge Kutta procedures give 

(3.71) 

or Rk and Rk+I are closed enough, that is the set of conditions 

(3. 72) 

are satisfied, for some maximum allowed error c. Rk+I is found solving the set of 

equations 
y(R)k+1 - yOl(x(R)(k)) x(R)k+I - x(R)(k) 

y(P) - yOl(x(R)(k)) - x(P) - x(R)(k) (3.73) 
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and 
y(R)k+1 - y13(x(R)(k)) 

y(Q) - y13(x(R)(k)) 

x(R)k+1 - x(R)(k) 
x(Q)-x(R)(k) · 

(3.74) 

When the condition (3.71) is satisfied, the improved value of the coordinates of 

the point R is found to be 

x(R) = x(R(k)), 
Ya( x(R(k))) + y13( x(R(k))) 

y(R) = 2 ' (3.75) 

I 

while if the set of conditions (3. 72) are satisfied then the improved value of the 

coordinates of the point R is taken to be 

y(R(k+i)) + y(R(k)) 
y(R) = 2 . (3.76) 

Geometrically, using Straight Line me.thod, the first approximate value of the 

point R, say R(o) is found to be the intersection of two straight lines, one is 

drawn through the point P in the direction of the a characteristic curve and 

another is drawn through the point Q in the direction of the f3 characteristic 

curve. Furthermore by applying Runge Kutta method on the closed intervals 

x(P) :::; x :S x(R(k)), where k indicates that the point R(k) is calculated at the 

kth iteration, we get the approximate value Ya(x(R(k))). Also by applying Runge 

Kutta method on the closed intervals x(Q) :S x :S x(R(k)) we get approximate 

value y13 (x(R(k)). When the condition (3.71) is satisfied the improved value of the 

coordinates of the point R is calculated by (3. 75), if it is not then R(k+l) is found 

to be the intersection of the straight line drawn from P to R(k), which is govern by 

the equation (3. 73), and the straight line drawn from Q to R(k), which is govern 

by the equation (3.74). If R(k+l) and R(k) are closed, that is the set of conditions 

(3. 72) are satisfied then the improved value of the coordinates of the point R is 

calculated by (3. 76). The situation is described by figure 3.8 below 
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Figure 3.8 Method A 

,...,0 
!\ 

The procedures for solving the Cauchy and boundary-value problems of (3.1), 

using Method A, are given in the algorithms A.3.5 and A.3.6, in Appendix , 

respectively. The flowchart of the algorithms are depicted by figure A.3.2 in 

Appendix. 

Using method A, the Cauchy problem in example 3.1 has the solution depicted 

in figure 3.9 

0.4 

0.2 

0.8 1 

Figure 3.9 The solution by method A 

99 



3.6.2 The Method B 

This method is quite similar to that in method A except that to obtain cor­

rections to the approximate values of the intersection points, we do not use the 

straight lines but the tangent lines of the approximate curves. The improved 

value of the coordinates point may be found as the intersection point of these two 

tangents. 

Suppose from the previous calculation, the situation (3.65) occur, that is 

for some maximum allowed error e. Hence we cannot use equation (3.64) to cal­

culate the first improved value of the point R. Then we have to approximate the 

intersection point. 

Replace the direction of the a characteristic curve by the tangent line through 

the point Ra.= (x(R)<0),y(Ra.)) in the direction of a characteristic curve. This 

line is governed by 

(3.77) 

Similarly replace the /3 characteristic curve by the tangent line through the point 

R(3 = (x(R)<0),y(Rf3)) which govern by equation 

(3.78) 

' , 

The solution of these equation, say R1 is a new approximate value of the inter-

section point R*. The points R0 and R1 should be closed and give an improved 

approximation to the intersection point R*. In other word, if the conditions (3.68) 

and (3.69) are satisfied then the improv~d value of the x-coordinate of the in­

tersection point is taken to be the average value of x(R(1)) and x(R(o)), and the 

improved value of the y-coordinate of the intersection point is taken to be and the 

average value of y(R(I)) and y(R<0)). That are (3.70). 

If the points R(l) and R(o) are not closed enough, that is the conditions (3.68) 

and (3.69) are not satisfied, we have to repeat the calculation process above. 
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Taking the approximate values at the point R1 as the predicted values and keeping 

the values at the points P and Q fixed, calculate the corrected values at the 

corrected point R2
, R3

, and soon. The calculation is terminated when at an 
! 

iteration say (k + l)th, where k = 0,1,2, .... ; the Runge Kutta procedures give 

(3. 71) or Rk and Rk+l are closed enough; that is the set of conditions (3. 72) are 

satisfied, where Rk+1 is found solving the set of equations (3. 77) and (3. 78). 

When the condition (3. 71) is satisfied, the improved value of the coordinates 

of the point R is found to be (3.75), while if the set of conditions (3.72) are 

satisfied then the improved value of the coordinates of the point R is taken to be 

(ref3.77.g). The calculation is terminated when two approximate points, say Rk 

and Rk+1 for an integer k, are closed enough, that is the condition (3.71) or the 

set of conditions (3.72) is satisfied, for some maximum allowed error c. 

Geometrically, using Straight Line method, the first approximate value of the 

point R, say R(o) is found to be the intersection of two straight lines, one is 

drawn through the point P in the direction of the a characteristic curve and 

another is drawn through the point Q in the direction of the /3 characteristic 

curve. Furthermore by applying Runge Kutta method on the closed intervals 

x(P) :::; x :S x(R(k)), where k indicates that the point R(k) is calculated at the 

kth iteration, we get the approximate value Ya(x(R(k))). Also by applying Runge 

Kutta method on the closed intervals x(Q) :S x :::; x(R(k)) we get approximate 

value y13 (x(R(k)). When the condition (3.71) is satisfied the improved value of the 

coordinates of the point R is calculated by (3.75), if it is not then R(k+I) is found 

to be the intersection of the tangent line drawn line through the point Ra in the 

direction of the a characteristic 

(3.79) 

and the tangent line drawn from the point R13 in the direction of the f3 character-

is tic 

(3.80) 

If R(k+I) and R(k) are closed, that is the set of conditions (2.133) is satisfied then 

101 



the improved value of the coordinates of the point R is calculated by (3. 76). The 

situation is described by figure 3.10 below 
RO 

p Q 
Figure 3.lOI'he Method B 

To construct a characteristic grid net and the solution of the Cauchy and 

boundary-value problems we may use the procedures in the algorithms in Ap­

pendix . The flowchart of the algorithms are depicted by figure A.3.3 in Appendix 

Using method B, the Cauchy problem in example 3.1 has the solution depicted 

in figure 3.11. 

0.4 

0.2 

0.8 1 

Figure 3.l!I'he solution of Cauchy problem by method B 
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3. 7 Comparisons 

The predictor corrector method, method A and method B give better approx­

imate values than of the straight line method, since the three former methods are 

using truncation error of order two, while the later is using truncation error of 

order two. However the methods A and method B give the same approximate 

values. For the Cauchy problem in example 3.1, the comparisons are depicted in 

figures 3.12, 3.13 and 3.14. 

1 

0.4 

0.2 

0.2 0.4 0. 6 0.8 1 

Figure 3.13Comparison solutions : the methods A and B 

0.2 0. 4 0. 6 0. 8 1 

Figure 3.12 Comparison solutions : the straight line method 

and the predictor corrector method 
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Figure 3.13:Comparison solutions : the straight line method 

and methods A, B 

The methods A and B faster and give better approximate values than of the 

predictor corrector method 

1 

0.4 

0.2 

Figure 3.14:Comparison solutions : the predictor corrector method 

and the methods A, B 

since the two former methods use the Runge Kutta (of order 4) method while 

the later method use the trapezoidal rule which is equivalent to the Runge Kutta 

of order 2. However when the characteristic curves are straight lines, then the 

method A and method B are reduced into the. straight line method. 
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3.8 Discussions and Conclusions 

The method of characteristics involves expressing the partial differential equa-
1 

tion in terms of its characteristic coordinates and integrating along the character-

istic directions. Solving the quasi linear hyperbolic equation is reduced to solving 

the characteristic system. The system involves non-linear ordinary differential 

equations which should be calculated simultaneously. Discretization involves ap­

proximating the two families of the characteristics curves by characteristic grids 

and replacing the differential equations with appropriate finite difference equa-

tions. 

Based on the Taylor's series of order one, the straight line method gives approx­

imate solutions with discretization error of order one. Geometrically the method 

approximates the characteristic curves by straight lines. 

Secondly based on Taylor's series of order two, the predictor-corrector methods 

produce approximate solutions with discretization error of order two. Geometri­

cally the method approximates the characteristic curves by parabolic arcs. The 

parabolic arcs are chosen to be straight line through the given point and the 

calculated approximate point. 

Since the methods of characteristic calculate the solution on the characteristic 

grid points, which approximate intersection points of the characteristic curve, then 

there is no restriction conditions to ensure the stability and convergence of the 

numerical methods above [4]. 

Basically step methods numerical integration, such as the Runge Kutta method, 

can be used to find the characteristic grids. Using the Runge J( utta method, the 

alternative methods, method A and method B, integrate the characteristic curves 

directly. The improved values are found to be the intersection of the approximate 

curves. When the approximate curves do dot intersect, the method A approx­

imates the intersection point by the intersection point of their arcs, while the 

method B by the intersection point of their tangents. 

From our experience, for the problems which have semi-symmetric character-
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istics, the predictor corrector method, the method A and method B are converge, 

since at each stage of ca~culation the characteristic curves remain inside the trian­

gular formed by the tangents of the given points. Generally the predictor corrector 

method, the method A and method B give better approximate values than of the 

straight line method. However when the characteristic curves are straight lines, 

then the method A and method B are reduced into the straight line method. In 

calculation processes, the method A and method B are faster than the predictor 

corrector method, since the two former methods use the Runge Kutta (of order 

4) method while the later method use the trapezoidal rule which is equivalent to 

the Runge Kutta of order 2. 
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Chapter 4 

THE FINITE DIFFERENCE 

METHOD 

4.1 Introduction 

Many physical systems lead to complex systems of equations involving discon­

tinuity, non-linearity, non homogeneous domains and irregular boundaries. One 

of the main advantages of the use of characteristics is the fact that the disconti­

nuity in the prescribed initial values may be propagated along the characteristics. 

For systems which are governed by equations whose solutions are known to be 

well behaved, the propagation of discontinuity of the initial values can be handled 

accurately by the method of characteristics. 

However, systems involving non linear equations and irregular boundaries we 

require alternative approximation methods. In this chapter we will use the finite 

difference method to solve such problems. The finite difference method involves 

discretization of the governing equations, the initial conditions and the boundary 

conditions of the continuous domain. 

We will deal with the Cauchy problem of a second order linear equation of two 

variables. The discretization may be divided into two steps: 

Firstly, replace the continuous domain by a mesh passing through discrete interior 
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points. In two dimensional problems, the continuous domain may be replaced by 

rectangular grids . 

Secondly, the governing equations which are continuous formulations are replaced 

by finite difference equations as the approximations. The replacement of the 

governing equation by a finite difference equation is not unique. It depends on 

the configuration of the difference formulas we use. 

Based on Taylor's series, the forward, backward and central difference formulas 

will be derived in section 4.2. Using these formulas we may construct some finite 

difference schemes that can be used to replace a given partial differential equation. 

The boundary conditions usually determine the scheme suitable for solving a 

particular problem. Basically the finite difference methods are classified into the 

explicit and implicit methods. The von Neumann stability condition will be used 

to examine stability of finite difference methods. 

4.2 Difference Schemes 

The derivative of a function is the limit of a difference quotient, and therefore 

the derivative can be approximated as close as desired by taking the points in­

volved in the difference quotient close enough. Hence a partial differential equation 

may be replaced by a finite difference equation. 

The finite difference equation as an approximate equation is dependent on 

the configuration of discretization of the continuous domain. In two-dimensional 

problems, the continuous domain in the xy-plane can be replaced by a rectangular 

grid with uniform spacing h = .6.x and k = .6.y, as shown in figure 4.1. The space 

point (i.6.x,j.6.y) which is also called the grid point (i,j) is surrounded by the 

neighbouring grid points. The grid points inside the domain are called interior 

points. Hereafter we will use the term grid points to mean interior points. 
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Figure 4.1: The rectangular grid 

Suppose that the continuous function u( x, y) posses a sufficient number of 

partial derivatives, then the Taylor's series expansion for u(x+.6.x,y+.6.y) about 

(x, y), gives: 

u(x + .6.x, y + .6.y) 

(4.1) 

where the remainder term is given by 

1 8 8 
Rn= 1(.6.x-

8 
+ .6.y-

8 
tu(x + (-6.x,y + (.6.y) 

n. x y 
(4.2) 

for 0 < ( < 1. That is 

Rn = O[(jj.6.xll + li-6.YlitJ. (4.3) 

There exists positive constant M say, such that 
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Taking .6.y = 0 in the equation ( 4.1) and assuming that the second derivatives 

are bounded, the Taylor's series expansion for u(x+.6.x,y) about (x,y) gives 

ou(x, y) )2] u(x + .6.x,y) = u(x,y) + .6.x ox + 0[((.6.x . 

Dividing it by .6.x we have 

8u(x,y) = u(x + .6.x,y)- u(x,y) + 0(.6.x). 
ax .6.x 

Similarly, the Taylor's series expansion for u(x-.6.x,y) about (x,y), gives 

8u(x,y) = u(x,y)-u(x-.6.x,y) +0(.6.x). 
ax .6.x 

Now we wish to evaluate the first and second derivatives at the grids point 

(xi, YJ). Suppose x, = x0 + ih and YJ = x0 + jk, where h = .6.x and k = .6.y. Then 

using double subscript notation, the Taylor's series expansion for u(xi + h, yi) 

about (x,, yJ) with the second derivatives assumed to be bounded gives 

- = -(u·+1 · - u· ·) + O(h) Bui 1 
OX · h I ,J t,J 

t,J 

(4.4) 

This equation indicates a formula to evaluate ~; at (xi, y3 ) by using the values of 

u at the points (xi, y3 ) and (x 1 + h, Yi). Such formula is called a forward difference 

formula. Similarly the Taylor's series expansion for u(xi - h, Yi) about (xi, Yi) 

with the second derivatives assumed to be bounded gives a backward difference 

formula 

(4.5) 

which evaluates ~; at (x 1 , Yi) by using the values of u at the points (xi, Yi) and 

(xi - h, yJ). In effect we may replace the value of~~ at the point (x 1 , Yi) by 

if we use forward difference formula, and by 
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if we use backward difference formula. These are first order approximations of ~; 

evaluated at (x,, y3 ) with a truncation error O(h). 

Increasing the order of the truncation error in the Taylor's series expansion 

improve the approximate value of ~;. Subtracting the Taylor's series expansions 

for u(x + ~x, y) and u(x - ~x, y) with fourth derivatives assumed to be bounded 

gives 
ou(x,y) [ ( 3] 

u(x+~x,y)-u(x-~x,y)=2~x ox +O( ~x) . 

Note that all even-order terms cancel. Dividing by ~x and using double subscript 

notation leads to 

oul 1 2) ox .. = 2h (ui+I,i - ui-1,j) + O(h . 
i,3 

(4.6) 

This equation provides another formula to evaluate ~; at (xi,Yj), in which we 

use the values of u at the points (xi,Yj) and (xi + h,yj)- Such formula is called a 

central difference formula. In effect we may replace the value of ~; at the point 

(xi,Yi) by 

This formula gives a second ord()r approximate va.lue of ~; evaluated at (xi, Yi) 

with a truncation error O(h2
). 

Similarly, by taking ~x = 0 at the equation (4.1) ~~ can be evaluated at grid 

pints ( Xi, y i), by using forward difference formula 

(4.7) 

or by backward difference forml,lla 

(4.8) 

or by central difference formula 

oul 1 2 a. = 2k (ui,3+1 - Ui,3-1).+ O(k ). 
y i,3 

(4.9) 
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Now we evaluate the second derivatives, adding the Taylor series expansions 

for u(x + .!:lx,y) and u(x - .!:lx,y) with fourth derivatives bounded leads to 

u(x + .!:lx,y) + u(x - .!:lx,y) = 2u(x,y) + (.!:lx)202~~;y) + O[((.!:lx)4
]. 

Dividing by ( .!:lx )2 and using double subscript notation we have a ·Central difference 

formula for 82
u(x,y) 
&x2 

(4.10) 

Similarly we have a central difference formula for 
82~~~,y) 

fPu(x,y) 1 ) ( 2 ) 
Oy2 . = k2 ( Ui,j-I - 2Ui,j + Ui,j+I + Q k . 

i,3 

(4.11) 

The mixed derivative 
82

8~;;y) can be obtained by mean of composite way. Using 

Hence we have a central difference formula for 
82

8uJ~:) 
(J2u(x, y) 

8x8y 
i,3 

1 

4hk ( Ui-I,3-I - Ui+J,j-I - Ui-I,j+I + Ui+I,j+I) 

(4.12) 

In conclusion, at the point at point (xi, Yj), the value of 
82~~,y) can be approxi­

mated by 

the value of 82
u(x,y) by 
&y2 
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and the value of 82
u(x,y) by 

8x8y 

These three approximate values have the same truncation error, O(h2
). 

4.3 Explicit Difference Methods 

In this chapter a study is made for the finite difference methods of solving the 

Cauchy problem and boundary value problem for linear hyperbolic equation 

a(x,y)uxx- c(x,y)uyy + d(x,y)ux + e(x,y)uy + f(x,y)u = g(x,y). (4.13) 

As we have done in the successive approximation method discussed in section 1. 7, 

to set up the Cauchy problem and the boundary value problem of the equation 

(4.13) there is no lost of generality if we suppose that the initial curve (1.39), 

on which the Cauchy data are given, is the straight line (1.57). Furthermore by 

rotation, we may have x-axis as the initial curve such that the Cauchy problem 

can be described as follows: find the solution u(x,y) of the equation (4.13) in the 

region 

D = {(x,y)i- oo < x < oo,y ~ O} 

which satisfies the initial conditions: 

u(x,O) = r(x), 

uy(x, 0) = s(x) ( 4.14) 

where r and s are given functions. 

The solution of the boundary value problem involves finding the solution 

u(x,y) of the equation (4.13) in the region 

D = {(x, Y)lxo :5 x :5 Xn, y ~ O} 

which satisfies the initial conditions ( 4.14) in the interval x 0 :5 x :5 Xn as well 

as certain conditions at the boundary which are straight lines x = x0 and x = 
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Xn. Such as mentioned in section 3.3, in general, the discretization of boundary 

conditions may be written as 

(4.15) 

along x = x 0 , and 

(4.16) 

along x = Xn, where y 2:: 0, and >. is a constant. ). = 0 gives a set of boundary 

conditions of the first kind (2.48) and 81(j) = 82(j) = 0, Vj ~ 0 gives a set of 

boundary conditions of the second kind (2.~9), while >. = 1 is associated with a 

set of boundary conditions of the third kind (2.47). 

To find the approximate solution to the Cauchy problem and also the boundary 

value problem for the equation ( 4.13) using finite difference methods we need to 

discretize the equation ( 4.13) and the equations involved in the initial conditions 

( 4.14) and boundaries conditions ( 4.15) and ( 4.16). 

First of all cover the domain in the xy-plane by rectangular grid of mesh 

points with constant intervals h = .6.x and k = .6.y. Instead of developing a 

solution defined everywhere in the domain we only calculate the approximation 

solution in these internal mesh points. Suppose at a point (i.6.x,j.6.y) the ex­

act solution is denoted by Ui,j = u( i.6.x, j .6.y) and the approximation solution by 

U1,j = U(i.6.x,j.6.y) for i = ... -3,-2,-1,0,l,2,3 ... and j = 0,1,2,3, .... 

Using the second order central difference formula ,the partial differential equa­

tion ( 4.13) may be replaced by finite difference equation 

1 1 
ai,J h2 (Ui-1,J - 2ui,J + ui+i,j) - ci,j k2 (Ui,J-l - 2ui,J + ui,J+1) 

1 1 
+di,J 2h (Ui+I,J - Ui-1,J + ei,J 2k (Ui,i+I - Ui,J-1) + fi,iUi,J = 9i,J 

or it may be written as 

( 4.17) 
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where 
c e. A Z.,J I 1,; 

i,; = - k2 I 2k ' 
- C1,; e.1,; 

B;,; - - k2 - 2k ' 

C· . - a;,3 d1,3 
•,J - h2 + 2h' 

D - a;,; - d1,3 
•,J - h2 2h' 

E __ 2a.:,; 2c.:,3 + . . 
1,) - h2 + k2 +Ji,)• ( 4.18) 

Provided h small, hence A.,3 =J 0, the equation ( 4.17) can be written explicitly by 

U ~J B~u ~Ju AJu ~Ju 
1,3+1 = A . - A·. i,;-1 - A·. i+1,;· - A-. i-1,j - A·. i,j· 

1,; •,) •,) 1,3 l,j 

(4.19) 

If we know the value of the approximation solution U.:,3 at all mesh points in 

the (j - 1 )th and ph horizontal lines, then we can find the solution at all mesh 

point in the advanced line (j + 1 )th. To visualize the calculation it is useful to 

draw a schema such a.s shown in figure 4.2 

i+lj 

i,j-1 

Figure 4.2. Explicit method 
O : computed values from previous calculations 
O : value to be computed 

From the schema above, on each calculation process, the advanced line (j + l)th 

contains only one unknown, such computation is called an explicit schema. If 

there are two or more unknowns in the (j + 1 )th then it will be called an implicit 

schema. A finite difference method which has explicit schema is called the explicit 

method) and is called the implicit method if it has implicit schema. 
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4.3.l Cauchy problems 

To find an approximation solution of the Cauchy problem, replace the domain 

D = { ( x' y) I - 00 < x < 00 & y 2: 0} by 

D* = {(ih,jk)li = 0, ±1, ±2, ... &j = 0, 1, 2 ... }. 

In using the initial conditions we need to know the values of the solution in the 

first two lines at j = 0 and j = 1. To do this we can replace the first derivative 

in the initial condition by a forward difference formula or by a central difference 

formula . If we use the former we will have 

( 4.20) 

while if we use central difference formula we have 

U·1 - U·-1 t, i, 

2k =Si. (4.21) 

The central difference formula is sometimes preferable: the reasons will be dis­

cussed in the section concerning to error computations. 

Furthermore, taking j = 0 in equation (4.19) we get 

g ·o B·o C·o D· E·o 
U i, i, U t, U i,O U i, U 

i,1 = A - A i,-1 - A i+l,O - A i-1,0 - A i,O· 
i~ i~ ~o ~o ~o 

(4.22) 

Eliminating U,,_1 from the equation (4.22) and the second equation in (4.21) we 

get 

U 9i,O Bi,O (U k ) Ci,O u Di,O u Ei,O u 
. 1 = - - -- . 1 - 2 s. - - ·+1 0 - -- ·-1 0 - -- . 0 
1, A. A i, t A I • A. I • A. i, 

i,O 1,0 t,O i,O i,O 

or 

Substituting the first initial condition we get 

Hence the second initial condition ( 4.21) may be replaced by 

( 4.23) 
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Hence using explicit method, the solution of Cauchy problem for the equation 

( 4.13) can be calculated by following procedures. Calculate the solutions at each 

point in the first line by first equation in (4.20) for i = 0, 1, 2, .. , n; and second lines 

by ( 4.23) for i = 0, 1, 2, .. , n; and then the j1h line by ( 4.19) for i = 0, 1, 2, ... j -

1 & j 2: 3. 

4.3.2 The Boundary Value problem 

In solving a boundary value problem, we assume that the boundaries are x = 0 

and x = 1, since it is always possible to transform the interval [a ~ x ~ ,8] into 

[O, l]. Hence the domain becomes 

D = {(x,y)IO ~ x ~ I,y 2: O} 

and then it is replaced by 

D* = {(ih,jk)li = 0, 1, 2, .. , n,j = 0, 1, 2 .... }, 

where h and k are grid size in the x and y axes respectively. 

Using the forward difference formula the boundary conditions ( 4.15) and ( 4.15) 

may be replaced by 

( 4.24) 

and 
U · -U 1 · A n,3 n- '3 + 8 U · = t h 2; n,J 2; • (4.25) 

Note that .\ = 0, 81; = 82; = 0 and .\ = 1 correspond to the difference formulas 

for the boundary condition of the first, second, and third kind respectively. The 

error in using the forward difference formula is O(h). 

Hence by replacing the boundary conditions with the forward difference for­

mulas, the solution of boundary value problem for the equation ( 4.13) can be 

calculated by following procedures: Calculate the solutions at each point in the 

first line U,,0 for i = 0, 1, 2, .. , n by first equations in ( 4.20) Furthermore for the 

j1h line j 2: 1; calculate Uo,3, the solution at the left boundary by ( 4.24), and then 
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calculate u.,J , i = 1, 2, ... (11 - 1), the solutions at the non boudary points, by 

(4.20) when j = 1 and by (4.19) when j > 1, finally calculate Un,J, the solution 

at the right boundary by (4.25). 

More accurate approximations can be made by replacing the boundary condi­

tions with the central difference formulas. This can be done in two ways. 

lst method: Expanding domain 

We add two additional vertical lines i = -1 and i = n + 1 such as shown in figure 

4.3 and approximate the boundary conditions of the third kind at the grid points 

(0,j) and (n,j) by 

U U U -U · 
l,J ;h -1,j + 81; Uo,J = i1;' n+l,J 2h n-1,J + 82, Un,j = t2,. (4.26) 

r=---- 1--~+ =-r=F--F1==F1 
-1 o I 2 3 j n n• I 

x=O x=l 

Taking i = 0 in the equation ( 4.17) we have 

( 4.27) 

and taking i = n we have 

( 4.28) 

Eliminating U_ 1,J from ( 4.27) and the first equation in ( 4.26) we get 

( 4.29) 
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and eliminating Un+l,J from ( 4.28) and the second equation in ( 4.26) we have 

(4.30) 

Further by taking j = 0 in the last two equations gives 

Ao,oUo,1 + Bo,jUo,-1 + (Co,o + Do,o)U1,o + (Eo,o + 2hb10 Do,o)Uo,o 

= 9o,o + 2hDo,ot10 ( 4.31) 

and 

= 9n,O - 2hDn,ot20 • (4.32) 

Since we use the central difference formula for the boundary conditions, we apply 

the central difference formula to the second initial condition on the boundaries, 

Uo,1 - Uo,-1 
2k =so, (4.33) 

and 
Un,1 - Un,-1 

2k =Sn. ( 4.34) 

Eliminating Uo,-1 from (4.31) and (4.33) we get 

Ll _ 9o,o + 2kBo,oso + 2hDo,ot10 - (Co,o + Do,o)r1 - (Eo,o + 2hb10 Do,o)ro 
0

'
1 

- (Ao,o + Bo,o) 
( 4.35) 

and eliminating Un,-l from (4.32) and (4.34) we get 

U _ 9n,O + 2hBn,oSn - 2hCn,ot2; - (Cn,O + Dn,o)rn-1 - (En,O - 2hb20 Cn,o)rn 
n,l - (Ao,o + Bo,o) . 

( 4.36) 

Hence by expanding the domain we are able to replace the boundary conditions 

with the central difference formulas. The solution of boundary value problem 

for the equation ( 4.13) can be calculated by following procedures: Calculate the 

solutions at each point in the first line U1,0 for i = 0, 1, 2, .. , n by first equations in 
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( 4.20). When j = 1, calculate Uo,i, the solution at the left boundary by ( 4.35), 

and then calculate Ui,l by ( 4.20), finally calculate U0 ,1 , the solution at the right 

boundary by ( 4.36). Furthermore for the Ph line j > l; calculate Uo,j, the solution 

at the left boundary by (4.29), and then calculate Ui,j , i = 1, 2, ... (n - 1), the 

solutions at the non boundary points by (4.19), finally calculate Un,j, the solution 

at the right boundary by (4.30). 

2nd method : Reducing domain 

We shift the boundaries by ~ such as shown in figure 4.4 

u.e-.. --..... ..... 1 ........... ............ l.~ ............ E .......... _ .. J~~ .. l ........ ~~ .. J-L~l-. 

_-;1 .......... 1 I I I ff I_ 
: : : 
: : : 
i ! ! 

·---....: ........... .......... ~ .............................. : ........................... : ...... ~ ......... ~ ................ i ........ 1 .......... 1 .. --. ... . 

I ~ ! 1 1 1 1 ! 
i E E i i i i i --. ............ E...... ... .... r ................ 1·········· .... a .................. ,..E .............. 1 ... ·1····T· ........ . 

__ ._.J ____ L __ J __ J_ .. _.I ____ ..... l. ___ t ___ I __ __ 
I I I I I i i i 
0 2 3 n 

x=O 

Figure 4.4: Reducing domain 

The boundary conditions of the third kind are approximated by 

U1,j - Uo,3 + 8 U1,3 + Uo,3 = t 
h 1, 2 1,, 

and 
Un,j - Un-1,j b Un,3 + Un-1,j _ 

h + 2, 2 - t2 . 

From (4.37) and (4.38) we have 

Ll _ (2 + h81, )U1,3 - 2ht13 
O,J - (2 - h81J 

and 

120 

( 4.37) 

( 4.38) 

( 4.39) 

(4.40) 



Taking j = 1 in the last two equations we have 

( 4.41) 

and 

(4.42) 

Hence by reducing the domain we are able to replace the boundary conditions 

with the central difference formulas. The solution of boundary value problem 

for the equation (4.13) can be calculated by following procedures: Calculate the 

solutions at each point in the first line U,,0 for i = 0, 1, 2, .. , n by first equations in 

( 4.20). The required values r0 , rn, s0 and Sn can be calculated by extrapolation. 

Hence we can find the values of the approximation solutions on the boundaries. 

When j = 1, calculate U0 ,1 , the solution at the left boundary by (4.41), and then 

calculate Ui,l by (4.20), finally calculate U0,1 , the solution at the right boundary 

by (4.42). Furthermore for the Ph lin,e j > 1; calculate Uo,j, the solution at the 

left boundary by ( 4.39), and then calculate Ui,j , i = 1, 2, ... (n - 1), the solutions 

at the non boundary points by ( 4.19), finally calculate Un,j, the solution at the 

right boundary by (4.40). 

4.4 Domain of Dependencies 

We mentioned in section 1.4 that the solution of a Cauchy problem for a 

hyperbolic differential equation at a particular point depends on the initial values 

along the segment of determination, the segment of the initial curve intercepted 

by the characteristic curves through the point, and the values over the domain 

of dependence of the differential equation with respect to the point. We wish to 

examine the domain of dependence of the finite difference solutions for, the Cauchy 

problem for the homogeneous wave equation 

Uyy = Uxx ( 4.43) 
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with initial conditions (4.14). Using the procedures given in the section 4.3, the 

partial differential equation ( 4.43) may be replaced by the implicit difference equa­

tion 

(4.44) 

where p = ~- further the initial conditions are replaced by 

Ui,o = r(ih) ( 4.45) 

and 

( 4.46) 

From section 2.4, the D'Alembert solution at a particular point (xn Yi+i) is 

( 4.47) 

Geometrically this equation shows that the domain of dependence of the differ­

ential equation (4.43) with respect to the point (xi,Y;+i) is a triangular bounded 

by characteristic lines x - y = Xi - Yi+I and x + y = Xi + Y;+I and the seg­

ment determination is interval Xi - Yi+ I ::; x, + Yi+I · However from ( 4.45), the 

domain of dependence of the difference equation (4.44) with respect to the mesh 

point ( i, j + 1) is dependent on the ratio p = ~ for a segment of determination 

-(j + l)h::; x::; (j + l)h. 

When p = 1 the two domains of dependency coincide. However when 0 < 

p < 1 the domain of dependency of the difference equation includes that for the 

differential equation, and the domain of dependency of the difference equation is 

inside that for the differential equation if p > l; see figure 4.5. 
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I /) IR f\ I 

? Q 

Figure 4.5: The domain of dependence 

4.5 The Truncation Error and Stability 

The explicit formula (4.45) has the truncation error 

2 2 [ 1 ( 2 ) &4u 1 2 ) fJ6u l 
k h 2 p - 1 &x4 + 360 (p - 1 8x6 + ·· (4.48) 

The truncation error vanishes completely when p = 1. 

A truncation error or any other computational error may lead to numerical 

instability. A difference method is said to be stable if the calculation error does 

not increase by increasing calculation steps. However if the error is cumulative 

the method is said to be unstable. There are several methods for determining the 

stability criteria of a difference method. One of the most widely used is called von 

Neumann stability. 

Von Neumann stability examines the propagation effect of errors along a single 

row, say the line /h, on the next calculation processes. The errors are represented 

by finite Fourier series of the form 

NJ 

E(x) = L AJePµiJ.x 
j 

where NJ is the number of mesh points on the Jth line. Because of linearity, it is 

necessary to consider only a single term ePµix where µ 1 is any real number and 
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the coefficient A is constant and can be neglected. That is each term grows or 

decays independently to the others. Each single term is analysed separately and 

the complete effect is then obtained by linear superimposing. 

To investigate the propagation of the error due to a single term e'µix as y 

increases, we need to find a solution of the finite difference equation which reduces 

to ev'=Iµix when y = 0. Let such a solution be 

( 4.49) 

where µ2 = µ2(µ 1 ) is, in general, complex. Then the condition to be satisfied such 

that the error introduced in eiax will not grow as y increases, 

(4.50) 

for all µ2 • This condition is well known as the von Neumann condition. 

We will use the von Neumann method to examine the stability of various 

difference approximations. Let ci,j be the difference between the exact solution 

Ui,j and the approximate solutionU,,j at a particular mess point ( i, j), i.e. ci,j = 
ui,J - Ui,J. Let us now examine the stability of the explicit scheme specified by 

equation ( 4.46). Employing the Taylor series into ci,J we have 

Hence the truncation error at a particular mesh point (i,j + 1) can be written 

explicitly as 

( 4.51) 

where the truncation error is given by (4.48). 

Along the initial line j = 0, ci,o = OVi, replacing the first derivative at the 

initial condition gives the truncation error at points along lst line 

(4.52) 
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The van Neumann method will be used to investigate the stepwise stability 

of equation ( 4.51). According to the van Neumann method, we examine the 

propagation of a single term, ev'=Iµix, along the initial line, so that we have 

and along the ph line 

where h = ..6.x and k = ..6.y. Using this, the equation ( 4.51) gives 

Since 

and 

(1 - cosµ 1 h = 2sin2 (µ;h) 

then (4.55) becomes a quadratic equation in eMk, 

which has the solution 

k 2 . 2 µ1h 1 µih 
eµ, 2 = (1 - 2p szn (-) ± - (2(1 - 2p2sin2(-

2 
)2 - 4. 

2 2 

(4.53) 

( 4.54) 

( 4.55) 

( 4.56) 

(4.57) 

( 4.58) 

In order to avoid an increasing error such as j ---+ oo it is necessary that 

Jeµ 2 kJ ::; 1 for all real values of µ1 . Hence we have 

which gives 

2 < 1 v 
p - . 2(µ,ih) µi. szn -

2
-

Hence the condition to be satisfied such that the errors do not increase as j 
. . 
mcreases 1s 

(4.59) 
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4.6 Implicit Methods 

So far we have only considered the explicit method, the simplest finite differ­

ence methods. Now we will consider the implicit method, on which a line, say ph, 
will contains more than one unknown. However for the sake of simplicity we will 

only deal with the wave equation ( 4.43). Replacing Uyy by the second order cen­

tral difference approximation as before and U:r::r: by a linear combination of three 

second order central difference approximations each centred at (i,j -1), (i,j) and 

(i,j + 1) then we have 

( Ui,J-1 - 2ui,j + Ui,J+1) 

k2 
_ ). ( U1-l,J-l - 2ui,j-l + Ui+lJ-1) 

h2 
+(l _ 2).) (ui-1,j - 2~~,j + Ui+1,j) 

+). (ui-1,j+1 - 2ui,j+1 + Ui+i,i+1) 

h2 
( 4.60) 

for 0 :::; >. :::; 1. Now we have three unknowns at (j + 1 Yh line such as shown in 

figure 4.6. 

i+lj+l 

i+l,j 

i-1,j-l 

Figure 4.6. Implicit method 
O : computed values from previous calculations 
O : values to be computed 

Taking p = ~, the difference equation ( 4.61) can be written as 
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( 4.61) 

Again by employing the Taylor series into z,,3 = Ui,J - ui,3 the truncation error for 

( 4.61) is given by 

k2h2[( 2_(p2 -1) 
12 

2 fJ4u 1 2 2( 2 ))fJ6u >.p )- + -((p - 1) - 30>.p p + 1 -
fJx4 360 fJx6 

+ ........ ] (4.62) 

Notice that when ). = 0, then ( 4.60) is reduced to the explicit approximation 

( 4.44), while the truncation error ( 4.62) is reduced to the truncation error ( 4.48). 

Since 0 :::; ). :::; 1 then the implicit finite difference approximation (4.60) gives a 

better approximate solution then that given by explicit finite difference approxi­

mation (4.44). 

Using the von Neumann method such as for the explicit approximation (4.44), 

substituting ( 4.49) into the equation ( 4.61) gives 

+(1 - 2>.)(eµ2k - 2 + e-µ2k) 
eyCfµ1h 2 e-V=fµ1h 

+>.( - -+ ] eMk eMk eµ2k · 

and using (4.56) and (4.57), we obtain 

( 4.63) 

or 

2p2 sin2 (1!1..!!:) 
(1 - 2 ) 

1 + 4>.p2 sin2 ( µ~h) 

1 2p2sin2 (µ~h) 
±- 2(1 - )2 - 4 

2 1 + 4>.p2 sin2 ( ¥) . 
Again in order to avoid an increasing error such as j -7 oo it is necessary that 

leµ 2 kl :::; 1 for all real value of µ1 • Hence we have 

2p2 sin2 (µ1h) 
2(1 - 2 2 

)
2 

- 4 < 0. 
1+4>.p2 sin2 (µ~h) -
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In the region of 0 :::; >. :::; 1, µ 2 is real for all real values of µ 1 if 

or 

1 
>. > -- 4' 

1 
0 <). < 4' 

p>O 

1 
0 < p < 1 - 4>. 

( 4.64) 

(4.65) 

Then in order to prevent an increase in the error such as j, we have to choose 

>. and p such that they satisfy the unconditional stability ( 4.64) or conditional 

stability (4.65). Hence von Neumann stability gives unconditionally/conditionally 

stable to the implicit method when the central difference approximations in middle 

time level is greater /less than the sum of the above and lower time level, the 

conditionally stable satisfied when 0 < p < 1_!4,\. 

Since the implicit finite difference equation ( 4.61) contains nine variables with 

only six of them are known, then it is not suitable for solving the pure Cauchy 

problem with an unbounded domain. However by using the given values along 

the boundaries as additional known values, we will have a solvable system of 

equations. 

A particular case when, >. = ~, the lower bound for the unconditional stable 

approximation, the implicit difference equation ( 4.61) is reduced into 

p2 
(ui,J-I - 2ui,J + ui,j+1) = 4[(ui-l,J-1 - 2ui,1-1 + Ui+1,3-1) 

+2(u1-1,; - 2ui,J + Ui+i) 

or may be written as 

2 
-(ui+i,j+1 + (ui-1,3+i) + 2(1 + p2 )ui,3+1 = 2[(ui+1,3 + Ui-1,j) 

2 2 
-2(1 - 2 )ui,J][( U1+1,3 -1 + Ui-1,J-i) - 2(1 + 2 )ui,J-1] 

p p 

( 4.66) 

This finite difference approximation is stable for all p > 0. 
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As in the explicit method, we assumed that the boundaries are x - 0 and 

x = 1, such that the continuous domain may be replaced by 

D* = {(ih,jk)li = 0, 1, 2, .. ,n,j = 0, 1, 2 .... }, 

where hand k are grid size in the x axis and y axis respectively. Denote by Vj the 

solution at the interior mesh points, i.e. mesh points other than boundary points, 

along the jlh line. For the sake of simplicity, we assume that the boundary values 

are zero. Applying the finite difference equation (4.66), a system of equations is 

generated . The system has the matrix form 

A °V;+1 = BVj + CV;-1 

for j = 1, 2, 3, ... where the matrices A, Band Care 

A= -D + 4p-2 I, 

B = 2D + 8p-2 I, 

C = D-4p-21, 

where I is the identity matrix and Dis the tridiagonal matrix, 

-2(1 + p2
) 1 0 0 

1 -2(1 + p2
) 1 0 0 

0 1 -2(1 + p2
) 1 0 0 

D= 

0 0 1 -2(1 + p2
) 

(4.67) 

(4.68) 

(4.69) 

(4.70) 

( 4.71) 

Using the initial conditions ( 4.21) we know the solutions at all points along 

the initial line, j = 0, and the first line, j = 1, that is we have Vo and Vi. For each 

j = 1, 2, .. the right hand side of the equation ( 4.67) is a constant vector, hence 

we may rewrite the system of equations ( 4.67) as 
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U1,; - 2(1 + p2
)U2,; + U3,; = d2 ,j 

U2,1 - 2(1 + p2
)U3,j + U4,j = d3,j 

Un - 3,j - 2(1 + p2
)Un-2 ,j + Un-1 ,j = d1 ,j 

-2(1 + p2
)Un-l ,j + Un,j = d1 ,j· 

i = 2,3, .. ,n -1 

( 4. 72) 

To solve the system of equation ( 4. 72) we may use the tridiagonal algorithm. 

Basically the tridiagonal algorithm, by Young [10], is based on the Gaussian elim­

ination process. Transform the system ( 4. 72) into upper bidiagonal form , and solve 

it for U- · 1,; Vi = 2, 3, .. , n - 1 

As particular example, suppose the boundary value problem in example 2.3 

has initial conditions 

u(x, 0) = ~simrx, Uy = 0, 0 :::; x :::; 1. 

The method of separation variable gives the analytic solution 

u(x , 0) = ~simrxcos7ry , 

which may be depicted in figures 4. 7 below 

0.1 

Figure 4. 7: Analytic solution 

130 

( 4. 73) 

( 4. 7 4) 



The approximate solution by using the expl icit method are depicted by figures 

4.9.a and 4.9.b below 

Figure 4.8.a'.I'he solution by the explicit method 

Figure 4.8.bThe error by the explici t method 

while of the implici t method is depicted by figures 4.9.a and 4.9.b, respectively 
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Figure 4.9.aThe solution by the implicit method 

and Figure 4.9.bThe error by the implicit method 

4. 7 Discusion and Conclusion 

The finite difference method involves discretization of the continuous dom ain 

by rectangular grids, and the governing equat ions , the initial conditions and the 

boundary condi t ions by finite differen ce equations. Using forward, backward and 

central differen ce formulas we may construct some finite difference schemes on 

which the part ial differential equat ions a.re replaced by finite difference equations. 

The replacement of the governing equation by a. finite difference equation is not 
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umque. It depends on the configuration of the difference formulas we use. 

We get explicit or implicit methods, depending on the choice of nodes. Re­

placing the second derivative with respect to x by a linear combination of three 

second order central difference approximations on three time levels will give an 

implicit. The use of a high-order difference approximation to a differential equa­

tion requires the use of an equally high-order approximation to the initial and 

boundary conditions. However when we deal with boundary value problems, re­

placing the first derivatives in the boundary conditions by the central difference 

formula we have to expand or reduce the domain. 

The implicit method is not suitable for solving the pure Cauchy problem with 

an unbounded domain; for the initial value problem, the problem is reduced to 

solving a system of equations. For instant, when the central difference approxi­

mations in middle time level is equal to the sum of the upper and lower time level 

the problem is reduce to solving the tridiagonal system. 

Examining the Cauchy problem for the homogeneous wave equation results 

that p, the proportion of grid sizes !:ly to !:lx have significance influence into the 

domains of dependency. When p < 1 domain of dependency of the difference 

equation includes that for the differential equation. However the two domains 

of dependency are coincide when p < 1,, and the domain of dependency of the 

difference equation is inside that for the differential equation if p < 1. 

Moreover von Neumann stability gives the condition that the explicit method 

will stable, the calculation error does not increase by increasing calculation steps, 

if p < 1. The implicit finite difference approximation give a better approximate 

solution then that given by explicit one. Then von Neumann stability gives uncon­

ditionally/ conditionally stable to the implicit method when the central difference 

approximations in middle time level is equal or greater /less than the sum of the 

above and lower time level, the conditionally stable satisfied when 0 < p < I-~>.. 
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Chapter 5 

CONCLUSION 

5.1 Results 

Examining the discriminant of a second order linear differential equation, we 

find that the number of real characteristic directions at a given point is zero, one or 

two according to whether the equation is elliptic, parabolic or hyperbolic. In the 

case of hyperbolic type there are two characteristic curves on which will becomes 

the coordinates system if the differential equation is in the canonical form . This 

fact suggest that we may integrate directly along the characteristic curves. It 

is found that Cauchy problem for the hyperbolic equation, the initial curve, on 

which the initial data are given, cannot be one of characteristic curves. 

The values of the solution of the Cauchy problem for the hyperbolic equation 

at a particular point depend only on the segment of dependence, the segment of 

the curve intercepted by the characteristic lines through the point, and the value of 

the given function over the domain of dependence, bounded by the characteristic 

line and the segment of dependence. Further the solution of the Goursat problem, 

on which we have some values on a characteristic curve are known, depend on the 

data along the characteristic and initial curves. 

Under the assumption that the hyperbolic equation satisfies the Lipschitz con-
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dition, the Cauchy problem for the hyperbolic equation in canonical form is a 

stable problem, hence methods of successive approximation generates a sequence 

of approximate solutions which is converges to the exact solution. By introducing 

the Riemann-Green function, the Riemann's method presents the solution of the 

Cauchy problem for linear hyperbolic equation, in a manner depending explicitly 

on prescribed initial conditions. 

Using the displacement of a stretched string as a model, the D 'Alembert so-

1 u tion appear to be travelling waves. When boundary conditions are taken into 

account, the solution is composed of two waves continually travelling along it in 

opposite directions, the whole displacement being the resultant of two waves and 

their reflections at the end points. The method of separation variable gives a 

solution in term of a series of standing waves. In the case moving boundary we 

have discussed only elastic attachment of the boundaries moving normal to the 

wave front. 

By applying a driving forces, we have non-homogeneous wave equations; the 

Riemann-Volterra solution produces an explicit solution in which it is dependent 

on the prescribed initial values. When initial conditions are given along x-axis, 

the Riemann-Volterra solution is reduced to the D'Alembert solution. When we 

deal with the boundary value problem, we knew that the domain is divided by 

the characteristic lines into four sub-domain. In the first sub-domain, below the 

characteristic lines, the problem is reduce into Cauchy problein. In the second 

and third sub-domains, in the left and right characteristic lines respectively, the 

problems becomes the Goursat problem. In the fourth sub-domain, above the 

characteristic lines, the problems becomes the characteristic Goursat problem. 

In the case of quasi linear, the Cauchy problem is reduced to the characteris­

tic system. The system involves non-linear ordinary differential equations which 

should be discretized and calculated simultaneously. Based on the Taylor's series 

of order one, the straight line method gives approximate solutions with discretiza­

tion error of order one. Geometrically the method approximates the characteristic 
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curves by straight lines. The predictor-corrector methods produce approximate 

solutions with discretization error of order two. Geometrically the method ap­

proximates the characteristic curves by parabolic arcs. The parabolic arcs are 

chosen to be straight line through the given point and the calculated approximate 

point. These methods are well known. 

We have proposed the alternative methods, method A and method B, on 

which we integrate the characteristic curves directly. The improved values are 

found to be the intersection of the approximate curves. When the approximate 

curves do dot intersect, the method A approximates the intersection point by the 

intersection point of their arcs, while the method B by the intersection point of 

their tangents. 

From our experience, for the problems semi-symmetric characteristics, the 

predictor corrector method, the method A and method B are converge, since at 

each stage of calculation the characteristic curves remain inside the triangular 

formed by the tangents of the given points. Generally the predictor corrector 

method, the method A and method B give better approximate values than of the 

straight line method. However when the characteristic curves are straight lines, 

then the method A and method B are reduced into the straight line method. In 

calculation processes, the method A and method B are faster than the predictor 

corrector method, since the two former methods use the Runge Kutta (of order 

4) method while the later method use the trapezoidal rule which is equivalent to 

the Runge Kutta of order 2. 

The finite difference method involves discretization of the continuous domain 

by rectangular grids, and the governing equations, the initial conditions and the 

boundary conditions by finite difference equations. Using forward, backward and 

central difference formulas we may construct some finite difference schemes on 

which the partial differential equations are replaced by finite difference equations. 

The replacement of the governing equation by a finite difference equation is not 

unique. It depends on the configuration of the difference formulas we use. 
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On replacing the partial differential equations by finite difference equations, 

we get explicit or implicit finite difference methods, depending on the choice of 

nodes. The use of a high-order difference approximation to a differential equation 

requires the use of an equally high-order approximation to the initial and boundary 

conditions. However when we deal with boundary value problems, replacing the 

first derivatives in the boundary conditions by the central difference formula we 

have to expand or reduce the domain. The implicit methods contains more than 

one unknowns such that it is not suitable for solving the pure Cauchy problem 

with an unbounded domain, the boundary values are need. Solving boundary 

value problem of the homogeneous wave equation by explicit methods is reduced 

into solving tridiagonal system of equations. 

Examining the Cauchy problem for the homogeneous wave equation results 

that p, the proportion of grid sizes !::,,.y to l::,,.x have significance influence into the 

domains of dependency. When p < 1 domain of dependency of the difference 

equation includes that for the differential equation. However the two domains 

of dependency are coincide when p < 1,, and the domain of dependency of the 

difference equation is inside that for the differential equation if p < 1. 

Moreover von Neumann stability gives the condition that the explicit method 

will stable, the calculation error does not increase by increasing calculation steps, 

if p < 1. The implicit finite difference approximation give a better approximate 

solution then that given by explicit one. Then von Neumann stability gives uncon­

ditionally/ conditionally stable to the implicit method when the central difference 

approximations in middle time level is equal or greater /less than the sum of the 

above and lower time level, the conditionally stable satisfied when 0 < p < 1: 4>.. 

5.2 Further Developments 

In the discussion of moving boundaries we may apply elastic attachment 

boundaries, moving along the wave front. When velocity of the boundary is 

greater then the velocity of the string we will have a supersonic wave, and sub-
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Chapter 6 

APPENDICES 

The algorithms below are derived for solving Cauchy /boundary-value problems 

of the quasi linear second order (3.1). Implementation in computer programs may 

vary. We have been used Think Pascal, to solve the second order quasi-linear 

partial differential equations. So far, it work well, as long as the equations are 

hyperbolic throughout the domain.Reader who interested in our software, may 

have it for free. 

6.1 Algorithms of Straight Line Method 

6.1.1 Cauchy problems 

Algorithm 3.1: The straight line method for solving Cauchy problems. 

Suppose we have already approximate values at the point 

( Xi+I,j' Yi+I,3). 

To calculate the approximate values at the point (xi+1,j+i,Yi+1,3+1), we carry out 

the following procedures: 

1. Compute the x-coordinate of the point by 

Y·+1 · - y· ·+a:· x· · - f3·+1 ·x·+1 · z 13 i,3 1,3 i,3 i ,3 i ,3 
Xi+l,j+l = (3 a: . - . i,3 i,3 

(6.1) 
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and the y-coordinate 

(6.2) 

The y-coordinate may also be calculated by 

(6.3) 

2. Compute the first derivatives of u: Ux by 

/[a ·c· ·a - a· 1 ·c· · r.J. 1 ·] i,3 i+l,3 i,3 i+ ,3 i,3Pi+ ,3 ' (6.4) 

and Uy 

or may also by 

3. Compute the first approximate value of u by 

1 
Ui,3 + 2(Ux,+i.i+1 + Ux,J(xi+l,3+1 - Xi,j) 

1 
+2(UY.+1.i+1 + Uy,J(Yi+1,j+1 - Yi,3), (6.7) 

or by 

1 
u,+1,j + 2(Ux,+1,i+1 + Ux.+1.J(xi+1,j+1 - Xi+1,j) 

1 
~2(UY•+l,J+l + UY.+1.J(Yi+I,3+1 - Yi+1,j). (6.8) 

4. Substitute the calculated approximate values 
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into the given coeficient functions 

5. Compute the a characteristic direction by 

and /3 characteristic direction by 

(6.10) 

6. Repeat the procedure 1, 2, 3 for i=j(l)n. 

7. Repeat the procedure 1, 2, 3 for j=l(l)n-1. 

6.1.2 Baundary Value problems 

Algorithm 3.2.: The straight line method for solving boundary value problems. 

Using prescribed values at the point (xi,J, Yi,j) and (xi+I,j, Yi+I,j) for i = O(l)n, 

1. Say (xo,j+i, Yo,J+1) , for each j, is the coordinates of the point at the left 

boundary. Xo,j+1 = x 0 ,o for all j, and Yo,J+l is computed by (3.17). 

The first approximate values Uo,J+i and Uxo,j+i are found by substituting 

(xo,3+i, Yo,3+1) into (3.19), while UYo,3+1 = 0 \/j. 

Substitute the calculated approximate values Xo,3+1, Yo,3+i, Uo,.J+1, Uxo,
1
+1 , Uxo,3+1 

and Uxo,Jti into the given coefficient functions 

Compute the a characteristic direction by (6.9) when i = -1. 

2. Compute the coordinates of the non boundary point (xi+l,j+l,Yi+i,j+1) for 

i = O(l)n - 2 by (6.1) and (6.2). 

Compute the first derivatives of u a by (6.4) and (6.5). 

Compute the approximate value of u by (6.7) or (6.8). 
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Substitute the calculated approximate values Xi+l,3+1, Yi+l,j+l, ui+l,3+1, Ux,+1,J+l 

and Ux,+l,J+ 1 into the given coefficient functions 

a(x, y, u, Ux, uy), b(x, y, u, Ux, uy), c(x, y, u, Ux, uy),g(x, y, u, Ux, uy)· 

Compute the a and /3 characteristic directions by (6.9) and (6.10) respectively. 

3. Say (xn,j+1, Yn,i+1) , for each j, is the coordinates of point at the right 

boundary. Xn,3+1 = Xn,o for all j, and Yn,j+1 is computed by (3.18). 

The first approximate values Un,3+1 and Uxn,;+l are found by substituting 

(xn,3+1, Yn,3+1) into (3.20), while UYn,;+l = OVj. 

Substitute the calculated approximate values Xn,3+1, Yn,1+1, Un,1+1, Uxn,;+ 1 and Uxn,;+ 1 

into the given coefficient functions 

Compute the /3 characteristic direction by (6.10) when i = n - 1. 

4. Repeat the procedure 1,2,3,4 for j=l,2,3 .... as desired. 

6.2 Algorithms of Predictor Corrector Method 

6.2.1 Cauchy problems 

Algorithm 3.3: Predictor corrector method for solving Cauchy problems of the 

quasi linear second order (3.1). 

1. Using straight line method we calculate the first approximate values of 

x, y, u, Ux, Uy, a, b, c,g, a, /3 

at the point (xi+l,J+li Yi+i,J+I). Use this set of values as the initial predictor, that 

we have 
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2. A correction to the approximate value of coordinates of the point 

(x,+I,J+I, Yi+l,J+1) may be calculated by 

(k+l) -
Xi+l,J+l - [Y.+1,j - Yi,J + ~(a,,j + a~~l,J+1 )x,.., 

- ~({3· 1 + (J(k) )x · ·] 2 •+ ,J i+l,J+l i+l,J 

1 (k) 1 (k) 
/[2( ai,J + a,+1,j+i) - 2(/3,+i,J + /3,+I,j+1)] 

and 

or 

(k+l) 1 ((3 f3(k) ) ( (k+l) ) 
Yi+i,J+l = Yi+l,J + 2 i+l,j + i+l,J+l Xi+l,j+l - Xi+I,j . 

(6.11) 

(6.12) 

(6.13) 

3. Furthermore a correction to approximate values to the first partial deriva­

tives, can be calculated by 

and 

-(a~~1,j+1f3f.!L+I + ai+I,Jf3i+I,J)(c}~1 ,j+I + Ci,j)Ux:,+1 ,, 

+(c}~1 ,j+1 + Ci,j)(c}~1 ,j+1 + Ci+1,j)(Uy,,, - Uy,+ 1.J 
+( c~~l,j+I + c,+1,J )( e~~l,j+l + ei,j )y}.!i,~~1 

( 
(k) )( (k) ) (k+l) 

- c,+1,3+1 + c,,j e,+1,.i+1 + ei+1,.i Yi+1,.i+1 

+( c;~l,j+l + Ci+I,j )( e}~l,j+l + ei,j )Yi,j 

-(c;~l,j+l + Ci,j)(e}~l,J+l + ei+I,j)Yi+1,j]/ 

[ ( a~~1 . .i+1 a~~1 ,3 +1 + ai,jai,j) ( c~~l,.i+I + Ci+I,j) 

-(a~~1,j+1f3f!L+I) + a;+1,j/3i+1,3 )(c~~l,j+I + c;,3)], 

1 [[( (k) (k) ) 
Uy,,; - ( (k) ) a,+1,J+l a,+1,j+1 + a.,jo:i,J 

c,+1,J+l + Ci,j 

(u(k+l) u )] 1 ( (k) ) ( (k+I) )J 
z,+1,;+1 - x:,,; - 2 e,+1,j+1 + ei,j Y.+1,j+1 - Yi,j , 

143 

(6.14) 

(6.15) 



or 

(6.16) 

4. Substitute the calculated approximate values 

into the given coefficient functions 

5. Compute the a characteristic direction at the point (xi+i,j+I, Yi+I,J+l) by 

(6.17) 

and /3 characteristic direction at the point ( Xi+i,J+1 , Yi+i,J+l) by 

(6.18) 

6. Repeat the procedure 1, 2, 3 ,4 and 5, and iterate on k until 

I (k+l) (k) I 
Yi+I,j+I - Yi+i,J+l < 

(k) c:, 
Yi+i,j+I 

(6.19) 

and 

(6.20) 

for a given error c:. 

7. Repeat the procedure 1, 2, 3, 4, 5 and 6 for i=j(l)n. 

8. Repeat the procedure 1, 2, 3, 4, 5, 6 and 7 for j=l(l)n-1. 
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6.2.2 Baundary Value problems 

To construct a characteristic grid net and the solution of boundary value prob­

lem, we calculate the values at the non boundary points by the algorithm 3.3, and 

the values at the boundary points by procedures similar to those of the algorithm 

3.2. The procedures are described by the flowchart in figure Al next page. 

9.. l ~. 
:c::>-Y.;..es ........ __ De_nn,..._ c :nccoe~ 

System 
diverges 

:Iii x.:.u.Lt<.uu. 1= 1(1 )4 I iinc enc 1mc:il condico 
u1x.Ol=i(Xl~U\1X.Ol=gtX) 

!For l::=l to 1! 

---~.., 

Figure A.lPredictor corrector method 
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6.3 Algorithms of Method A 

6.3.1 Cauchy problems 

Algorithm 3.4: Method of A for solving a Cauchy problem. 

1.a Using straight line method we calculate the first approximate values of 

x,y,u,Ux,Uy,a,b,c,g,a,/3 

at the point (xi+I,3+1, Yi+1,3+i) . Using this set of approximate values as initial 

prediction, we have 

(0) (J(O) 
ai+1,j+1 and i+1,3+i · 

l.b Suppose for integers k = 1, 2 .. , the kth and (k - l)th iterations give 

I (k) (k+l) I 
Xi+l,3+l - Xi+l,3+l > C:, (6.21) 

or 

I (k) (k+l) I 
Yi+i,3+i - Yi+i,i+I > c:, (6.22) 

and applying Runge Kutta integration gives 

(6.23) 

for an allowed error c:. 

2.a Caclculate Ya(x~!i,Y+I) and y,e(x~!i.Y+i by (3.63) and (3.65) respectivelly. 

2.b If 

I ( (k+l) ) ( (k+I) )j 
Ya Xi+I,j+l - Y.B Xi+I,j+l < c:, 

then a correction to the approximate values of coordinates of the point 

(xi+1,3+i, Yi+i,3 +1) may be calculated by 

(k) . - 1 ( ( (k+l)) ( (k+l))) 
Xi+1,3+1 = X 1+1' Yi+I,3+1 - 2 Ya Xi+I + Y.B Xi+I · 
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2.c If 

I ( (k+l) ) ( (k+l) )j 
Ya xi+I,3+1 - Yf3 x,+1,j+I > £, (6.26) 

then calculate the approximate value (xf.t"L+ll yftl,j+i) by solving the equations 

(6.27) 

and 
k+I ( (k) ) k+I (k) 

Yi+I,J+l - Yf3 xi+I,J+l _ xi+l,J+l - x,+1,j+1 

( 
(k) ) - (k) 

Yi+1,j - Yf3 x,+1,j+i Xi+I,J - x,+l,J+l 

(6.28) 

2.d If the set of conditions 

I (k+l) (k) l 
Yi+I,j+I - Yi+i,i+I < c (6.29) 

are satisfied then a correction to the approximate values of coordinates of the 

point (x,+1,3+i, Yi+l,J+1) is calculated by 

- 1 ( (k+l) (k) ) - 1 ( (k+l) (k) ) 
Xi+I,J+l - 2 xi+I,J+I + xi+I,i+I , Yi+I,i+l - 2 Yi+1,j+1 + Yi+l,j+I · 

3. Compute the first derivatives of u by (3.27) and (3.28). 

Compute the first approximate value of u by (3.30) or (3.31). 

(6.30) 

Substitute the calculated approximate values Xn,j+1, Yn,J+l, Un,J+l' Uxn,J+i and Uxn,J+i 

into the given coefficient functions 

4. Compute the a and (J characteristic directions by (6.9) and (6.10) respectivelly. 

5. Repeat the procedures 2.a, 2.b, 2.c, 3 and 4, iterating on k until the condition 

(6.24) or the set of conditions (6.29)is satisfied. 6. Repeat the procedure 5 for 

i=j(l)n. 

7. Repeat the procedure 6 for j=l(l)n-1. 
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6.3.2 Baundary Value problems 

To construct a characteristic grid net and the solution of boundary value prob­

lem, we calculate the values at the non boundary points by the algorithm 3.4, and 

the values at the boundary points by procedures similar to those of the algorithm 

3.2. The procedures are described by the flowchart in figure A.2 below 

Yes 

i~ Svstcm I ;diverges 

Pnm OUt'OU[ 
x. y, u. ux.uy. a.~ 

No'f' 

No 

G ~ 
l~ 

,._D'"'e"""iin,.....e_tn_c_coc-~ ~ 
_cii1:..:..u.u..u!l. i=l(l)4 I nnc tile tnlC:ll conOJoo 

U(:;.Ol=il:; ~Uvt :..Ol=gp;) 

i Aop1v Rwu?e-Kun:i m c. / / ->.op1v Rum:e-K.un:i [0 B 
c:ilcul:ue "·Ya,u.111..uv.c..!l C:llCu13ie x.y&u.111..uv.a.!3 

C.llcul:ue (xl.yl). the mtersec~on po,mt of 
IWO Str:llglu lines. Illrougn (XJ-1.J. yi-lJ )& 
(xk.y a) :md through ( x~. Y.~) & (xk. Y{l) 

Figure A.2Method A 
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6.4 Algorithms of Method B 

On replacing (6.27), (6.27) by 

(6.31) 

(6.32) 

respectivel, we have procedures for method B which are described by the :flowchart 

in figure A3 below 

Yes 

G ~ 
1~ 

Define me coe~ ~ 
_cti(x.:.u.u...uu; 1=1(!)4 I 
nne me 1m11a.I cond!Do 

ulx.Ol=rlx~Uv1x.Ol=g1xl 

J 

App1y Runge-Kurui ro a 
c:ucu1:u: x.y a,u.u;..uv.c::..B 

Aop1y Runge-Kun:i. to ~ 
;:uc-.u:ue x.y&u.ux.uy,c::..B 

C:i.Jculau: I x1.yl). the m11:isecnon pomt of 
rwo Sir.light Imes through (xk.y al&lxk.y 
with the dtrecuons a & a rcst>ecrvely 

Fig.A.I: Method B 
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