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ABSTRACT

This thesis describes the development of a system for the
calculation of epicardial potentials from measured body surface
electrocardiographic data, using highjy detailed computerised models
of the torso. To provide data so that the system can be evaluated
in a clinical situation, a body surface mapping system which can be
used easily on sick patients has been developed. The equipment is
located in a trolley which can be wheeled to a patient's bedside. A
‘jacket' of electrodes is used to allow simple and rapid electrode

placement.

In order to calculate the forward and inverse transfer matrices
required to calculate épicardid]}potentia]s, an automated system for
modelling three dimenSiona] volume conductors has been developed.
This  system has been validated by comparison of the modelled
botentia1 dfstribution due to a dipole located in a sphere with the
known analytical solution. Initia1v calculations performed on a
‘highly detailed inhomogeneous model of the human torso show that, by
using a regularisation method, physiologically plausible epicardial

potentials can be calculated from measured body surface potentials.

Four torso models with identical torsé shape but varying
internal conductivities, and seven other models with van&ing torso
shape were used to explore the effeété of varying conductivity and
geometry on the forward and inverse calculations. It was found that
omission of the lungs or bony strucfuresvcadsed variations in both
the forward and inverse calculations, with the lungs having a majok
effect. Variations in external torso geometry also caused sizeable

changes in both the forward and inverse ca]cu]étions.
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CHAPTER ONE

INTRODUCTION

Introduction

Electrocardiology is the study of the electrical signals
produced by the heart. Although the e]ectkocardiogram is an
important clinical tqo] in the assessment of' heart disease,
conventional electrocardiographic techniques provide vvery little
quantitative information about the heart. It is hoped that a much
more accurate picture of the function of the heart can be obtained
by using the extra data which are contained in the entire body

surface electrocardiogram.

In myocardial infarction, for example, it is generally not
possiblé, using conventional electrocardiographic techniques, to
accurately measure the amount of cardiac muscle involved. It is
~ hoped that calculation of cardiac source distributions from‘measured
body surface potentials will allow the extent of the infarcted
region to be determined. This ability would then allow the effécts
of various interventions designed to save myocardium to be assessed
much more accurately than is possible at present. The gréat
attraction of using electrocardiographic techniques, when compared
with most other means ofAexamining the heart's function, is that it
is non-invasive, needs relatively inexpensive equipment and provides

immediate results at the bedside.

1

To enable such ideas to be tested clinically, it is neceséary




to provide a means of measuring body surface pbtentia'l distributions
- and a method which can be used to calculate thé corresponding
cardiac sources. This thesis descr.ibes the development of a system
for the ‘calculation of epicardia]v"'potentials fron measured body
surface electrocardiographic data, wusing highly detailed

computerised models of the torso.

Background

The electrocardiogram is the manifestation on the body surface
of the electrical activity of the heart. The ionic currents
é'ssociated with contraction and relaxation of the cardiac muscle
cells manifest themselves as di’fferences of electrical potential
between points on the surface ‘of the body. These pdtentia]
differences can be recorded and ~afe the data on which
electrdcardiofogy is based. The signals to be measur'ed are sma'l'l,
ranging from tens of microvolts or 1less to at most several
millivolts. The dominant frequency present is the heart rate, which
is of the order of 1Hz. There are significant h‘igher frequency
components present, notably in the QRS complex. The QRS complex
arises from the ionic currents associated witha sudden change in
the cellular trans-membrane potential which propagates rapidly

through the heart, im'tiating muscular contraction (Noble 1979).

For many years, 12 standard méasurements'derived from six chest
and three 1limb electrode positions have been used to specify the
electrocardiogram. This '12 lead' electrocardiogramn 1is a valuable

clinical tool. An experienced observer can relate deviations from



the normal measured patterns to changes in electrical activity and
function of the heart. For several decades (Taccardi et al. 1976),
attempté - have been made to obtain more information -~ from the
electrocardiogram by recording electrocardiographic potential
distributions from large numbers of 1eads distributed over the
surface of the body (located mainly on the torso). This procedure
is generally known ds body surface_mabping. An excellent review of
thé procedures involved in constructing and interpreting body

surface maps has recently been published (Barr and Spach 1983).

There are two distinct problem areas associated with body
surface mapping. The first is in the collection of data. Low level
sighals with a bandwidth from one tenth of a hertz to a few hundred
hertz must be recorded from wmany Tlocations on the torso. This
requires deve]opment of large numbér; of high gain amplifiers and
associated equipment to store the large amount of data produced.
The skin impedance is quite high (ranging from hundreds of kilohms
to a few megohms), so that either the electrodes must be buffered at
the skin (active electrodes), or conductive jelly must be .used to
lTower the skin impedance. The placement of many electrodes on the
torsos of patients can also be a difficult task, especially when the

patient is critically ill.

Early attempts at body surface happing (for example Taccardi
1963) show up these difficulties well. Potentials were measured
froﬁ one lead, or a small group of leads, at a time. The entire
body surface data, measured from sever&] hundred pofnts'distributed

on the torso, were built up over many cardiac cycles. The pen
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recordings or oscilloscope tracings obtained were magnified and
measured by hand at various instants throughout the heart cycle..
After possibly sevéra] weeks of effort, body surface potential

distributions were obtained.

The development of modern electronics and high speed computers
has allowed these procedures to beéome'substantia11y more automated.
A number of groups (for example Taccardi et al. 1976, Kilpatrick et
al. 1979, Spach et al. 1979, Heringa et al. 1981 and Yajima et al.
1983) have developed systems which, although differing 1in detail,
exploit digital techniques. Typically, many high gain amplifiers
are connecfed via a multipiexer to one of several analog to digital
converters. The digita] data are then usually stored on floppy disk

or magnetic tape.

Various systems of lead placement have been tried, the most
common being strips of electrodes running vertically on the torso
and attached to the skin with double sided adhesive tape. Other
methods include belts of electrodes running around the torso (Yajima
et al. 1983), electrodes mounted on vests (Liebman et a1._:1981 and
Walker et al. 1983) and electrodes held by suction (Reek et al.
1984). Some systems u#e active electrodes, which eliminate the need
for conductive Jjelly when theve1ectrodes are applied. Others use
jelly, which tends to increase the time taken to apply the

electrodes, but allows a simpler electrode construction.

The number of leads used in systems ranges from 24 to over 200.
A typical system of, say, 64 leads, sampled at 1000Hz on each lead,

'wil1'generate 64000 measurements per second. This high data rate



can pose major storage problems. Most presént mapping systems store
data on floppy disc or tape, so that it is genera11y not practical
to store or compare many sets of data.in a clinical situation. Most
systems also use an 8 bit microprocessor, whfch limits the amount of
data processing which can be performed at the bedside. These are
not serious problems "if the system is to be used solely for
research, as processing and analysis of many sets of data can be
done off-1ine on a large computer. In fact, a small, portable
system has obvious advantages, as it can be taken to the subjects to
be mapped, rather than them having to go to it. In a clinical
situation it is desikable to be able to obtain results quickly, and
to have immediate access to data collected in the past. Because of
the 1arge quantitieé of data involved, a computer with 1$rge amounts

of mass storage and reasonable processing speed is desirable.

The second set of problems associated with body surface mapping
lies 1in analysing the Tlarge amounts of data that mapping systems
generate. A good first step is to make sure that large amounfs of
‘redundant data are not collected. Both Barr et al. (1971) and Lux et
al. (1978) have shown that body surface potential distributions are
‘adequately'represented by measurements taken from 24 to 32 correctly
positioned leads. In order to reconstruct the entire botentia]
distribution from this number of measurements, it is.firSt necessary
to have calculated (or obtained from some other source) a transform
matrix which relates the lead measurements to the potentials ata
much larger number of points. Most systems use somewhat more than
the minimum number of leads to allow some latitude for non-

operational or noisy leads, and to allow reconstruction of  the
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entire distribution using simpler interpolation techniques. Several

schemes have been developed to further reduce the amount of data
which must be stored, using Karhunen-Loeve expansions (Lux et al.
1981, Lux et al. 198la, Uijen et al. 1984) or discrete cosine

expansions (Ahmed et al. 1975).

Two fairly distinct approaches are followed when analysing body'
surface mép data. The first is to treat the data in much the same
way as a 12 lead e]ecfkdcardiogram ié_treated.>0ne builds up sets of
data on Jlarge numbers of patients with various conditions and
attempts to classify the ‘data patterns which correspond to the
various clinical conditions. A study by Yamada et al. (1978) on the
use of body surface maps in the diagnosis of various forms of

myocardial infarction is an example of this type of approach.

A more complex but potentially more powerful approéch is to
obtain parameters from the data which are directly related to
properties of the heart. Ideally, given the potential distribution
on the body surface throughout a cardiac cycle, it is required to
compute the distribution and strengtﬁ of electrical sources within
the heart throughout that cycle. This is the_So called "inverse

problem" of electrocardiology.

Unfortunately there is no solution to this problem in its most
general form. This is because there can exist an infinite number of
different arrangements of electrical sources within a volume which
can give rise to the same potential distribution on the surfaée of
that volume. However, the prdb]em can be solved by using extra

information to restrict the possible }ange of solutions.
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Anatomically, the sources must be located in the heart. In the case
of a normal heart, the order of depolarisation (a sudden decrease in
cell trans-membrane potential) is known fairly well from various
studies, such as those performed on isolated human hearts by Durrer
et al. (1970) or on intact dogs by Spach and Barr (1975).
A]ternative]y,} _the solution can. be restricted to the region lying
outside the heart (this involves fhe calculation of epicardial
hotential distributions or activation times) where the solution is,

in theory, unique (Yamashita 1982).

The first step in solving the 1inverse problem is always to
construct some model of the cardiac electrical sources and express
the body surface potential distribution in terms of the source -
strengths. This is the electrocardiographic forward problem.
Solving this problem results in the dependency of the body surface
potentia] distribution on the cardiac sources, which can be

expressed in a matrix equation:

Th = b - (1.1)

where h is a vector of cardiac source strengths and b is a vecto'r of
body surface potentials. T is called the forward transfer matrix,
and reflects the physical properties of the torso. So1v1'rig the
inverse problem then becomes the problem of solving the system of
equations represented by equation 1.1, so that the vector h is
expressed in terms of T and b. Th1’sv system s usually i11-
conditioned, meaning that small variations in b (such as measurement

noise) can lead to very Tlarge variations in the solution for h.
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This ill1-conditioned behaviour tends to get worse as the size of the
system is incréased, so that for a given noise level, there is
usually a 1imit on the number of parameters related to the heart

which can be determined.

One direct method for solving the forward problem has been to
build an actual physical model of the torso, simulating the
differing resistivities of the various internal organs with various
suitable materials. Real electrical sources may be placed in
desired positions within the model and the corresponding potential
distributions measured directly. Probably the most sophisticated
sych ‘tank' model is a twice 1ife size model built by Rush (1971)
using grids of interlocking plastic rods of various sizes to control
the resistivity throughout the model. Such models provide a direct,
"~ easily measurable solution to the forward problem. However ihey
suffer from being tedious to constrict accurately and from being
difficult to adapt if, for example, it is desired to measure the

effect of varying the geometry of the model.

Most attempts at the forward problem have been mathematical in
nature. A number of assumptions are made. Firstly, only a simplified
model of the torso is used. It is assumed (though this ié rarely
stated explicitlyf that the problem is essentially unchanged if the
head>and limbs are neglected. The torso itself is assumed to be
made up of a numberiof homogeneous Eegions; Comp]ete]y-hoﬁogeheous
models (no vinterna] structures) are often used, and 'simp1er
geometries (spheres, cylinders and unbounded regions) have also been'

used. Secondly, it is assumed that the electrical sources are
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confined to the heart - this i§ reasonable as contributions from
skeletal muscle and other sources are small by comparison with the
electrocardiogram and are regarded as part of the unavoidable noise
in such measurements. Lastly, the fields in the body are assumed to
be quasi-static - that is , the potential distribution throughoﬁt
the torso at a particular instant of time is assumed to depend only
on the source strengths and distribution at that same instant of
time. This last assumption has been shown_ to be reasonable by a
number of workers, including Plonsey (1976) and Barnard et al.(1967)
Both these groups also showed that electric fields induced by the
time Varying cardiac magnetic fields (the magnetocardiogram) can Be

ignored.

The equations determining the potential at a point in any of
the homogenéous regions of the torso can be developed in a manner
analogous to that used for the equations for static charge

distributions (for example see Lorrain and Corson 1970): We have

2 = ._9_ ’ .
V2o = = . (1.2)

where ¢ is the potential, p is the source density, and © thé
conductivity. This 1is Poisson's equation. Note that ¢ 1is not the
- current density, but the divergence of the current density (Plonsey
1976). The current density is non-zero throughout the body, whereas
the sources are at those 1locations where the divergence of the
current density .is' non-zero. In ahy one region, 0 is assumed
constant, and if wé assume the regidn is isotropic, it is a scalar

constant. Because the torso is assumed to be surrounded by a non-
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conducting medium (air), an important boundary condition is that the
normal current density is zero on the surface of the torso. At
internal interfaces between regions of different ‘conduetivity,' the
normal current density must be continuoue. fn regions containing no

sources, P is zero, giving"

V=0 (1.3) -
This is Laplace's equation.

Most previous work has proceeded from this point by deriving an
integral equation for the potential (Barnard et al. 1967, Barr et ’
al. 1966) or for the. charge di;tribution on the torso surface
Gelernter and Swihart 1964). In an infinite homogeneous medium, we

have (Lorrain_and Corson 1970)

® = — fDdv | (1.4)

1
4no
where r is the distance between the calculation point and the volume
element dv. For a bounded homogeneous volume with surface S, we

have

o=y A (1.5)
T e——— V + "—IQN A' . .
4o r 4n :5

by the application of Green's theorem (Barr et al. 1966). The
formula can be extended to allow multiple regions of different

conductivity (Geselowitz 1967). The first integral in 1.5 is the
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potential of a source in an infinite medium, which can be calculated
-analytically for simpie sources such as dipo]eé. The sécond
integral can be approximated numerica11y be dividing the surface )
fnto a number of area elements. The integral then becomes a sum of
the potential on each area element times the solid angle subtended
by that element at the calculation point. Triangular elements are
normally used because analytical formulae exist for the solid angle
subtended by a plane triangle at an arbitrary point (VanOosterom and
Strackee 1983, Barnard et al. 1967a). A systematic method for

triangulating a human torso has been published by VanOosterom (1978).

By taking the calculation point near each ‘surface element in
turn, a system of simultaneous linear equations for the potential on
each area element can be obtained. This system is usually too large

to be'solved directly, so that iterative techniques are used.

More recently, the forward problem has been attacked using
finite difference or finite element methods. In these methods, the
partial differential equétions for the potential are approximated by
linear equations on a grid of poinfs throughout the torso. Except
at source points, Laplace's equation ’(equatfoh 1.3) appiies. In

rectangular coordinates, this equation becomes:

2 2 2
§°d , 8% 8§ :
+ + = 0 (1-6)
ze 6y2 622

In the finite difference method, the first term in 1.6 above is

approximated at a point (xl, Yi» zl) as follows (Smith 1978)
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(qu) - <I>(X1+h,y1,21) - ZQ(xl’yl’zl) + q)(xl'hs.ylszl)

(1.7)
2 W2

'Gx

Here, h is the grid spacing in the x direction. Similar
approximations are made in the y and 2z directions. These
approximations, when substituted into 1.6, give a Tlinear equation
for the potential at a point in terms of the potentials at the
surrounding points. Repeating thié procedure throughout the grid
produces a system of linear equations for the potentials at the grid
points. This system will in general be much larger than the system
obtained in the integral equatioh approach because the torso is
approximated by a three dimensional grid rather than by two
dimensional surfaces. However, in the integral equation approach,
the coefficient matrix of the system is full of non-zero entries, as
every area element interacts with every other element. In the finite -
difference approach the coefficient matrix is sparse, with the
potential at each gria poiht exbreSsed only in terms.'of the‘
potential at neighbouring grid pointsf This means that the system of
equations is much more amenable to solution by iterative techniques.
Also, such a model allows inhomogeneities to be iné]uded in detail
right down to the grid size with no increase in the size of the
system. Including inhomogeneous regidns in ‘the 1integral approach
results in ihcreasing the size of the system to be solved, as more

area elements are needed to approximate the extra surfaces.

In both the integral equation' approach and the finite

~ difference approach, the cardiac electrical sources must be
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épecified. Single dipoles (as determined by vectorcardiography),
and multipole expansions (Geselowitz 1976, Guardo et al. 1976) have
been used in the past. These approaches suffer from the fact that
no physiological or anatomical information is incorporated in the
specification of the source, so that inverse calculations supply no
direct physiological or anatomical information. In these cases, the
information supplied by an inverse calculation must be treated in a

similar manner to the 12 lead electrocardiogram.

The depo]arisatioh wavefront which propagates through the heart
is usually considered to be a uniform dipole layer, although work by
Roberts et al. (1979) showed that this may not be a good
approximation. A number of studies have been performed where
multiple dipoles distributed throughout the heart are used to

approximate the wavefront.

A model which uses 23 current dipole sources in a torso shapéd
homogeneoﬁs volume conductor was developed by Miller and Geselowitz
(1978). Simulation of the e]ectrqcardiogram (the forward problem)
using this model achieved good agreement with obsefved human data
both for a normal heart and also for simulated ischaemia and
infarction (Miller and Geselowitz 1978a). InVerse calculations have
been performed with this model (Geselowitz and Thorsson 1983), but
the results did not appear to be physiologically meaﬁingfu1, even
when constraints on dipole orientation were applied. This behaviour
was attributed to the 1large degree of cancellation of the fields

- produced by the dipoles.

A 12 dipole model incorporating a non-homogeneous torso model
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(lungs and intracardiac blood are included) has been successfully
‘used to study the normal heart and Tleft and right ventricular
hypertrophy (Holt et al. 1969, Holt et al. 1969, Holt et al.
1969b). Diagnosis of Tleft ventricular hypertrophy has been
successfully demonstrated using this model. Attempts have also been
made to use this model in the diagnosis of myocardial infarction,
with limited success (Barnard et al. 1976). In this mode],.the
orientation of the dipoles was fixed, and the dipole strengths were
constrained to be non-negative. These constraints tended to force
the model to follow a normal activation sequence, which may not be

valid after infarction.

Other multiple dipole solutions of the forward problem have
been described by Horacek (1974) using one dipole at a time in a
torso containing lungs and the intraventricular blood masses, and by
Selvester et al. (1968) using 20 dipoles in a torso both with and

without lungs.

In a somewhat different approach, Cuppen (1983) modelled the
source by replacing the depolarisation wavefront, (assumed to be a
uniform dipole layer), by that part'of the heart's surface which,
with the activation wavefront, forms a closed layer. This technique
depends on the fact that zero field is produced outside a closed
uniform double layer. Inverse calculations, based on surface
potentials integrated over the entire activation time, then yield
the activation éequence on the surface enclosing the heart; Studies
of this technique, using both homogeneous torso models and models

containing Tlungs and intraventricular blood, show that calculation
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of the activation sequence on the surface of the heart 1is feasible

(Cuppen and VanOosterom 1984). This technique depends on the
assumption that the heart is bounded by a single continuous surface.
It is thus not clear thét it can be applied to the case of
myocardial infarction or other situatidns where the hearf may

contain one or more electrically inactive areas.

In the past ten years, a number of models have been used where
the cardiac sources are specified by the potential distribution on a
surface surrounding the heart. The inverse problem then becomes the
problem of determining the ‘'epicardial' potential distribution
corresponding to a measured torso surféce potential distribution.
An advantage of this approach is that there are no sburces in the
volume’between the epicardium and the’torso surface, so that, at
least 1in theory, this versionvbfvthe_inverse problem will have a
unique.solution (Yamashita 1982). Of course, the accuracy to which
the epicardial pbtentia] distribution can be obtained is still
Timited by the 1ill-conditioned behaviour of the problem, which
becomes worse as noise increases. Studies by Martin and Pilkington
(1972) and Okamoto et al. (1983) both showed that in the presence of
realistic noise 1levels, an unconstrained solution would reliably
determine less than twenty independent parameters. This has been
borne out in studies by Lo (1977) and Yamashita (1981). Lo modelled
the torso with a computer simulation of a three dimensional
resistive networkt(heAshowed this to be»equivalent to implementing a
finite difference model). Inverse calculations of the potentials on
26 epicardial regions showedllarge; oscillatory values. Yamashita

modelled the torso, including heart and lungs, using the more
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general finite element method ( see Zienkiewicz and Morgan 1983).
Unconstrained inverse calculations using this model also showed

large oscillatory values.

Better results can be obtained by placing constraints on the
epicardial potentials. Constraints usually take the form of
1imiting the magnitude of the potentials or limiting some spatial
derivative of the potentials, in an attempt to kéep the solutions
‘smooth' in some sense. These so called regu'l.ari sation methods are
further discussed in chapter four. A study by Martin et al. (1975)
used statistical constraints to determine the potential distribution
on a‘ sphere surrounding the heart in a homogeneou_s dog torso model.
Both toi*so surface and ‘'epicardial' potential distributions were
calculated using a multiple dipole model with known activation
times. Inverse potentials were then caltculated from .the torso -
surface distributions, and were compared with the initial values.
Sum-squared errors of the order of twenty-five percent were
Vavchieved. A similar study was performed by Barr and Spach (1978),
except that in this study, both torso surface and epicardial
‘potentials were directly measured in a live, intact dog. A
homogeneous torso model was constructéd using geometry data obtained
after sacrificing the dog, and inverse epicardial potentials were
calculated from the measured torso surface data using methods
described in Barr et al.(1977). Although the root mean square errors
between'the ca]cu]a}ted and measured epicardial potentials were
substantial, the calculated epiéardia]’potent‘ial distributions
‘correctly reproduced the major features of depolarisation a.nd

repolarisation seen in the measured data. Similar results
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(substantial numerical error but major feature agreement) were found
in a study by Franzone (1930), using an isolated dog heart suspended

in a tank.

Aims

The over;l]'afm of this work was to develop solutions of the
inverse problem which were suitable for clinical evaluation and
which were based on mpde]s of the human torso substantially more
detai]ed and realistic than those which had been used previously.

Achieving this aim required a number of steps.

Firstly, it was necessary to develop a body surface mapping
system which could be easily used in a clinical situation, on very
sick patients, and operated by re]gtfvely untrained staff. The data
collected must be available for fmmediate viewing at the bedside.
Data collected with this - system wereﬁ to be used to calculate

epicardial potential distributions.

Secondly, the solution of the inverse problem required a
solution of the forward problem. It was thus desired to setiup
computerised models of the huﬁan torso which were substantially more
detailed than those used by previous workers. The procedures used
to develop these modelé were to be as automated as possible, so that
many models with varying geometries could be set up with a minfmum

of effort.

Thirdly, because patients are not all the same size and shape,

it was considered necessary to explore the éffects of torso geometry
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and conductivity on the solutions of the forward and inverse

problem.

Organisation of thesis

The remainder of this thesis is divided into five chapters and
several appendices. Chapter two describes the data collection
system used to obtain body surface potential distribution data from
patients. Chapter  three destfibes an automated system for
construction of highly detailed three dimensional resistive network
models of the human torso. A torso model is constructed using this
system, and the forward transfer matrix is calculated. Chapter four
describes the methods used in solving the inverse problem, based on
the forward transfer matrix developéd using the model described 1in
chapter three. Chapter five examines the effects of varying‘torso
geometry and conductivity on the,lforward and inverse -solutions
developed in chapfers 3 and 4. Chapter six is é concluding chabter,

followed by the appendices and references.
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CHAPTER TWO

SAMPLING EQUIPMENT

Introduction

This chapter describes a system for the collection of
electrocardiographic  body surface potential data. An earlier
version of this system has been described previously (Walker et al.
1983). The system is designed to be easily used by untfained staff
on sick patients at the bedside. Sampling and digitising of the
data takes place in the intensive care unit of the Royal Hobart
Hospital. The equipment is located on a trolley which can be
wheé]ed to each bedside. The computer which controls the system and
is used to store and process the data is located in the University
of Tasmania Clinical School, about 200m distant. Figure 2.1 shows a
general layout of the system. Figure 2.2 shows a photograph of the
system in use. The following sections describe the major componehts

of the system.

Electrode Jacket

It s considéred essential to use a system of electrode
placement which enables electrodes to be applied quickly and easily
to a11 patients. This has been'achieved by designin§ éb flexible
'jacket' of electrodes which is wrapped around the patient's torso.
The jacket is constructed of two layers of closed cell foam. The

surface of the inner layer shows a regular grid of slightly raised
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Figure 2.1 Block diagram of the body surface mapping system.
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Photo of the mapping system in use. The electrode
Jacket is in place on the subject and raw data is being
displayed on the graphics terminal (note that the
terminal is a VT125, despite the VT100 badge shown).
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electrodes ea;h appro*imate]y 1 cm in diameter. There are 5 rows,
each of 10 electrodes. The rowﬁ'are spaced 7.5 cm apart in the
vertical direction. Within a row, the electrodes are spaced
horizontally 7.5 cm apart on the region which contacts the front and

left side of the torso, and 15 cm apart elsewhere.

The jacket is wrapped around the patient with the first column
of electrodes placed 7.5cm to the right of the sternum and the
second column of electrodes placed over the sternum. The jacket is
wrapped under the left arm, around the back, and under the right arm
to return to the front of the chest.  After sitting (or being
supported) for jacket placement, the subject may lie down for the
remainder of the procedure. The closed cell foam construction makes
the jacket quite comfortable. Straps fastened with "velcro" hold
the jacket in place. This method of fastening allows rapid removal
of the Jjacket if necessary. Small patients will have less
electrodes contacting the torso than large patients due to overlap
of last columns of electrodes with the jacket. The position of the
last column of electrodes whiéh contacts the patient 1is recorded
once the jacket has been fitted to the patient. This provides a
convenient measure of the chest circumference of each patient, which

is taken into account by all further processing software.

The slightly convex heads of nickel plated brass drawing pins
(thumb tacks) are used to contact the skin. These have been found
to produce low skin contact potentials (Kilpatrick et al. 1979) and
are much less expensive than silver or silver/silver chloride

electrodes which are often used. Each electrode is active, using an
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Analog Devices AD544 wired as a buffer. The input impedance is of

the order of 1011

ohms. The buffers are sandwiched between the foam
layers of the jacket, immedfately behind the electrodes contacting
the skin. Wiring for the signals and power for the buffers also
runs between the foam layers. The buffers save a substantial amount
of time when p]acing the jacket by eliminating the need for

electrode jelly.

Two active electrodes are attached by flexible leads to the
jacket and are placed using standard adhesive electrode pads. One
is used to obtain the signal from fhe back of the neck. The other
is the reference electrode, placed near the right anterior superior
iliac spine. The potentials on all other electrodes are measuréd
with reference to this electrode. This reference‘ is used in
preference to the Wilson central terminal to avoid the need to place
Timb leads. (In fact, Tlater processing allows the signals to bg
referenced to any point, including an artificial central terminal

obtained by averaging all torso leads).

Electronics

The jacket is attached to a wheeled trolley by a cab]e’ which
carries power to the jacket and signals from.it. Within the trolley
are amplifiers, multiplexers, an analog to digital converter, and
isolation and line driving circuitry. A computer graphics terminal
( Digital Equipment Corporation VT125 ) on the trolley is used to
give commands to the controlling computer and to display data. A

printer may be attached to this terminal to allow permanent copies
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of raw data and body surface maps to be produced in the intensive

‘care unit.

The signal from each electrode is passed through a differential
amplifier with a gain of 1000. DC offsets and very low frequencies
are removed with a single order high pass filter with 3dB point at
0.05Hz. The high frequency range is limited by a third ordér Tow
pass filter with 3dB point at approximately 500 Hz. Although this
implies that some noise at frequencies approaching the sampling rate
(usually 1 kHz) will be passed by the filter, in practise it is
found that the amount of noise with frequencies above 500 Hz present
in the signals is very small. Electronic noise associated with the
amp]ifiers (including the electrode buffers) is approximate1y_10uv
peak to peak (with respect to amplifier input). Although at pfesent
only 50 torso leads plus the neck lead are used, 60 amplifiers are

available, allowing extra leads to be added if required.

The amplifier outputs are connected through a 64 channel
multiplexer (four Analog Devices AD7506 fbl]owed by half of an
Analog Devices AD7501) to a high speed analog to digital converter
(Burr Brown ADC60-10). A sample and hold on the output of each
amplifier allows the signal at all electrodes to be sémp]ed
simultaneously. The analog to digital converter has a reso]utioh of
10 bits and is set up to digitise a range of +5 to -5 vd]ts, giving .
a resolution of 10 uV with respect to amplifier input. Multiplexer
addressing and sample timing signals are generated from a quartz
crystal oscillator, él]owing precise sample timing. Software

selected sampling rates of 1 kHz, 500 Hz, 250 Hz and 125 Hz are
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available. Signals from the computer turn battery power on or off,
select sampling rate and start or stop sampling. Control signals
and data are passed in parallel form between the trolley and the

computer via a multiple twisted-pair cable.

To comply with batient e]eétrical isolation standards, the
jacket, amplifiers, multiplexer and ana1og to digital converter are
bafteny powered. Digital signals output from the analog to digital
converter and all control signals from the computer are optically
isolated. Low voltage (12 V) circuitry is used in the jacket and
the input buffer circuits are individually potted in epoxy resin.
With a jacket electrode connected to the mains supply (. 240 V rms;

r50_Hz), leakage current to mains earth is less than 30 pA.

Two sets of sealed, recombination electrolyte, batteries are
used, one being charged and one providing power at a given time.
Batteny voltages are monitored by the contro]]1ng software using
spare multiplexer channe]s. Th1s allows the operator to be warned
before the batteries become discharged. The software also prevents
power from being left on for an extended.period if there is no
operator activity. These features solve the problem of inconvenient

discharge often associated with battery powered equipment.

Circuit diagrams of the electronic systems are contained in

appehdix A.

Computer System and Software

The-system is controlled by a Digital Equipment Corporation PDP
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11/44 computer, with 2 megabytes ( Mb ) of memory. Permanent
storage consists of 1 RA81 disk drive ( 456M> ), 1 RLO2 disk drive (
10Mb ) and a Pertec 9 track tape system. This computer system is
also used to develop fhé> models and perform the calculations
described 1in chapters three, four and five. The speed of floating
point calculations is much increased by use of an FPll hardware
floating pbint processor. The computer runs the UNIX* version 7
operating system. Software to run the mapping system has also been

developed for the RTll** single user operating system.

Being a time-sharing system, UNIX V7 is not We]] suited to the
collection of real time data at high rates. Also, the data
addressing range for a single progrém running under UNIX on a PDP
11/44 is restricted to 64 kilobytes, whereas a set of body surface
map data can be much larger. To overcome these problems and in
order to allow uninterrupted use of the computer by other users as
well as by the mapping system, a number of minor modifications to
the operating system were made. The UNIX system was restricted to
run in the first 1 Mb of memory, leaving the second 1 M of memory
free for use as a buffer to store and process data from the mapping
system. This modification entailed minor changes to the UNIX
startup code. A system call was added to UNIX to al]ow some
programs to map part of their data space to areas in the 1 Mb memory
,puffer. This allowed programs to access and process the sampled
mapping data. Finally, a device driver for a high speed direct

memory access interface (DEC DR11W) was added to the system. This

¥ UNIX 7s a trademark of Bell Laboratories
** RT11 is a trademark of Digital Equipment Corporation
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allowed data from the mapping system to be stored in the memory
buffer using direct memory accesses, with minimal impact on the rest

of the system.

A program called sample controls the mapping system hardware by
setting appropriate signals on the DR11W control lines. When sample
is run from the mapping trolley terminal,. the program turns on the
battery poWer, checks the battery voltages'and allows a short time
for the amplifiers to warm up and settle. The program prompts the
operator to enter the position of the last column of electrodes
which contacts the patient (this information is used to allow for
different sized patients) and then prompts the operator to select
the sampling rate. Sampling starts as soon as the sampling rate has
been entered. While sampling continues, data are transmitted along
the multiple pair cable and stored in the computer memory by the
DR11W. A sampling rate of 1 kHz for each channel gives 8 seconds of
sampling time per megabyte of memory. Slower sampling rates give
proportionally 1longer times. Because other programs (described in
chapter three) a]so'dse some of the second megabyte of memory as a
work area, the entire megabyte ié not always available for storing
mapping data. The system has been set up so that at least 1 second

of sampling time at 1 kHz is always available.

When sampling 1is finished, the program de-multiplexes the
stored data and plots them on the graphics terminal (Figure 2.3).
Saturated or excessively noisy leads are automatically marked and
the operator can remove or restore leads manually if desired.

Rejected leads are reconstructedz by interpolation from the
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Figure 2.3 The upper box shows a plot of raw data as it is
displayed on the graphics terminal. Channel 25 has been
rejected by the operator, and channel 50 has been
automatically rejected by the computer. The lower box
shows channel 12 at a ‘larger scale.
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surrounding leads. If the operator is satisfied with the overall
quality of the data, he selects a program option which saves the
data and relevant patient information in permnent, num_berfed fi]es.
Otherwise the sampling process may be repeated, collecting a new set
of data. Good data are usually obtained on the First run. Eaéh run
takes less than 1 minute (most of that time is taken up plotting the
raw data on the graphics terminal). A simpTe database is maintained
by sample to keep records of each patient'}'s name, hospital record

number, time and date of sampling and file name of stored ecg data.

The automatic detection of a saturated or noisy lead is done by
buﬂ'ding a table containing how many times each voltage va'lué occurs
in the lead over the sampling period.k If either of the voltage
values corresponding to the upper or lower conversion 1imit of the
analog to digital converter occurs at all, the Tead is éonSidered
saturated. Otherwise, the spread of values around the most common
value is examined. A large spread implies that the Tead is noisy or
has an excessively sloping baseline, and sucha Tead will be marked
accordingly. Occasionally a lead may not contact the pétient and
yet yield 1ittle noise and a reasonably flat baseline. Such a lead
" will not be rejected by the above automatic methods. In thié case,
the operator must reject the 1ead mandally. It would be convenient
if the software could detect such é lead from the 'context' of the
surrounding leads. This type of detection has not yet been

attempted.

Because many of the features of interest in the

e]ectrocardiogr"am are located with reference to t he onset of the QRS
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complex, it is convenient to calculate and save the QRS onset
1ocatioh with the data. For this calculation, the‘baseline of each
lead is taken to be an average of a small range of voltage values
around the most common value. The QRS onset location is then
calculated from the sum of the absolute values of all leads (the
comments with the program 1isting gqrs in Appendix B give details of
the algorithm used). The calculated QRS onset location is displayed

and can be adjusted by the operator if desired.

Data from the stored files can bé processed to produce vérious
~ types of body surface maps. A collection of programs allows mapping
at a single point in time, integrating over selected time interva]s,
subtracting or adding maps, scaling maps or interpolating maps. The
inverse transforms described in chapters four and five can also be
applied to the data in order to ca1cu1ate epicardfal potential

distributions.

A minimum of processing is done on the data to produce bodyv
surface maps. Linear interpolation is used to create columns of
data between the original electrode columns which were spaced 15 cm
apart. The neck and reference electrode va]ueS are expanded out to
form a row of identical va]ues along the top and bottom of the map
respectively. A copy of the first column of values is placed after
the last column so that the maps appear to wrap horizontally. These
- procedures produce an afray of voltage values with 7 rows and a
variable number of columns depending on the éize of the patient.
Contours are then found and plotted by simp]e_linear interpolation

along horizontal and vertical lines which join adjacent electrode
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values. Normally the maps are constructed with all leads referenced
to an artificial central terminal, which is calculated as the
average of all the torso leads. Other reference points can be
calculated if required. Figure 2.4 shows some examples of
isopotential contour maps derived from data measured from a 38 year

old normal male subject.

Storage of the data has so far not been a major problem. At
the time of writing, over 1300 sets of data measured from over 600
distinct patients and norma]s have been collected by doctors, nurses
and medical students. These data occupy approximately 140Mb of disc
space, and are stored in a somewhat wasteful form (no compression of
any kind has been done, and each 10 bit sample is contained in a 16
bit word). Quite simple compression techniques (such as storing 8
bit differences between values instead of 10 bit values) would
result in a saving of at least 50% of this space, at the expense of
somewhat increased processing time when storing data and producing

maps.

Listings of the alterations to the UNIX system, DR1l1W device.
driver and the main program used to run the sampling System are

contained in Appendix B.

Conclusion

A system for sampling and processing electrocardiographic body
surface potential data has been designed and built. The system
enables rapid placement of electrodes Qn'sick patients; It takes

less than 2 minutes to put the'jacket on a patient, and only a few
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more minutes to complete sampling. Both raw data and various types
of body surface maps can be displayed within minutes at the bedside.
This allows evaluation of the data while they are still clinically
useful. Body surface potential maps may be stored for large numbers

of patients and are immediately accessible.
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CHAPTER THREE

THE FORWARD PROBLEM

Introduction

This chapter describes the implementation of a model used to
solve a restricted version of the electrocardiographic forward
problem. It is restricted in the sense that no attempt has been made
to model physiologically reasonable electric sources within the
heart muscle. Insteavd, the sources used are regions of the heart
surface held at specified potentials. Thus, this so1ution gives the
potential distribution on the surface of the torso pir'oduced_ from a
given epicardial potential distribution The problem i s épproached in
this way so that the inverse calculations described 1in the next :
chapter will yield epicardial potentials from measured torso surface

potentials.

Suppose that these are n source regions on the surface of the
heart. ‘The epicardial potential distribution can be written as a

column vector of length n :

(3.1)

where hj is the potential at the jth source region, and the
superscript 't' signifies the transpose operation. Similarly, for

the surface of the torso, we write :
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= t
b = ( by oe o e bm ) | (3.2)

where we are interested in knowing the potential at m Tocations on
the surface of the torso, and bi is the potential value at the i'th
Tocation. Note that, in solving the forward problem, potentials may
be ca1§u1ated at a large number of points on the surface of the
torso. The m locations mentioned above will be a subset of these
points and may correspond to electrode locations or other sites of

special interest.

Once an appropriate model has Dbeen constructéd, the
contribution from a unit source located at the j'th source region to
the potential at each of the m torso surface locations can be

calculated. Denote these quantitiés ti. t t_.. This

J’ ZJ.’ s sa 0 InJ
calculation can be performed for each of the n source regions in
turn. Then for an arbitrary epicardial potential distribution h we

. can construct the following matrix equation:

Th = b (3.3)

~ where T is the m x n matrix made up of the elements t; In effect,

je
we have scaled each source region's contribution and then added the
contributions from all the regiohs to find the torso surface
potential distribution b. .This 'fslanalogOUS to the principle of
superposition in electrostatics (Lorrain and Corson 1970). The
matrix T is called the forward transfer matrix. Solving the forward

problem becomes the problem of setting up an appropriate model of

the electrical properties of the human torso and calculating the
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elements tij of the matrix T.

A fe]atively automatic, computerised system has been set up to
perform these ca]éuiations. The system involves gathering data on
the geometry and conductivity of regions of the torso, generating a
system of equations which describe the potential distribution
throughout the torso and solving the equations. A collection of
computer programs form the system, each performing a particular task
and providing output in a form suitable for the next stage. Both a
homogeneous sphere (for validation and theoretical studies), and a
human torso model with realistic geometry have been studied in this

chapter.

The Model

A numerical model which approximates the electrical properties
of the human torso has been developed. The model simulates a three
dimensional resistor network which resembles the human torso both
geometrically and electrically. The type of model is ihe same as
used by Lo (1977), although the models produced are substantially |
more detailed. Also, the procedures used here to set up the model
are substantially more automated than those used by Lo, allowing
multiple models to be -set up without an unrealistic amount of

effort.

The first step in setting up the model is to record the
geometry of the torso. Computerised Tomographic (CT) scan images of
the torso are used as the input data. Each slice is traced on a

computer digitising tablet, producing a list of co-ordinates for
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points on the boundaries of the majbr'organs and the boundary of the
torso. The structure of the heart fs not present in conventional CT
scan images because the heart is moving while the scan 1is being
done. However it 1is possible to.define a surface which closely
surrounds the heart from the images, and this is all that is
required for the models described here. For the purposes of this
thesis, all further references to the heart's surface (or
epicardium) are actually referring to this surface which closely

surrounds the heart.

A sample scan and a plot of the corresponding co-ordinates are
shown in figure 3.1. Note that any other method for producing
cross-sectional images of the torso, such as nuclear magnetic
‘resonance scanning or even a cross-sectional anatomy text, could be
used to provide the necessary geometrical data. CT scans were
chosen because they were readily available from the Royal Hobart
Hospital, and also in the hope that a range of “torso shapes (with
relatively normal internal geometry) could be recorded. It is
possible that giyen appropriate edge detecting software, the CT
scans could be direcﬁly transferred from the digital data recorded
by the CT scanning.system. A video display would be'needed to allow
some operatorb intefvention, but the task of manually tracing the
brinted images would be e]iminated.' fﬁis procedure has not yet been

attempted.

Once the co-ordinates have been recorded, each slice is
approximated by a large number of rectangular elements. Each

element is assigned a code corresponding to the conductivity of the
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Figure 3.1 A sample CT scan image with the corresponding digitised
boundaries plotted below.
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tissue at the corresponding point in the original slice. For
example, a coded slice which is triangular in shape, with a
rectangular region inside, will look 1like this:
X
XXX
XXXXX
XX000XX
XXXO000XXX
XXXX000XXXX
XXXXXXXXXXXXX -
XXXXXXXXXXXXXXX
This is more compactly stored in the computer, especially for large
slices, by using run length coding:
7- 1x
6- 3x
5- 5x ;
4- 2x 30 2x
3- 3x 30 3x
2- 4x 30 4x

1- 13x
15x

Here, the code means an empty element.

The dividing of a slice up into a rectangular grid is performed
in much the same way as a person would proceed using a ruled grid
overlaid on a plotted slice. Elements which lie entireLy within a
single region are assigned the. conductivity of that region.
Elements which are intersected by boundaries are assigned the
conductivity of the regioh which hos most area inside the element.
Two programs are used. The firsth program convects the 1lists of
boundary coordinates into a very detailed approXimation of the slice
using small square elements. The second program takes this highly

- detailed approximation and produces the final model. Each
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rectangular element is assigned a conductivity code by counting the
number of small square elements of each type contained within it.
This two stage procedure avoids the highly complex calculations
required to directly determine the appropriate code for a
rectangular element which Ties across region boundaries. Appendix C
contains details of the algorithms used, as well as program

listings.

Each coded slice can be thought of as a horizontal slab cut
from the torso at some point. The thickness of thi§ slab is equal to
the slice spacing. (If for some reason the slices are not evenly
spaced, the thickness can be assigned the value of half the spacing
to the previous slice plus half the spacing to the next slice).
When all the slabs are put together, an approximation of the torso
is produced which consists of a large number of coded rectangular
prisms. The next step in developing the model is to rep1a¢e the
coded set of elements making up the torso volume by an equivalent

resistor network.

The corners of the volume elements are a set of points
distributed throughout the torso.mode1. It is at these points, or
'nodes', that the potentials due to the epiéardia] sources will be
calculated. Thé' conducting volume bétween two adjacent nodes is
replaced in the model by an equivalent resistor. The value of these
resistors will depend on the dimensions ‘and resistivity of the
volume elements between adjacent nodes. Consider a smll part of the
coded volume shown in figure 3.2. Nodes N and’A‘are joined directly

R

by four volume elements with resistivities R R

12> Rys Rg and R4 ficm.
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Figure 3.2 A small part of the coded volume. Nodes N and A are -
. connected by elements 1, 2, 3.and 4. The equivalent
resistance calculated between N and A is the resistance
of the central volume drawn in thick lines.
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The dimension of the elements are as shown by X3 X9 Z9s 2, and y.
The central volume is the conductive path between N and A which is
to be replaced by an equivalent resistor. It contains the Tine
joining N to A and extends to include one quarter of each of the
surrounding four volume elements. The equfva]ent resistance value
is calculated as the resistance of each of these quarter elements
placed in parallel. The resistances ris Tps 'y and s of the quarter

elements are:

4R1y .
r (3.4)
*1%1 |
4R
r, = 2 . (3.5)
2 .2 _
172
4R .
r, = i (3.6)
3 XnZ
2°2
4R4y
r, = (3.7)
4 XnZ
2°1
The resistance "NA between N and A is then given by:
X:Z X.Z XnZ - XnZ
=ML e L2 22, 21 (3.8)

rly rzy P3Y r‘4y

Note that if nodes N and A are on the surface  of the torso,
there will be Tess than four volume elements connecting them. This
simply means that some terms will be missing in the right hand side
of expression 3.8 for rNA Also, in this example, the resistance

calculated lies in the y co-ordinate direction. Resistances 1lying
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in the other two co-ordinate directions are calculated usihg
expressions similar.to those above, with x, y, and z appropriéte]y

permuted.

It is at this point in the procedure that anisotropic
resistivities may be modelled. A1l that has to be done is to use the
X, y, or z component value of resistivity when calculating the
equivalent resistance in each of those directions. ( Note that, in
full generality, the conducfivity (or resistivity) is a 3x3 tensor.
The x, y and z components mentioned here are the diagonal elements
of the tensor). The resistivities appearing in the equations wou1d
be r?, r{, ri, r; etc. The problem with inciuding anisotropy into
the model is that it is necessary to khow the resistivity component
values on an element by element basis. This level of detail is
needed as the components of resistivity change from place to place
even within an organ or single tissue type (fﬁis is especially true
of the heart and skeletal muscle). Because of the difficulty of

obtaining such information and incorporating it into the model, all

| regions of the torso have been assumed to be isotropic.

The values used for tissue resistivity in this model have been
obtained from a paper published by Rush et al1.(1963). They summarise
results of measurements of body tissue resistivity by Kaufman and
Johnston (1943), Burger and VanMilaan (1943), Schwan and Kay (1956)
and Burger and VanDohgen (1961), as well as. performing their own
measurements. Previous differences in measured values are e*p]ained
and the values which Rush et. al. present seem to be the most

reliable which are currently obtainable. Where the tissue is
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anisotropic, the geometric mean of the high and Tow values stated by
Rush et al. has been used. The tissue resistivities used, and their

corresponding codings, are shown in table 3.1.

Once the resistances from a node to each of the adjacent nodes
have been calcu]ated,.equations giving the potential at each node in
terms of the potentié1s at the adjacent nodes are derived. Consider
the situation shown in figure 3.3. A node N has 6 adjacent nodes
labelled A to F. The resistances from node N to each of the nodes A
to F are Pys Ths Tes Tgs Te and re respectively. The potential at

e

node N is Vi and atlnodes A to F the potentials are Vs sree Vgo ;f
node N is not a source node then the net current flowing into or out
of it is zero (this is Kirchhoff's current 1law). Thus, applying
Ohm's 1aw to find the currents in the resistors and then summing

them, we have:

(va-vn) + (vb-vn) + ee. + (vf-vn) =0

(3.9)
Ta b i3

Rearranging to express Vn in terms of the other potentials gives:

1 1 1 - v v v
T G QA - R A N & R 11}

n
ry Ty re ra b re

At a source node the potential is assigned a fixed value Syt

v =5§ (3.11)

Note here that the sources may be specified in terms of currents



TABLE 3.1

Tissue Codings and Resistivities

Tissue type Code Resistivity (Qcm)

Blood B 160
Bone b ®

Fat F 2500
Heart H 380
Liver I 700
Lung L 2100
Torso T 460

These resistivity values have been taken from Rush et. al.
(1963). The resistivity of the heart is the geometric
mean of the high and Tow values quoted in that paper.
Bone 1is .assumed to be totally non-conducting. The value
corresponding to the tissue type 'torso' is used for all
regions in the models whose resistances are not otherwi se
explicitly specified.

46



47

Figure 3.3 Nodal arrangément used to develop equation 3.9.
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instead of potentials. Then the equation for a source node will have
the'form of equatioh'3.9 except that the right hand side will be the
non-zero source current IN’ If this is done, the potential at one
node must still be fixed for the equations to be solved (otherwise
an arbitrary constant may be added to all the potentials without
affecting the current distribution, thus giving an infinite number
of solutions). A1§o, the sources must then be set up so that there
~is no net current flowing into or out of the torso. These two ways
of specifying the sources are not independent. For a given model
geometry, specifying the source poteﬁtia]s determines the source
currents and vice versa. In the models developed here, the sources
have been specified in terms of potentials with a view to obtaining
a .solution of the inverse problem which yields epicardial potential

distributions.

Writing equation 3.9 for each node in the torso model gives a
system of simultaneous linear equations for the potentials at every
node. If a matrix A is constructed where the ij'th element 335 is
the coefficient of the j'th potential in the i'th equation, then the

system of equations can be written in matrix form thus:

AV = k (3.12)

Here V is a column vector of potentials and k is a column vector of

constants - (the right hand sides of equations 3.9 and 3.11).

The equations are generated by two'programs. The first program
takes the coded torso volume and produces a 1list of all the nodes in

the volume, each with the resistance codes which surround it. The
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second program takes this 1ist and generates the equations, finding
the neighbours of each node and calculating. the corresponding
coefficients. Because similar node configurations occur many times
throughout the model, most coefficient values appear repeatedly.
Storage 1is saved both when generating and solving the equations by
building a hashed table of coefficient values, allowing each
distinct value to be stored only once. The .coefficients in each
equation are then specified by pointers to the appropriate table
values, the pointers requiring only half the storage of the actual

values. Program listings are contained in Appendix D.

Solving the Equations

The system of equations represented by 3.12 is large - in some
of the torsos modelled in chapter five there are over 20000 nodes
and hence over 20000 equations. As a result, the system is not
amenable to direct methods of solution such as matrix inversion or
gaussian elimination. However, A is a sparse matrix - there are at
most seven non-zero elements in any rdw, since at most seven
potentials appear in any one equation.: Tﬁis makes the system of
equations amenable to solution by'iterative methods. Each equation
is re-written, so that for the i'tﬁ:équation the potential at the
i'th node is expressed in.terms of all the bthervpotentia1s. The

i'th equation then becomes:

11

y 1 (K i-1 m ‘
R c - TagVi- I oagV.) - (3.13)
Voa,, T =1 U geiep W _
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where m is the total number of equations.

From this point, a number of jteration schemes can be used.
(These schemes are described in more detail in Smith (1978) or
Dahlquist and Bjorck 1974) The simplest is the Jacobi method, where
at each iteration the new potentia1 at each node is calculated by
substituting the previous values for all the -potentials into the

right hand sides of the equations. That is:

1 i-1 p M n ’
— (ky- Za;Vi- £ a;Vs) (3.14)

A
ii =1 W gmieg WY

1

<]

A disadvantage of this scheme is that storage must be allocated for
both the old and new values of each variable. The Gauss-Seidel
method overcomes this by using new values as soon as they are

available. The iteration scheme becomes:

1 ( i-1
= — k. - La..V
: i R K
aii Jj=1

vt g*l--j=$+laijvg ) (3.15)
The rate of convergenéé can often be improved by making the change
in- each variable larger than would occur ih the above scheme. This
leads to the accelerated Gauss-Seidel method, alternatively called
Successive Over-Relaxation (SOR). In the SOR method the new
potential becomes the old potential p]ds the change in the potential
times a constant factor w, called the acceleration factor. The

iteration scheme now becomes' :
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W i-1 m
V:.Hl = \_I:.1 *— (ky- I a1..v'.l+1 -z ai:jv‘;.I ) - wv? (3.16)
as =1 Y i |

When w=1 this method is identical to the Gauss-Seidel method. The
rate of convergence of this iterative procedure is heavily dependent
on w. The optimum acceleration factor has a vajue between 1 and 2
and can be found empirically from the following formula (Smith

1978):

2
W= ————— (3.17)
1 +VIa
where ), is defined as follows:
max |v:.H'1 - v?|
A =T1im ( -] ) : (3.18)

n->o  max |v'1.' - vriI |

where the maxima are taken over all i (i=1,m and the values V!

etc
are successive iteration values for the variables calculated using

the Gauss-Seidel method ( SOR with w=1 ).

The SOR method has been used to solve the system of equations
in all cases. The optimum acceleration factor is calculated by
solving the system of equat_ions once with the Gauss-Seidel method
and determining the value for ) after a large number of iterations
(typically several thousand). The time spent in calculating X is
saved many times over because each system of equations must be

solved many times (once for each source region on the heart
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surface). Studies described later in this chapter show that using
~an acceleration factor which is near optimal can reduce the number

of iterations required by an order of magnitude or more

A problem with all iterative methods is deciding when to stop
iteration; that is, deciding when you have approached a solution
which is acceptable. For these models, iteration was stopped when
the maximum change in any variable was less than or equal to 10'9
(the values of variables were mostly in the range 1 to 100). All
calculations were done in double precision. A]thoﬁgh this uses
double the storage space of single precision and can be slightly
slower (much slower if floating point caicu]ations are not performed
by hardware), it was found to be necessary, as single precision
attempts showed erratic behaviour once the changes in the variable

values decreased to around 10'5.

A considerable amount of time was spent trying to make the
process of solving the equations as efficient as possible. The
modelling was performed on the PDP 11/44 computer system described
in the previous chapter. To reduce the processing time required to
solve the models, the second megabyte of memory was used as vstorage
for the variables and equation coefficient pointers. This allowed
modé]s with up to 24500 nodes to be solved in memory with no disk
I/0 at all. The program which solves the equations was written in
the C prdgfamming 1ﬁnguage (Kernighan and Ritchie 1978). The
program was then compiled to assembly language, which was Optfmised
by hand before final assembly. This optimisation'resulted in a speed

increase of almost 50%, mainly due to the fact that the C compiler
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only uses two of the six available registers in the hardware
floating point processor on the PDP 11. Time can also be saved by
starting the iteration procedure with initial values for the
variables which are as c1os¢ as.possfb1e to the solution. In most
of the models solved, the variables were 'initially set at an
estimate> of the average potential thfoughout the model. In cases
where a model had previously been solved and was to be solved again
with only a slight variation in the source values, the previous

solution was used as an initial estimate.

The Forward Transfer Matrix

Once the equations have been solved, the potential at every
node in the model 1is known. In order to construct the forward
transfer matrix for a given torso model, the potential distributions
arising from a unit potential placed:on each source region in turn
must be calculated. This involves solving the system of equations
as many times as there are sourcé regions. In the torsos sfudied,
the surface of the heart was divided into 25 regions, as shown in
figure 3.4. This procedure is automated by twb programs; one which
finds the set of nodes on the surface of a specified region, and
another ‘which orders these nodes and divides them in cylindrical
co-ordinates based on the centre of méss of the region. The system
of equations for the torso was then solved with a value of +100V on
each source region in turn (with OV on all the other source
regions). This +100V source value is chosen purely for convenience
- the resulting potenfia] values can be',séaled if required. The

number of source regions was chosen to be 25 for reasons related to
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[

Figure 3.4 Division of the surface of the heart into source
regions. Cylindrical co-ordinates are used, with origin
at the centre of mass of the heart and :z axis running
parallel to the axis of the torso (foot to head). The
upper drawing shows a top view of the heart, divided
into 5 segments of equal angle around the z axis. The
lower drawing shows an anterior view of the heart,
divided into 5 sections of equal length along the z
axis. These divisions combine to yield 25 regions on
the surface of the heart. The regions are numbered as
shown. ' :
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the number of parameters which are determined by an inverse
transform based on the forward transfer matrices produced here.

This point is discussed further in the next chapter.

Using the equipment described in chapter two, measurements of
the .e1ectrocardfogram can be madé at 40-60 locations on the surface
of human subjects. It 1is of particular interest to obtain the
potential values at corresponding locations on the surface of ihe
model. This allows comparisons to be made between real human data
and simulated cardiac signals. It also allows data collected in the
intensive care unit to be directly used as input to the inverse
transforms described in the next chapter. In order to find the set
of nodes on the surface of the model which correspond to’the mapping
system. electrode 1ocations, a program has been developed which
simulates the wrapping of the electrode jacket around fhe “modelled
torso. The program does this for each row of electrodes by finding
the set of nodeﬁ on the surface of the model at the appropriate
vertica] level, - ordering these nodes in sequence around the torso
and then selecting fhose nodes at the correct spacing to match the

électrode spacing on the Jacket.

Once the Se]ection of nodes on the surface of the body is done;
the forward transfer matrix T is eésy to construct. An elehent tij
of the matrix is just the potential at the i'th - electrode 1location
arising. from the j'th source region. As there are 40-60'e1ecfrode
Tocations and 25 source regions, the matrix T will have 40-60‘ rows
and 25 columns. It is éonveniént when generating T to scaTe the-

values t;; so that in equation 3.3, if_h’is expressed in millivolts,

J
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then b is expressed in microvolts. Note that forward transfer
matrices based on other sets of nodes on the model surface can
easily be constructed. This may be of value if it is desired to use
body surface map daté obtained by other workers as input data for

the inverse transforms described in the next chapter.

The forward transfer matrix will only approximate the 'true'
relationship between the epicardial potentia]s and body surface
potentials in a real human torso. Obviously, a finite sized g¢grid
cannot exactly represent the continuous torso. Determining the
error due to the finite grid size 1is in general very difficult.
Some results exist for general finite element methods in one and two
dimensions (Zienkiewicz and Morgan 1983) but they are notﬂapp11cab1e
to these models. The approach taken here has been to use as fine a
mesh as it is practical to solve with the computing resources
available. A non-uniform grid 1is used for the torso models,
allowing the grid to be finer in regfons where the potential is
varying more rapidly (near the sources) without including an

unnecessarily large number of nodes in other regions.

Other sources of error also occur in the modelling. The
geometry may not be exact due to the finite resolution and finite
spacing of the CT scan input data. This is unlikely to be a major
problem, as these errors are sma]]ef than errors of geometry
resulting from the finite grid size. Another possible source of
error is lack of convergence in the iterative procedure used to
solve the equations. This can be due either to the finite precision

arithmetic used or to a problem with the system of equations
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themselves (there may be no solution, or the coefficients in the
equations may not be accurate). Here, such problems were avoided by
performing all calculations in double pkecision (approximately 17
significant digits). Certainly, no lack of convergence (resulting
in unbounded solution times) was ever observed. A check on how
closely the solutions converged to- the limiting solution (which
would be obtained after an infinite number of iterations) is
described in the next section. Finally, it should be remembered
that the resistivity values used for the various tissues are not

completely accurate.

Validation and Preliminary studies

Having set up the framework necessary to 'generate computer
models of the electrical properties of the human torso, it was
necessary both to check the validity of the model and to perform a.
number of studies to 'learn' about the numerical behaviour of the

models.

The validity of the model was tested by modelling a homogeneous
spherical volume conductor with two point cufrent sources and
comparing the model solution with the known analytical solution . A
computer program was used to slice a sphere of radius 15cm into
slices each 1 cm thick. Co-ordinates of a large number of points on
the boundaries of the slices were computed (this simulates the
digitising process used for CT scans). _The slices were then divided
into a uniform _lcm square grid. The resulting model approximated

the sphere by lcm cubes and contained 16585 nodes. The nodes are
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located on the corners of the cubes, sdme of which are necessarily
just outside the boundary of the sphere. This results in a somewhat
larger number of npdes than might be expected from consideration of
the volume of the sphere (14137cm3). Sources at potentials ¥100v
and -100v were respectively located at +lcm and -lcm in the vertical
diréction from the centre of the sphere. The optimum acceleratinn

factor for the sphere was calculated as 1.973.

Note that, because of the symmetry of the sphere model and
sources, the problem cou1d be considerably reduced in size by
model1ing only one half, one quarter, or even less of the sphere.
The entire sphere has been mode]]ed here to provide a test of the
modelling procedure uSing a voiume'which is similar in size and

number of nodes to the later torso models.

The formula used to obtain the analytical solution is the

result obtained by Frank (1952):

a

- S
1 arai+R.-raCosB

R br, ;+R"-rbCos 6 :
bi
where
ry = ( r2 + a2-- 2raCosB )0'5 (3.20)
ry = ( r2 + b2 - 2raCos 6 )0'5 | (3.21)
ary; = ( R4 + r2a2 - 2R2kaCosB )0'5 | (3.22)
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bry. = ( R* + v22 - 2R%rbCose )0-° (3.23)
and R, r, a, b, 6 and B are as shown'in figure 3.5. I is the source
current, s is the conductivity of the sphere, and V is calculated at
the point P. In the model considered here, a=b=lcm and the angle «a
subtended by the sources at the centre of the sphere is w radians so
“that CosB = -Cos6. The value of source current used was obtained by
calculating the currents flowing at the sourcevpoints in the model
solution. This was done so that the model and analytical solutions
could be compared directly, with no scaling of potentials. In both

solutions, the resistivity of the sphere was 360 Qcm.

The resulting potential distributions fbr both the model and
the analytical re;u]t are shown in figure 3.6. It can been seen
that the isopotential contour maps in various sections through the
sphere for both the model and the ana1ytica1 result are almost
‘identical. As a further check, the percentage difference d between
the two solutions was calculated at positions in the sphere
corresponding to the model nodes. At a given node position, d was

calculated as follows:

—-——ﬂ| * 100 - (3.24)

where vy is the analytic value and Vm the model value of the

potential at that node. This quantity cannot be calculated on the

horizontal plane midway between the sources as Va is zero on ‘this

plane (vm was also zero to within the resolution of the computer).

Contour plots of the .percentage difference on various sections



60

Figure 3.5 Two point current sources located in a conducting
: sphere, one octant of which is shown. Reproduced (with
minor alterations) from Frank (1952).
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Figure 3.6 Potential distributions in the conducting sphere

described in the text. The upper pair show the
potential distributions in a vertical plane containing
both sources. The 1lower pair show the potential
distributions in the horizontal plane containing the.
positive source. Solid 1lines are positive and dashed
are negative. Contour lines are omitted where they
would become too close. Some nodes are omitted in the
analytic distributions where the analytic formula does
not apply .(near the centre of the sphere and just
outside the surface of the sphere).
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through the sphere are shown in figure 3.7. Through the outer half
of the sphere the difference is of the order of 12 - 2%. At the
surfﬁce of the sphere, the difference is somewhat more, 4% - 5% ,
but still small. This is probably due to the fact that the outer -
surface of the model cannot exactly fit the surface of the sphere.
The worst errors occur near the sources, as would be expected ( the
potential approaches infinity when neafing the sources in the
~analytical solution). At nodes adjacent to the sources, the highest

percentage difference was 27%.

A number of studies were performed on a human torso model.
This torso was digitised fkom the CT scans of a 40 year old male
with normal torso geometry. A non-uniform grid was used; grid
spacing ranged from 7.5mm to 15mm. A slice with grid superimposed
is shown in figure 3.8. The model was made from 25 slices, ranging
in thickness from 10mm in the vicinity of the heart to 50mm in the
1owér part of the torso. The résu]ting model 1is highly detailed,
containing 18924 nodes, and including the heart, lungs, spine and

- sternum.

To measure the effect on so]utioh time, the model was solved a
number of times with a fixed sourcé'distribution but varying the
acceleration factof. A graph'of the number of iterations required
for a solution versus acceleration factor is shown in figure 3.9.
It can be seen that the number of iterations (and hence time) taken
for a solution is very dependent on acceleration factor. At the
optimum acceleration factor of 1.94,vthe number of iterations was

248, whereas with an a;celeration factor of 1.0 (Gauss-Seidel), 6556
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CONTOUR INTERVAL 2%

Figure 3.7 Contour plots of the percentage difference between the
model and analytic potential distributions shown in
figure 3.6. The wupper plot shows .the percentage
difference in a vertical plane containing both sources.
Note that the percentage difference cannot be calculated
on the horizontal plane between the sources (see text).
The lower plot shows the percentage difference in the
horizontal plane containing the positive source.
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Figure 3.8 A computerised plot of slice 17 of the torso model with

grid superimposed.
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Figure 3.9 Graph of the number of iterations, N, taken to solve the
equations for the torso . mode1 versus acceleration
factor, w. The number of iterations approaches infinity
as the acceleration factor approaches 2.0.
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iterations were required. The rate of solution was about 7
iterations per minute, giving a solution time of approximately 35

minutes at the optimum acceleration factor.

The model was then solved 25 times to produce the surface
potential distributions required to construct the forward transfer
matrix. A simulated wrapping of the electrode jacket around the
torso model Tlocated the 45 torso surface points at which the torso
surface potentials were specified. Figure 3.10 shows the torso
surface potential distributions resulting from each source region.
Note that for regions 6 to 25, the position of maximum potential on
the torso surface corresponds well with the position of the source
region around the heart. Source regions 1 to 5 all produce a
maximum located near the sternum. The forward transfer matrix

obtained from these distributions is listed in table 3.2.

A useful éheck on the convergence of the solution§ can be
obtained by noticing that'adding the solutions for all the source
regions is equivalent to placing a potential of +100V on the entire
heart surface. The exact solution in this situation is a uniform
potential of +100V_ throughout the body*. When the 25' sourée
solutions were added for this torso, and it was found that the
maximum difference from 100v at any node in the model was less than

5¢10"%. It is thus likely that the individual solutions of

* Physically speaking, it is nonsense to specify the potential of
an object without reference to some other location. The point
here is that there will be no potential differences throughout
the torso, and, numerically speaking, the solutions should add
to +100V at all nodes. o : '
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region 1 interval 0.5
Max 16.5 Min 0.49

region 2 interval 0.5
Max 8.8 Min 0.65

region 3 interval 0.5
Max 18.2 Min 1.8

region 4 interval 0.5
Max 19.0 Min 1.6

region 5 interval 0.5
Max 14.9 Min 0.77

Figure 3.10 (3 pages). Contour plots of the body surface potentials
generated by each of the source regions on the surface
of the heart. These body surface maps are based only on
the 45 1locations used to produce the forward transfer
matrix. They do not have rows at the top and bottom
representing the neck or reference value. They also do
not wrap horizontally. Positioning of the maps around
the body is shown on the first map. The '+' signs mark
the position of the maximum potential on each map.
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region 6 interval 0.5
Max 7.5 Min 0.36

region 7 interval 0.5
Max 4.9 Min 0.38

NG

region 8 interval 0.5
Max 5.6 Min 0.32

T

region 9 interval 0.5

Max 4.0 Min 0.40

region 10 interval 0.5
Max 9.2 Min 0.37

Figure 3.10 continued.

region 11 interval 0.5
Max 8.9 Min 0.29

©

region 12 interval 0.5
Max 1.6 Min 0.13

DS

region 13 interval 0.5

Max 1.3 Min 0.08

<+

region 14 interval 0.5

Max 2.3 Min 0.24

'region 15 interval 0.5




region 16 interval 0.5
Max 18.8 Min 0.96

\

D\

«
{

_ region 17 interval 0.5
Max 4.6 Min 0.36

DA

region 18 interval 0.5
Max 2.6 Min 0.16

o) /

4.
T

region 19 interval 0.5
Max ‘3.5 Min 0.38

7region 20 interval 0.5
Max 12.9 Min 0.63

Figure 3.10 continued.

region 21 interval 0.5
Max 33.0 Min 3.5

rég1on 22 1nterva1 0.5
Max 21.6 Min 1.6

region 23 interval 0.5
Max 9.3 Min 0.71

§§§ .4:» /Cﬁ”ﬁ"

-regibﬁ éZ 1nterva1 0.5
Max 29.2 Min 2.4

nterva] 0.5

region 25 i
"~ Max 31.5 M1n 3.9
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TABLE 3.2 (2 pages)

Forward Transfer Matrix

Colums 1 - 12

559041867237225565330631880112833848145413152
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TABLE 3.2 continued

Forvard Transfer Matrix

Colums 13 - 25
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potential distribution arising from any one source region are at
least this accurate. Of course, it is possible that the individual
solutions may be highly inaccﬁrate but still chance on adding to
100v at every node, but such behaviour seems highly unlikely. In
any case, this check provides some proof that the model is behaving

“as it should.

Conclusion

A computerised system has been set up which can model electric
fields in non-homogeneous volume conductors. The amount of human
effort required to set up a model has been minimised wherever
possible, so that the system is suitable for the study of multiple
torso models (such work 1is described ~ in chapter five).
Approximately two hours of human work afe needed to specify a model,
consisting mainly of the time taken to digitisé the serial slices
defining the geometry, plus a 'sma11 amount of time selecting a
suitable grid. This system has been validated by comparisonAof the
mode]]ed and analyti¢a1 solutions of the potentiai distributions
produced by two point sources located in a conducting sphere. The
system has also been uéed to genérate a highly detailed model of the
human torso. 'Ca]culafion of the forward transfer matrix for this
model takes approximately 15 hours ofvprocessor.time on a PDP 11/44

computer.
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CHAPTER FOUR

THE INVERSE PROBLEM

Introduction

This chapter describes a solution of the inverse problem of
electrocardiography. For a given torso geqmetry, u-sing procedures
such as those described in the previous chapter, amatrix T can be
constructed such that the source distribution h and the_torso
surface potential distribution b are related by the following matrix

equation:

Th = b o (4.1)

where h and b are n and m dimensional column vectors respectively
(as in equations 3.1 and 3.2). Solving the inverse problem then
becomes the problem of solving the system of l-fnéar equations
represented by equation 4.1 for the components of h in terms of T
and b. If a unique solution is to exist, then thevre mdst be at
least as many equations (or components of b) as there are unknowns
(or components of h).- If there are more equations than unknowns
then the matrik T 1s not square and hence not invertible. Even if T
is square, it méy_stﬂl not be invertible. It is necessary, then,
to find a way to solve equation 4.1 wheh an inverse of the matrix T

may not exist.

_Unfortunate]y, given a measured torso. potential distribution b,

it may well .be the case that there does not exist any source
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distribution h such that equation 4.1 is satisfied exactly. At
first thought this may seem odd,vbecause if b is measured from the
surface of a human subject, then there must have been a
corresponding source distribution at the heart which gave rise to
the measured torso surface poténtia]s. The problem 1is that the
torso surface potentials cannot be measured exactly, so that the
measured potential distribution on the surface of the torso will
differ to some extent from the potential distribution which actually
exists‘there. Also, it cannot be expected that the forward transfer
matrix T will exactly represent the re1atiqnsh1p between the source
distribution and torso surface potential distribution which exists

in reality.

A natural answer to this problem is to Took for a solution h
which minimises the difference between the calcu]ated torso surface
potential distribution, (Th), and the measured distribution, b. It
can be shown (Dahlquist and Bjorck 1974) that a vector h which
minimises the quantity

ITh - b| 2  (4.2)
will satisfy the so called 'nprma]' equations, which are represented
by the following matrix equation:

Tth = % | | o (4.3)
where T® is the transpose of the matrix T.

"If the inverse of the matrix (T°T) exists, then the normal
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equations may be solved directly, giving:

T L e | (4.4)

Note that if the matrix T itself is non-singular, then this reduces

to

h=T11b | ' (4.5)

as expected. It can be shown (Dahlquist and Bjorck 1974) that the

inverse of TU

T will exist if and only if the columns of T are
linearly independent (that is, none is a linear combination of the
others ). Due to the way that the matrix T is constructed, the j'th
column of T is the forso surface potential distribution caused by
thé j'th source with unit strength. Thus, the normal equations may
be solved if and only if the torso surféce potential distributions

due to each of the sources are 11near1y independent.

A problem which can be encountered here is that some sources
may have corresponding torso‘surface'potentia1 distributions which
are very similar - hence 'nearly' Tinearly dependent. For example,
" in the torso model described in the previous chapter, the torso
surface potential distributions due to source regibns 14 and 19 are
almost identical in shape (figure 3.10). The effect of this is to
make the systém, of equations 111econditioned - that is, small
changes in b may cause very large changes in the solutfon for h
given by’equation 4.4. Looking at it the other way, there may exfst
source distributions h1 and h2 thch'differ greatly but which have

corresponding'calcujated torso surface distributions (Thl) and (Th,)
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which are almost ‘identical. This means that any errors in the
measured torso potential distribution may cause drastic errors in

the solution.

A simple way to deal with the problem of an ill-conditioned
system would be 'to reduce the number of sources (unknowns) in the
- hope that the cdkresponding torso surface potential distributions
become ‘'more 11neariy independent'. This is easily done by using a
model with less sources when creating the forward transfer matrix T.
The hdpe here is that the new, smaller, system of normal equations
is well-conditioned, so that errors in the measured values of b do -
not unduly affect the solution h. The obvious disadvantage of this
scheme is that, when solving the inverse problem, Tess unknowns are

determined and so less information is obtained about the heart.

It is often possible te use. extra information about the nature
of the solution to eliminate unreasonable solutions. An in-
conditioned system of equations ofteﬁSTeads_to'SOIutions which have
very large alternetihg_ positive and negative va]uee on adjacent
sources. (The contributions from'these large adjacent values almost
cancel at the torso surface). Solutioﬁs' are desired with much
smaller, physically reasonable values. Thisv suggests trying to
minimise h as we]l as minimisihg the difference {Th - b|2. One

way to achieve this is to minimise

ITh - b} 2 + afn 2 | - . (4.6)

»Where a is a scalar constant. The 'vector which minimises this

expression is given (Tikhonov and Arsenin 1977) by
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h=(TT + «I)" 1% - (4.7)

where I 1is the appropriately sized identity matrix. Spatial
derivatives or other suitable functions of h can also be minimised.
In these cases, the identity matfix I in equation 4.7 is replaced by
a term involving the corresponding matrix operator. .These methods
are kﬁown as regularisation methods and o 1is the regularisation
parameter. The effect of such methods is to replace the original
ill-conditioned system by a slightly different system which is well.
conditioned. As a is increased, the new syétem differs further from
the original system, and the amount of smoothing present in the
solution increases. It is thus hecessary to choose é value for a
which provides adequate smoothing in the solution without perturbing

the system of equations too much.

Both Martin et al. (1975) and Barr and Spach (1978) describe
theoreticaT methods for ca]cu]atinﬁ the optimum value of a given
appropriate statistical data about the epicardial signals and noise
in the input data. Because such'data are difficult to obtain on

-realistic signals and torso models, both groups use simplifying
assumptions to find a value for a. .Effective1y, a value for a is
chosen with regard to how much error exists in the measurement of b
(strictly, errors in T should also be taken intb account).  The aim
is to obtain reasonable values of h while still'sdtfsfying equation

4,1 to within the level of noise contained in b.

In this chapter, the regularisation method has been used to

develop an inverse transfer matrix based on the forward transfer
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matrix calculated using the model described in the previous chapter.
Data obtained using the equipment described in chapter two have been

used to calculate epicardial potential distributions.

Methods

The forward transfer matrix used to calculate the inverse
transfer matrix was generated from a model with twenty-five source
regions on the epicardium. This means that inverse caTculations will
yield twenty-five epicardial potentials. Twenty-five regions were
chosen because several studies (Lux ét ai. 1979, Barr et al. 1971)
, ha've shown that observed body surface potentiél distributions can be
‘appr'oximated to within reasonable error 1levels using twenty to
thirty-five parameters. This suggests that at most twenty to
thirty-five independent parameters describing the electrical
activity of the heart can be obtained from an observed body surface

distribution;

Inverse matrices were calculated according tb the right hand
side of equation 4.7. The métrix inversion was perf‘ormed'using an
inversion algorithm based on row operations on an augmented matrix
(Kolman 1980). Calculation of an inverse transfer matrix of 25 rows
by 45 columns, including inverting 'a 25 . by 25 matff’x; takes -
approximately 15 seconds on the PDP 11/44 computer syst_em descr'fbed |

in chapter 2.

Epicardial potential distributions are displayed as contour
maps in a similar format to fhat used - for bddy_ surface

distributions. The data for each map consist of the potentials at
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the 25 source regions, arranged in five rows, each of five potential
values. No additional rows or columns of values are added, so that
the epicardial maps do not appear to wrap either vertically or
horizontally. Figure 4.1 shows the approximate 1locations of the

ventricles and atria on the map.

Once an epicardial potential distribution, h, has been
ca]cu]ated, the discrepancy between the corresponding calculated
torso surface distribution and the original measured distribution is
checked. This 1is done by calculating both the rms difference and
the correlation coefficient. For two n-dimensional vectors x and y,

these quantities are calculated as follows:

. . . 2, 0.5
rms difference = (;&,(x;-y;)%/n ) (4.8)

X-y
correlation cft. = — (4.9)
| x| fyl

When calculating epicardial potentials, it is obviously
preferable to use data measured from the patient whose CT scans were
used to generate the modelled torso §eometfy. A full torso CT scan
requires a high radiation dose énd it is thus necessary to obtain
body surface potential data from patients who have had a full torso
CT scan for some other reason. This has not been possible at the
time of writing, as the number of patients wifh normal torso
geometry (no .gross abhormalities) who undergo a full torso CT scan
is relatively small. As a resu1t,' the input data used when

calculating epicardial’ potentials were measured from a normal 25
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Figure 4.1 Approximate locations of the ventricles (LV and RV),

atria (LA and RA) and apex of the heart on an epicardial
map. Numbers show the locations of the source regions
on the map. For the purposes of drawing epicardial maps
the source regions are considered as single points.
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year old male with external torso dimensions similar to the subject
whose CT scans were used in the previbus chapter. A1l input data
were referenced to an artificial 'central terminal' calculated by

averaging all torso leads.

Preliminary Calculations

Some initial calculations wére performed to check the
-correctness of the method and to exp]ore>the regularisation method.
A simple (ndn-physio1ogica1) source distribution was set up on the
epicardium by setting regions 12, 13 and 14 to ImV and all other
regions to OmV (Figure 4.2a). The‘ corresponding torso surface
potentia1_ distribution was calculated by equation 4.1 and is shown
in figure 4.2b. Inverse epicardial distributions were then
calculated from this torso distribution using equation 4.7 for four

values of a (a = 0, 107, 107° 4.

and 10 These are shown 1in
figures 4.2c,d,e and f. For a=0, the inverse matrix becomes
(TtT)fth, and so»app]ying the forward transform T followed by thfs
inverse should ieave the epicérdia] distribution unchanged (as
(TtT)'thT =1, the’identity matrik). Figure 4.2c shows that this
is indeed the casé, confirming. that the operations used in

calculating the inverse matrices are accurate.

As o is increased, the resultant epicardial potential
distributions become smaller 1in magnitude and spread over more of
the epicardium. It is_interesting to calculate the torso surface
distributions corresponding to these epicardial -distributions.

‘These are shown in Figure 4.3. They are all almost identical to the
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epi interval:  0.4mV
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RMS: 23.9
Max J2.0
Min 5.3

.................

TR = (c)

eri interval: 0.4 my
RHS: 0.3
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Figure 4.2 Epicardial and body surface maps for a simple epicardial
source (see also next page).
(a). Initial epicardial potential distribution.
(b). Body surface map corresponding to (a).
(c). epicardial map calculated from (b) with
regularisation parameter a = 0.
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(d)

epi T ervalt 0.AmV

RMS: 0.2
Hin -0.4

ij, (e)

........

epi interval! O.imV

RHS! 0.1
Max 0.3
Hin -0.1

’ :::: | (f)

T interval:  0.0mV

RMS: 0.4
Max 0.2
Hin ~0.0

Figure 4.2. continued. -
' (d), (e) and (f). Epicardial maps calculated from (b)

with a = 1078, 1070 and 107 respectively.
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(a)

/b\\

bsn interval: 2.0V
RMS:  23.9 '

Max 32.1 -

Hin 5.3

interval: 2.0 uV

RMS: 23.9
Max 32.2 -
Hin 5.3

—

(c)

bsn intervali 2.0pV

Figure 4.3 Body surface maps which have been calculated from the
epicardial maps shown in figure 4.2. Maps (a), (b) and
(c) have been calculated from figure 4.2 (d), (e) and
(f) respectively.
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original torso surface distribution shown in figure 4.2b. The

largest difference is for a=10"%

with rms difference 0.3uV and
correlation coefficient 0.9999. This example demonstrates the
behaviour described in the introduction: there can exist widely
differing epicardial potential distributions with corresponding
torso surface distributions which are almost identical. It also
shows that the value of o must be chosen with some care. Here, a=0
gives the correct epicardial distribution. It should be remembered,
however, that this is a discontinuous, non-physiological epicardial
distribution which is what the regularisation method is designed to
eliminate. Because all the calculations have been performed in

double precision, there is essentially no noise present in the torso

surface data used to calculate the inverse epicardial distribution.

It is important to know what effect noise in the torso surface
data will have on the calculated epicardial distributions. This has.
been determined by using noise (1imited in amplitude to 200uV peak
to peak) as input data and applying the inverse transform for
various values of a. For each value of a, the noise amp]ifitatioh
factor was calculated as the resultant rms epicardial noise divided
by the rms input noise (where the rms is taken over all epicardial
regions or all torso surface locations respective]y). This factor
was calculated one hundred times for each value of a. It is not
sufficient to calculate this factor once only, due to the random
nature of the input data. The average value and standard deviation
of the noise amplification factor is shown for each value of a in
table 4.1. When a = 0, the amplification factor is very 1large, so-

that even small errors in the input data will cause large errors in



TABLE 4.1

Noise Amplification Factor

a Amplification factor Standard deviation
0o 1907 - 945
107 206 57.0
1073 63.3 : 15.7
1074 22.0 4.74
21074 16.3 3.43
1073

7.97 1.47

The noise amplification factor for an inverse ' transfer
matrix based on a particular value of the regularisation
parameter a is calculated by dividing the rms epicardial
noise by the rms 1input body surface noise. The values
above are averages and standard deviations obtained by
performing the calculation 100 times using random input
data.

86
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the calculated epicardial potentials.

When calculating epiéardia] potential distributions from
| measured torso data_,_ the 'correct' epicardial distri'bution is not
known in advance. In order to obtain.a reasonable wvalue for the
regularisation parameter a, epicardial potential distributions were
cvva1c'u1ated for various values of a. The input _daia correspond to
the instant located 40mS after the QRS onset and afe shown in figure
4.4. Figuré 4.5 shows the calculated epicardial potential
distributions . and the resultant torsé surFace potential
distributions. Choosing a=0 here clearly gives unreasonable
results. There is a maximum of +495mV located on the right front of
the heart, and a mim'mum.of -350mV immediately above the maximum.
»}These values are much higher than the voltages whi ch'are found on

the epicardium in reality (for examb]e see Barbato et al. 1958).

Increasing a l.ead's to smoothér and lower 1eve1'- epicardial
vdi»str'ibutions, but also a decrease in correspondence between the
input and calculated torso surface distributions. It is hoped that
up to a certain value of a (which will be the opti mum _value)v, the
main effect WiH be to reduce unwanted oscilla tions in  the
epicardial potential distribution, without affecting its capability
to represent the 'real' epicardial distribution. Beyond this value,.
thé epicardial distribution is smoothed too much, so that it ‘éannot
c]ose_]y represent-’fhe 'real' distribution. This is illustrated by
plotting the rms difference and cor_ire'latio_n coefficients for various
values of log a in figure 4.6. Both curves show a di stinct. 'knee'.

Before (to the 1left of) this knée, both thé ms differencé and
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 SPINE R

STERNUM
| -

ecd.0758 40mS ORS interval: 200.0 uV

RMS: 754.5
Max 1768.0
Hin -1709.0

Figure 4.4 Contour plot of the data used to calculate the
epicardial maps shown in figure 4.5. This map was
recorded from a normal 25 year old male, at 40mS from
the onset of the QRS complex. This map is in the same
format as the maps shown in figure 3.10 (no rows of neck
or reference potentials, and no horizontal wrap around).
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regularisation

(figure 4.4)
values 'R'

Epicardial
surface maps calculated using  various values of the
parameter a. Note
interval varies between epicardial maps.
are the correlation coefficients between the
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: .
i. 40mS ORS interval:  2.0uV
Hax 31.0 Min -15.4

a = 10'4
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Figure 4.5 continued.
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Figure 4.6 Correlation coefficient 'C' and RMS difference 'R’

plotted for various values of the regularisation
parameter a. The horizontal axis is logarithmic and is
the same for both graphs. Points where C and R were

. calculated are marked with an 'X'.
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correlation coefficient are relatively independent of a, while after
the knee the rms difference increases, and the correlation
coefficient decreases, with increasing a. This behaviour suggests
that the optimum value of a is 1ikely to be a value occurring in the_

neighbourhood of the knee.

‘When choosing the optimum value for a, a value should be chosen
so that the rms difference remains within the noise level expected
in the input data. The value should also be large enough so that
unwanted features in the calculated epicardial potential
distribution are removed. A reasonable estimate of the total noise
in the input data is 100pV (this.figure is also used by Barr and
Spach 1978). Consideration of the graphs plotted in figure 4.6 then

leads to a value of approximately 1074

for a. Re-p]otting these
graphs uéing torso surface data measured at various fimes throughout
the cardiac cycle (Figure 4.7) shews that the optimum value of a
varies throughout the cardiac cyc1e; ‘During the QRS complex (top
graphs in figure 4.7), the optimum value of a ranges from
approximately 1074 (at 40mS from QRS onset) to approximately 1073
(at 30mS from QRS onset). In the T wave (bottom graphs in figure
4.7), the value is more consistent at approximately 8*10"4. In the
S-T segment (middle graphs in figure 4.7), the value is harder to
specify because of the gentle change in the curves. It should be
noted here, however, that the magnitude of the input data here is
very low, approximately 65uV rms over all leads, and the rms

difference 'is less than 25uV.
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Graphs of correlation coefficient 'C' and RMS difference
'R' versus 1log a. The horizontal axis is the same for
all graphs. Graphs have been plotted using input data
measured at various instants throughout the cardiac

cycle. The numbers at the right hand end of each curve
give the time from the onset of the QRS complex in
milliseconds. C and R were calcwulated at the sameé

points as shown in figure 4.6.
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Epicardial Potential Distributions

A series of" epicardia] potentja1 distributions has been
calculated at varibus instants throughout the cardiac cycle. These
are shown in Figure 4.8 beside the corresponding torso surface input
- data. For all of these calculations, a was given the value of 10'4.'
The rms differencés and correlation coefficients between the 1input

data and corresponding calculated torso surface data are shown under

each pair of maps.

This sequence shows a positive area which starts near the top
front of the Tleft ventricle, proceeds downwards and reaches a
maximum near the apex at about 45mS from the onset of the QRS
complex. This area them moves upwards and towards the posterior of
the heart and dies away at about 65-70mS. A negative area develops
.on the upper 1eft ventricle during 35-50mS and a lower level
negative area is located on the right ventricle to right atrium
region during the same interval. Very 1little activity is seen
during the S-T segment. During the T wave, a relatively stationary
positive area develops on the left ventricle, reaching a peak at
240mS. A negative area is located higher and more towards the back

of the heart.

Discussion

It would be of great value to be able to directly validate the
results shown above. This would require measurements of epicardial
potential distributions in a human subject using chfonica]]y

implanted electrodes to minimise ‘departures froma normal torso
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geometry. To the author's knowledge, this study has never been done
- there are obvious practical and ethical prob]ems. However, is is
possible to measure human epicardial potentials during surgery
(Barbato et al. 1958, Monro and Bourdillon 1978), or using an
isolated 1ive human heart (Durrer et al. 1970). Comparison with
these studies shows that, as far as major features are concerned,
the epicardial potential distributions calculated above are

consistent with the electrical activity of a normal human heart.

Va]idatib_n of calculated epicardial potentia'l s has _ been
performed by Barr and Spach (1978) using a dog model. In this study,
potential measurements were taken from the torso surface of a dog
and also from chronically implanted electrodes on the epicardium.
Torso geometry' was obtained afterwards by serially slicing the dog's
frozen carcass. A forward transfer matrix was obtained assuming a
homogeneous torso and using a method based on Green's second
identity (Barr et al. 1977). An inverse .transfer matrix was then
derived using the regularisation method, as described above. The
results of the study showed that ca‘_lcu]ated and measured epicardial
potential distributions agreed in the major features and sequence of
events. A similar study by Franzone (1980) using an isolated dog
heart in a tank, and using various regu]arisatfon methods, showed
similar results. This provides some ehcouragement tha t such methods

are valid in human models.

The calculations of noise amplification factor described above
show that when no regularisation is used (a=0), noise in the input

data is on average increased by a factor.' of almost 2000. This
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implies that inverse transforms based solely on solutions of the
normal equations are unlikely to produce satisfactory results. Lo
(1977) found that epicardial potentials thus calculated were
unreasonably large and oscillatory. He ascribed this behaviour tb
numerical errors which occur while inverting the forward matrix, and
obtained reasonable epicardial potentials by cher means (these are
not clearly stated). Yamashita (1981) calculated the torso surface
distribution from a theoretical source distribution and then used.
this torso data to re-calculate the epicardial potential
“distribution. He did not obtain the initial distribution, instead a
isharp, oscillatory distribution was obtained. This result may be
somewhat surprising, as the whole procedure is theoretically
equivalent to multiplying by an identity matrix. The Tlikely
explanation is that the floating point precision of the computer
used was only seven significant digits. The slight errors thus
caused in the calculated torso surface data and inverse matrix would
lead to 1afge errors in the calculated epicardial distribution. Use
of the regularisation method resulted in a calculated epicardial

distribution much closer to the original.

These studies and the preliminary calculations above show that
it 1is essential to use some form of smoothing (regularisation) when
calculating the epicardial potentials. When using the
regularisation method, both Barr and Spach (1978) and Franzone (1980)
use a constant value ior the regularisation parameter a throughout
the cardiac cycie. The results described above suggest'that the
optimum value varies throughout the cardiac cycle. However, use of

a constant value may be acceptable, as moderate variations in a
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(1ess than an order of magnitude) lead to relatively minor changes
in the calculated epicardial distributions. The advantage of using
a constant value is that only one inverse matrix needs to be
calculated for use throughout the cardiac cycle. The preliminary

calculations show that when using a value of 10'4

for a, noise in
the input data will on average be increased by a factor of 22 at the
VepicardiUm. However the calculated epicardial potentials are 10 to
15 times larger in magnitude than the measured torso surface
potentials, so that the signal to noise ratio is not decreased by a

large factor.

Because the regularisation method is designed to produce smooth
solutions, calculated epicardial potential distributions may not be
capable of showing sharp features which may exist in reality. For
example, the change in potential at a point wheré the depolarisation
wavefront intersects the epicardium may be quite rapid. This} is a
basic 1limitation imposed by the 1ill-conditioned naturé of the
problem. If it is desired to avoid unstable behaviour in the
solutions, some loss of resolution is unavoidable. This problem may
be bypassed to some extent by calculating inverse integral
distributions, which are of their nature smoother than potential
distributions at a particular instant. These are of some interest,
as a study by Burgess et al. (1978) shows that in particular the
epicardial QRST integral distribution reflects 1local changeS in '

repolarisation properties.

In another study, Cuppen (1983) used a different formulation of

the inverse problem which yielded the activation times on a surface
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bounding the heart (both endocardidm and epicardium were included in
this surface). The activation time is more likely to be a smooth
function of position on this surface, so that there is 1less chance
that the regularisation method employed will remove wanted features.
This study showed good results for a normal heart. However, the
method . depends strongly on two assumptions; | firstly, that the
active heart muéc]e is bounded by a single connected surface, and
secondly, that the sources within thé heart can be represented by a
uniform dipole layer. 'A study by Roberts et al. (1979) on the
influence of cardiac muscle fibre orientation in a dog heart
suggested that the depolarisation wavefront is hot a uniform layer.
It is not clear how large the discrépancy is or what effect it has
on Cuppen's method. More importantly, an abnormal heart (for
example an infarcted heart) may well have more than one surface
bounding the active muscle. In this case, the method is not
applicable, as it depends on being able to close the depolarisation
layer at any instant with a sing]é“‘portibn of the surface which
bounds the active heart muscle. In this context, an advantage of
calculating epicardfé] potential  distributions is that no
assumptions neéd be made about thé internal structure of the heart

or the nature of the cardiac electrical sources.

Conclusion

A method has been developed for calculating epicardial
potential distributions from measured torso surface potential
distributions. Although the resulting epicardial distributions

cannot be directly validated, they are physiologically plausible.
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Furthermore, a number of similar studies performed with dogs or
isolated hearts, where the calculated epicardial potential
distributions can be directly checked, show that good results can be
obtained. These results should encourage the evaluation of inverse
epicardia] potentié] distributions és a‘usefﬁ] tool in av clinical

situation.
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CHAPTER FIVE

MULTIPLE TORSO GEOMETRIES

Introduction

In chapters -three and four, the forwafd and inverse problems
were respectively solved for a single torso geometry. The aim of
this chapter is to explore the effects on these solutions caused by
varying the torso geometry. It is important to know this in order
to determine how much detail (and hence effort) is needed when
applying these solutions to real patients. If a standard torso
model can be used for all patients, then the effort involved is far
less than if individual models must be wused for each patient.
Similarly, less effort is needed if only homogeneous models need to

be used.

Methods

Torso geometries were digitised from CT scans of eight subjects
using the methods described in chapter three. A sample CT scan
slice from each subject is shown in Appendix E. Eleven torso models
were prdduced, the first four being based on a single subject.
Models 1, and 5 to 11;_inc1ude heart, 1lungs, spine and sternum.
Models 2, 3 and 4 have identical externa] geometry to model 1, but
differ in the internal organs which have beén_ included. Model 2
includes the heart, spine and sternum (no lungs). Model 3 includes

the heart and lungs (no spine or sternum). Model 4 includes only
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the heart (no lungs, spine or sternum). In all cases, organs which
are not spec_ificaﬂy included in the model are -assumed to be-
homogeneous and assigned the average torso conductivity 1listed in
table 3.1. An identical grid was used to approximate the slices in
all models. Table 5.1 Tlists the age, sex, Tung volume and chest
circumference of each subject, as well as the number of nodes and
calculated optimum acceleration factor (for the SOR method) for each
corresponding model. Lung volumes and chest circumferences were
calculated automatically from the modelled _torsds. Unfortunately,
not all of the torsos modelled have a completely normal torso
geometry. The two major deviatidns are model 8, where the axis pf
the heart 1ies almost in a horizontal plane, and model 11, ‘where

there is a large left pleural effusion.

Intracardiac blood masses have not been modelled for two
reasons. When studying the forward problem, the aim was to
determine the effect of varying torso geometry external to the
heart. | Also, when solving the inverse problem usiﬁg the methods
'déscribed in chapter four, the internal stfucture of the heart does
not affect the solution because the epicard:ial source regions form a

surface compTete]y enclosing the heart.

The forward problem has been sol_ved for each model using the
methods described in chapter three. For the purposes of examining'
the effects of geometrical differences on the forward solutions, a
dipole-Tike source located in the heart was used in all models
instead' of epicardial source regions. This was done so that

differences in the solutions would not be due to va_r'iationls in the
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Torso Models
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lung chest number optimum
Model age sex volume circumference of acceleration
(1) (cm) nodes factor
1 40 m 5.8 96 18924 1.943
2 40 m 0 96 18924 1.936
3 40 m 5.8 96 19233 1.943
4 40 m 0 96 19233 1.936
5 —  m 4.5 99 18326 1.947
6 50 m 4.3 100 20256 1.947
7 23 f 3.2 91 13668 1.944
8 74 f 3.3 90 15858 1.945
9 5 m 3.7 100 20173 1.951
10 72 'm 3.1 95 17290 1.942
—_ >m 3.1 98 19606 1.945

11

Models 1 to 4 are constructed from data taken from a
single subject, and differ only in the internal organs
which have been included. Lung volumes and chest
circumferences were calculated by computer from the
digitised CT scan slices. The ages of subjects 5 and .11
is not known.,
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size or shape of the sources between models. The dipole source was
placed in each model so that the negative pole was located at the
node closest to the centre of mass of the heart. The positive pole
was loéated 10mm downwards, 7.5mm 1eft;and 7.5mm in front of the

negative pole. The poles were thus 14.58mm apart. This positioning
approximately aligned the axis of the dipole along the axis of the
heart in most mode]s, with the positive pole neafer the apex of the
heart. The positive and negative po1esvwere held at potentials of

+1lmV and -1mV respectively.

In order to check that differences in the.forward solutions @re
not due to variations in the source currents, the source currénts
were calculated for each model once the forward solution had been
obtained. These values are listed in table 5.2. Despite;the
differences in geometry between models, the source currents 1are
almost identical. ' This imp]ies'that the effective resistance seen
by the source depends almost entirely on the conductivity in ‘the

neighbourhood of the source.

The inverse problem was solved for each model using the methods
described in chapter four. Forward transfer matrices were
calculated for each model based on 25 epicardial source regions and
45 torso surface locations. The same number of torso surféce
}-1ocations was used on all models so that identical input data could

be. used with every inverse calculation. These forward-transfer
| matrices aré listed in appendix F. Inverse transfer matrices were
then calculated for each model according to equation 4.7. The value

of the regularisation parameter a used in each case was 10’4



TABLE 5.2

Dipole Source Currents

model current (pA)

oy

10.
10
10.
10
10.
10.
10.
10.

W 0O ~N o a0 & W N

10.
10.

—
- O

10.

79

.80
9
.80

77
78
79
78
77
78

78

- Source currents were calculated after the potential
distribution had been determined by calculating the net
current flowing from the source nodes to adjacent nodes.
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Epicardial potential distributions were calculated for each model
using the input torso surface data as shown in figure 4.4 (40mS from

QRS onset in a 25 year old normal male).

Results

Contour maps of the torso surface potential distributions due
to fhe dipole-1ike sources in each model are shown in figuréis.l.
The overa1l shapes of the distributions are similar in all models.
A positive peak is located on the centre front of the torso, on or
just left of thé sternum. A negative peak is located just right of -
the sternum, higher than the positfve peak. The magnitude of the
positive peak is generally equaT to or higher than that of the

negative peak.

It is of particular interest to examine the differences between
mode]rl and models 2 to 4, where only the internal geometry has been
altered. In model 1 (figure 5.1a), the magnitude of the positive
peak is 10.1uVv, positioned just to the left of the sternum in the
centre of the chest. The magnitude of the negative peak is 10.9uv,
positioned just to the right of the sternum, in the upper part of

the torso.

Removing the lungs (model 2, figure 5.1b) causes the positive
peak to be reduced by 2.7uv (27%). The positive peak is also
shifted to a slightly higher location on the torso surface, and the
area of positive potentials is reduced. The magnitude of the -
negative peak is reduced by 0.7uV- (6%) and its position shifts

slightly towards‘the.sfernum.
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(3 pages). Body surface potential distributions due to

a dipole-1ike source located in the heart.

(k) correspond to models 1 to 11

respectively.

and positioning is as in figure 4.4.

Maps (a) to

Format
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Removing the spine_and sternum (model 3, figure 5.1c) has a
smaller effect. The positive peak is reduced by 1uyv (10%) and is
shifted higher and over the sternum (or where the sternum was). The
area of positive potentials is slightly reduced. The negative peak

is reduced by 0.4uV (4%) and its position is not changed.

Combining the above changes, that is, removing lungs, spine and
sternum (model 4, figure 5.1d), combines the effects of the above
two models. The positive peak is substantially reduced in magnitude

and area, and the negative peak is also reduced.

Examining models 5 to 11 (figure 5.1 e to k) shows that there
is a significant variation in-solutions with different torso shapes.
The positive peak ranges in magnitude from 9.3uV (modé1 11) to
17.5uV  (model 8);: The magnitude of-the'negative peak ranges from
5.9uV (model 5) to 11.8uv (model 6). Positioning of the positive
peak varied from slightly Tleft 6f the sternum, wmid chest, to

slightly right of the sternum, lower chest.

The epicardial potential distributions obtained by solution of
the 1inverse problem for each model are shown in figure 5.2. All
models show a positive peak on the left side or posterior of the
heart. There 1is usually a negative peak lying close to and above
the positive peak. Examining models 1 to 4 (figure 5.2 a to d )
shows once again that omitting lungs and/or spine and sternum from
the mode]svTeads to large differences in tHe solutions. Omitting
lungs has a Tlarger effect thaﬁ 6mitting boﬁe, cauging a 24%
reduction in the magnitude of the positive peak and a 9% increase in

the magnitude of the negative peak. The location of the positive
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peak is then also shifted much higher on the left side of the heart.

Examining models 5 to 11 (figure 5.2 e to k ) shows significant
variations in the solutions. Model 8 is particularly different,
with a large negative peak located near the apex of the heart, under
the positive pgak. The magnitude of the positive peak ranges from
10.0mV (model 8) to 29.4mV (model 6) and the magnitude of the
negative peak ranges from 9.7mV (model 10) to 26.2mV (model 8).

Discussion

The main features shown in the solutions of the forward problem
are consistent with the nature and orientation of the sources. In
fact the torso surface potential distributions produced are quite
simiiar in shape to those measured from a normal subject at mid QRS
(compare, for example, figures 4.4 and 5.1a). This suppofts the
idea underlying most conventfonal electrocardiography and
vectorcardiography, that the e]ectrica] sources in the heart can bé

approximated quite well by a single dipolar source.

Models 1 to 4 differ only in the internal organs which have
been included. When the 1ﬁngs, spine or sternum are omitted from
the model, the corresponding regions increase in conductivity,
because they are assigned an average torso conductivity (460cm)
which is substantially higher than the conductivity of either 1lung
(2100acm) or bone (assumed Ofcm). This ihcrease in conductivity
will tend to 'short circuit' the current flowing through the torso,
reéulting in less current flowing near the skin and hence smaller

potential differences on the surface of the torso. This decrease in
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torso surface potentials with increasing lung conductivity is also

seen in the eccentric spheres model described by Rudy et al. (1979).

The results obtained from models 1 to 4 described above show
that inclusion of the lungs is essential if the forward problem is
to be solved accurately. These results a1so‘show that the spine and
- sternum have a.smaller effect on the forward solution. The effect
of the lungs is greater than the effect of the bony regions probably
because of the much greater vo]ume’which the lungs occupy. If the
ribs were included as well, the effect of the bony regions may be
much larger, because the bony regions are then greatly increased in
extent around the torso. The models described in this chapter
include only small portions of ribs where they are attached to the
spine (for examp1é see figure 3.1). It is hoped to construct a
model which properly includes ribs to determine their effect. At
the time of writing, the available computing resources have

prevented the construction of a sufficiently detailed model.

The forward so]utidns for models 5 to 11 show that although
majbr features are similar, thére are substantial differences in
‘detail. As expected, the largest positive potential (17.5uV) occurs
on the smallest torso (model 8), although the next largest positiQe
potential (15.8uV) occurs on one of the largest torsos (model 6).
Perhaps in this case, the reduction in potentials which would be
expected on a large torso is offseﬁ by the greater lung volume,
which tends to increase torso surface potentials. The number of
models presented here fs insufficient to proVide.a detailed account

of the effect that each variation in geometry has on the torso
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surface potentials. Nevertheless, these solutions, together with
the results from models 1 to 4, show that it is important to use
accurately shaped, inhomogeneous models if accurate solutions of the

forward problem are required.

The calculated epicardial potential distributions also show
substantial differences between models. The distribution for model
8 1is particularly different when compared to the other
distfibutions, having a large negative area below the positive peak.
This may be due to the different position of the heart in this
model. It s not possible to say which model gives the c1osesp :
approximation to the original epicardial potential distribution
which gave rise to the measured input data, as the original
epicardial distribution is not known; The point is that variations
in both the internal conductivity and overall torso geometry cause
substantial variations in the solutions. Thus, when §a1cu1ating
epicardial potential distributions from measured torso surface data,
it is important to use an inverse transform based on a mdde1 which
approximates the torso geometry of the subject as closely as

possible.

Conclusion

This chapter shows that the shape and conductivity of the torso
models wused in solving the forward and inverse problems
substantially affect the solutions. For the forward problem, this
implies that if solutions are desired which are to be accurate

beyond the level pf-major features, then accurate modelling of the



119

individual torso geometry is essential. For the inverse problem,
the implication is that it is probably not sufficient to use .a
single torso model when calculating epicardial potential
distributions for more than one subject. In practical terms this
means that substantially more computing 1is required to produce
clinically useful inverse solutions, as 'personalised' inverse
transfer matriées may have to be computed for each patient. It may
be possfb]e to circumvent this problem to a large extent by building
up a "Tibrary' of inverse transfer matrices matched to various types
of geometry (fat, thin; tall, short, male, female etc). In order to
minimise the amount of work involved, it is necessary to use an .
automated system such as the one described in chapter three for the
construction of the torso models. Work on building such a library

and applying it clinically is beyond the scope of this thesis, but

is proceeding.
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CHAPTER SIX
CONCLUSION

Conclusion .

This thesis has described the implementation of a system for
calculating epicardial potential distributions from body surface

potentials which is suitable for clinical evaluation.

A body surface mapping system which is suitable for use on very
sick patients has_ been constructed. A 'jacket' of electrodes is
used to enable rapid placement and removal of electrodes. In the
two years that this system has been operating, over 1300 sets of
data have been obtained from over 600 subjects _by doctors, nurses

and medical students.

An automated system for constructing ~computer models of the
human torso has been developed. Bécause the system is capable of
simulating the placement of the jacket of electrodes on a subject,
models can be developed which are directly compatible with data
collected using the surface mapping system. Initially, a single,
highly detailed torso model was éonstructed and used to calculate
both forward and inverée transfer matrices. It was found that using
a suitable regularisation method, a sequence of physiologically
plausible epicardial potential distributions could be calculated
from body surface data recorded throughout a heart cycle. It is
recognised that these epicardial potential distributions are not

directly verifiable. Previous work using simpler models and with
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dogs, where the results can be checked, encourages the belief that
epicardial potential distributions calculated using the methods
described in this thesis may~be clinically useful. In the end,
their value must be determined by the clinical results whiéh can be
obtained. Work on applying the transforms developed in this thesis '

to 1arge sets of clinical data is continuing.

A number of highly detailed torso models were constructed to
explore the effects of varying the conductivity and geometry of the
torso. When invefse transfer matrices calculated from each of these
models are applied to identica1 body surface data, substantial
differences appear . in the resulting epicardial potential
distributions. Removal of the lungs or bony structures from a model
also caused substantial variations. These results show that it is
unlikely that a single torso model can be used to develop an inverse
transform for a wide range of subjects. Because the removal of the
major organs also caused substantial variations in the inverse
solutions, it 1is 1likely that inhdmogeneous torso models are

necessary for accurate inverse transforms.

Future Work

It is likely that'a completely self contained mapping system
could be constructed with most of the capabilities of the present
system. Such a system would use the extremely compact disk drives
and high performance 16/32 bit microcomputers which are becoming
available at the time of writing. This system w6u1d have the

. advantage of being completely mobf1e, while still having enough
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storage space and processing power to both maintain large sets of
data and perform the calculations required for the forward and

inverse calculations.

It is unlikely that it ﬁ111 be possible to obtain accurate
internal geometries for all patients on whom it is desired to
calculate epicardial potential distributions. However, it s
possible to develop a 'library' of inverse transfer matrices based
on torso models of various geometries. The bresent mapping system
already records a single -approximate 'measure of the chest
circumference of each subject mapped. This measurement is used to
determine the number of electrodes which contact the patient and
hence the number of rows in the forward transfer matrix. With minor
changes and 1little extra work when mapbing, adequate measurements
could be recorded so that at least the overall éize and shape of
each 'patient can be matched to a suitable model. The automated
system described in chapter three will allow such a library to be
constructed with a minimum of effort. Setting up such a library
would also eliminate a]mosf all of the computation time which would
otherwise be 1involved in producing individualised inverse transfer .
matrices. Calculations of epicardial potential distributions would
simply require the application of an already calculated inverse

matrix, a process requiring only a few seconds.

To evaluate the inverse transforms described in this thesis
will require the comparison of measurements obtained from the
epicardial potentials with other independent measures of _ the

function of the heart. In the case of myocardia] infarction, this
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.may involve the comparison of areas of abnormal epicardial
potentials (such as ST segment changes) with other methods of
determining the sizes of infarcts (such as cardiac enzyme changes or
post mortem studies). Further calculations should also be applied
to the epicardial potentials. It is a simple matter, for example,
to calculate the distribution of current flowing into or out of the
epicardium once the epicardial potentials in a model are known.
This current distribution may provide a much better means of
localising ST segment changes, as the current distribution does not

depend on the choice of reference point for potentials.
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APPENDIX A
CIRCUIT DIAGRAMS

-This appendix contains circuit diagrams for the major units which

make up the body surface mapping system described in chapter two.
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APPENDIX B
SAMPLING SOF TWARE

This appendix contains 1listings of the main programs used to run the

surface mapping system. The following programs are included:

UNIX Modifications to the UNIX system to restrict the amount of
memory used and allow programs to map their data address

space.

dr.c Device driver for the DR11W direct memory access interface
sample.c The program which runs the mapping system

qrs.c The QRS onset picking algorithm

A1l of these listings are in the C programming language. Due to the
wide range of characters used in this Tlanguage, it has been
necessary to print most of the listings in this and following

appehdices on a dot matrix printer.
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To restrict UNIX to less than the full amount of memory
available, it is simply necessary to add the following statement
after the system has performed the memory size test in the startup
routine, and before mfree is called:
if( (SYSMAXMEM - (ka6->r[0] + USIZE)) < maxmem )
maxmem = SYSMAXMEM - ( ka6->r[0] + USIZE );
Here, SYSMAXMEM is a constant which is the desired amount of

memory which UNIX should use ( in units of 64 bytes ).

If the UNIX system is running on a PDP1l without separate I/D

space, the statement should be

if( (SYSMAXMEM - (eu + USIZE)) < maxmem )
maxmem = SYSMAXMEM - ( eu + USIZE );

To allow programs to access the spare memory above SYSMAXMEM, the

system call listed on the following page was added:
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/% phys system call
* Allows a program to access memory above SYSMAXMEM (including 1/0
* page ! )
* .
% VERY dangerous
* use with care
*
* Stephen Walker
* University of Tasmania
*
*/
phys()
{ .
struct a {
int seg;
int size;
int physadr;
} kuap;
if( suser() ) /% check program has permission to use this call */
{
/% get arguments %/
uap = (struct a *)u.u_ap;
/% check arguments within range */
if(uap~->seg <0 || uap->seg >7 || vap->size <0 || uap-)>size >127)
{
u.u_error = EINVAL;
return;
>
/% check address is above SYSMAXMEM */
if( uap->physadr < SYSMAXMEM )
{
u.u_error = EINVAL;
return;
>
$if 1D_SPACE
/% if separate i/d , add 8 to seg ( map D space ) */
if( u.u_sep )
vap-rseg += 8;
#endif ID_SPACE
/% check segmentation register for auallabxlxty */
if( u.u_uisd{uap->seqg] && (u.u_uisd[uap->segl&ABS) == 0 )
{ ' ,
u.u_error = ENOMEM;
return;
3 .
u.u_uisaluap->seg] = uap->physadr;
u.u_uisdfuap->seg] = ((uap->size)<(8) | RW | ABS;
/% set segmentation registers %/ '
sureg();
return(0);
>




132

N
»

dr.c --- DR11W DRIVER

This driver is a special driver written to sample data from an
external device via a DR11W DMA interface.

It allows the process to set up the DR11W registers and
will also manipulate the UNIBUS MAP to allow data to be
stored in a large extra area of memory which UNIX does not use.

The device is single user only (only open once).

M O% o ko % M % % % %k N N XN

Routines:
“open - set open flag
close - reset open flag
ioctl - set up regs , sample to appropriate area
Stephen Halker
University of Tasmania
June 1983
y: ,

#include <{sys/param.h>
#include (sys/dir.h’
#include (sys/user.h’
#include {(sys/buf.h>
#include {(sys/dr.h>
#include <{sys/seq.h’

/% start of extra memory %/

#define XMEMSTART (512%32)

/% top of memory which DR11W is allowed to use */
#define XMEMTOP  (640%32)

unsigned drflags;
struct buf bp;

dropen(dev,flag)
{
if ( minor(dev) =0 )
{
u.u_error = ENXIO; .
: return; .
3

/% check if already open */
if ( drflags & DROPEN )
{
u.u_error = EBUSY;
return;
>
drflags = DROPEN;
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>
dreclose(dev,flag)
{
drflags = 0;
>

/% This routine performs various user requests */
drioctl(dev,cmd, addr,flag)
caddr_t addr;
{
register unsigned address;
unsigned data;
struct dr_ioparam ioparam;

switch (omd)
{ ,
case SETDRWC:
case SETDRBA:
case SETDRCS:
case SETDRIO: '
if ( copyin(addr, &data, sizeof (data) ) )

{ .
u.u_error = EFAULT;
break ;

¥

swi tch(omd)

{

case SETDRWC: /% set word count reg */
DRADDR->drwc = data; .
break;

case SETDRBA: /% set bus address reg */
DRADDR->drba = data;
bresak ; :

case SETDRCS: /% set control/status reg %/
DRADDR->drcs = data & ~GO;
break ;

case SETDRIO: /* set 1/0 reg k/
DRADDR->drio = data;
break;

¥

break;

case GETDRWC: /% get value in word count reg */
data = DRADDR-)>drwc;
. goto out; '
case GETDRBA:
data = DRADDR->drbaj
goto out;
case GETDRCS:
data = DRADDR->drcs;
goto out;
case GETDRIO:
‘data = DRADDR->drioc}
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out:
if ( copyout(&data, addr, sizeof(data)) )
u.u_error = EFAULT;
break ;

/% TRANSFER request samples data from the mapping equipment %/
case TRANSFER:
/% get parameters %/
if ( copyin(addr, &ioparam, sizeof(ioparam)) )
{
u.u_error = EFAULT;
break;
>

if (ioparam.ioflags & ( ECG ) )
{ .
if( ((address=ioparam.addr) >XMEMTOP)
I | (address (XMEMSTART) )
{
u.u_error = EFAULT;
break;
}

drflags = DROPEN;

/% grab unibus map */
mapalloc(&bp);

/% map dats area */
drmap(address) ;

/k start sampling %/
DRADDR->drecs 1= (GO|IE|XBA16);
DRADDR->drio }|= START;

drmonitor(); /% wait till transfer complete %/
drstop();

/% give back unibus ‘map */

drunmap() ;

ioparam.ioflags |= drflags;

if ( copyout(&ioparam,addr,sizeof (ioparam)) )
u.u_error = EFAULT;

break; o

>

drintr(d) /% interrupt routine - start another transfer if necessary %/
/% ( yet to be implemented ) */
{ .
drflags |= FINISHED;
>

‘drmap ( addr )
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register unsigned addr; /% address to point to ( * 64 bytes ) */

<
register int ij;
for (i=l6; i1<48; i += 2)
{
UBMAP->Tr[i] = ( addr<<6e } + (i<12);
uBMAP->rli+1] = ( (addr>>10) & 077) + ((i-16)>>4);
>
>
drunmap()
<
register int i;
for (i=16; 1¢48; i += 2)
UBMAP->r[i] = (i<12);
mapfree(&bp);
} n
drmoni tor()
{
long i3
io= 05 :
while( ((drflags&FINISHED)==0) &§& i < 500000)
it++; '
/% loop until interrupt or timeout %/
>
" drstop()
{

/% stop ecqg sampling */
DRADDR->dric &= “START;

/% reset drllw if ready bit not set.

* This should only occur if timeout occurs and
* DR11W has not seen any errvor */

if( (DRADDR->drcs&READY) == 0)

2
DRADDR->drcs = MAINT;
DRADDR->drcs = READY;
drflags |= DRTIMEOUT;
>
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*

sample.c -- Program to run the mapping system

This program samples digitised ECG data simultaneously

from a large number of electrodes.

It uses a specially written device driver (drilw)

Data is stored in an area of memory above that which UNIX uses

It also demultiplexes the ecg data in extended memory
which has been (or should have been ) collected by the
sampling routine.

Data is plotted for examination and may be saved if required.

All graphics output assumes that the terminal interprets REGIS
graphics commands (eg DEC VT125, UT240);

Program must be setuid to root to-allow access to the special device
drivers and to the phys system call

Stephen'Nalker
Uni of Tasmania
December 1983

X% 3k % M N N o N M N N NN X X

*
N

#include (sys/param.h)
#include (sys/buf.h’
#include (sys/timeb.h>
. #include {ctype.h)
#include <(stdio.h>
¥#include <(signal.h’
#include <(sys/dr.h>

#include ‘“ecg.h’
#include “screen.h"

/% bits in DR11W CS reg to turn trolley power on %/

#define POWERON 02

/% word count reg value %/

#define  WCVAL 0

/% bus address reg value (0 because data mapped by unibus map) */
#define  BAVAL 0 :

/% size of buffer for de-multiplexing */
#define BUFSIZE (16384)

#define XMEMSTART (512%32) /k first No is Kw %/
int *bigbuf; /% big buffer for mapping to extended mem %/
int chan[SPC); /% buffer for 1 channel *x/

int memoffset; /k offset in words from XMEMSTART of valid data %/



char ratel2);

/% sampling rate (string, length 1)

int posn; /% jacket position %/

int v1,v2,v3; /% battery voltages %/

int dr; /% drllw device file descriptor */
main()

{
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*/

int nasty(),timecut(}, ok;

/% ignore delete key .74

signal (SIGINT,SIG_IGN); .

/% catch alarm to turn off power and exit %/
signal (SIGALRM, timeout);

/% other signals trap to nasty routine %/
signal (SIGTERM,nasty); '

signal (S1GBUS,nasty);

/% Increase process priority a bit so we dont keep patients
waiting too long %/
nice(-10);

/% clear text and graphics screens %/
clearts();

cleargs();

printf ("ECG SAMPLING PROGRAM\n\n");

if( (dr = open(DRDEV,0) ) == -1) /% cpen drilw */
{

fflush(stdout);
fprintf(stderr,“"Sorry, extra memory is busy\n");
exit(l); :

>

ck = 0;

poweron(); .
printf("Power is on - wait for warm up (15 sec)\n\n");
fflush(stdout);

/% while they are waiting we set up regis
graphics to save time later */

enterregis(0);

showplane(2);

writeplane(l);

border(11,5,"");

writeplane(2);

endregis();

sleep(10);

/% main sampling loop */
while( ok == 0 )
{ o
/% set alarm so power goes off if no response
af ter 10 minutes %/
alarm(1200);
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/% sample data %/
sample();
/% demultiplex it %/
demux();
/% inspect it and return whether ok or not */
ok = inspect();
/% reset alarm %/
alarm(0);
>
poweroff(); /% turn trolley power off */
/% reset alarm *x/
alarm(0);

/% close drliw %/
close(dr);

Skddekedokokokddkdekdedkodedokdekdokk ko dedkkdekdedok dekdkdokdokdkkokdkddedkok ke dokokokodkokokok ok ok k kkkkk /

/% vroutine to set up drllw and do actual sampling */
/ ke dededok ke dede ek ek diedeok ke Ak dok ok dekekkde ke dededkok ok k kb dede ok ke ek ok dokok Aok gk ko ko ok ok /

sample()

{
unsigned data;
struct dr_ioparam ioj

clearts();
signal (SIGINT, SIG_IGN);

data = HCVAL; .
if( ioctl( dr, SETDRWC, &data ) != 0) /% load word count reg */
ohdear(“setting word count register®);

data = BAVAL; . ,
if( ioctl( dr, SETDRBA, &data ) != 0) /% load bus addr req */
ohdear("setting bus address register®);

data = 03 :
if( ioctl( dr, SETDRIO, &data ) != 0) /% clear io reg *x/
ohdear(“clearing io register”);

do /% read jacket position */

{
“printf("\nlnput jacket position (-1 to 3))>");
if( scanf("%d",&posn) == 0)
while( getchar() != ‘\n’ );
>

while( posn<-1 || posnl3 );

printf(*\nlnput sampling rate :\n\n"); /% read sampling rate %/
printf(* 0 --> 1000 samples per second\n");
printf(" 1 --> 500 samples per second\n");
printf(" 2 --> 250 samples per second\n®);
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printf(" 3 -- 125 samples per second\n");
printf(">");

fflush(stdout);

scanf(*%1s",rate);

data = READY | POWERON;

/% set sampling rate bits */

data |= (*rate & 03) (< 2;

if( ioctl( dr, SETDRCS, &data ) != 0) /* load cs reg */
ohdear("setting sampling rate");

ECG; /% ecg'tyﬁe transfer x/
- XMEMSTART /% where to start transfer %/

io.ioflags
io.addr

/% now we do the sampling */
if( ioctl( dr, TRANSFER, &io) != 0)
ohdear("sampling (ioctl call error)");

/% check cs req for errors */
if ( ioctl( dr, GETDRCS, &data) != 0)
ohdear("reading CS register"”);

if( (data&ERROR) || (io.ioflags&DRTIMEOUT) )
/% print a message and exit if errors while sampling %/

{
printf("CS = %o\nFLAGS = %o\n",data,io.icflags);
ohdear("sampling");

>

/% tell them to relax */
printf(°Finished sampling - patxent can relax\n\n");
fflush(stdout);

./**********************************************************************/
/% demux reads the data in extended memory and puts it back in */

/% semi-demultiplexed form */
/kdkdckdododkekddokdokkokokkdededkokdedokdkdedekkdokdodk dokdododk dokokdokdok ok kokok ok kkdok dokdokkdokkokkokk /

demux()

{
register int from,to,val;
int tmp,next;
int i;

printf("Hait...\n");
fflush(stdout);

/% check data is multiplexed correctly and get
battery voltages %/
memoffset = checkdsta(); /* doesnt return if data bad */
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for(i=0; i<4; i+) /% 4 bufferfuls gets all the data %/
{
mapbuffer(i,memoffset); /% read next buffer x/
val=bigbuf[0];
bigbuf[0]=0;

/% Demultiplexing loop - does it all in place,
by calculating where each value should be stored (to)
from its’ original location (from). Looping
behaviour is avoided by noticing that all original
values are negative (unused bits are set), whereas
demultiplexed values are stored positive %/
from=0; '
next=1;
while( next < BUFSIZE )
{
to = (from>>6) + ( (from&077) << 8 );
if( bigbuf{to] >= 0 )

{ N
bigbuf{to) = val&01777;
while( next < BUFSIZE && bigbuf[next] >= 0 )
next++t;
if( next ¢ BUFSIZE )
{
from = next;
val = bigbuf[from];
bigbufifrom] = 0;
>
¥
else
{
tmp = bigbuf[to];
bigbuf[to] = val&01777;
val = tmp;
from = to;
3 .
¥
bigbuf[from)=val&01777; /% put back last value */
>
> /% data should now all be semi-demultiplexed in mem, starting at

XMEMSTART (#32W) + memoffset words %/

/dcdedcdedk e dedd e dede dededk e dede e dedede ko e dek ded dedededodedededek ok e deok e dededoiokkk bk ek ok dokdok ok dok ok /
/% Checkdata returns the address of the start of valid */
/% data , or exits if data is not valid */
/Fedededcdedededcddededede ke e de oo dededede e ek e dodek dede etk d e dededede dede dededededek kok ke kok dek ke kk ok kok kk k /

checkdata()

register unsigned start;
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register int i}
mapbuffer(0,0);

/% now skip the first sample ( as it may have 65 channels-
* a hardware fault) and point to the first point with

* last channel bit (02000} not set

* (the last two channels may have this bit set - hence

* the second if stmt)

*/

for(i=0; ((bigbuf[i)&02000)==0)&8&(i<BUFSIZE); i++);
1f(i>128) ohdear(®skipping first sample");
if(bigbuf[++i]&02000) it++;

/%
* We are at the start of potentially valid data
* Check that the last channel bit is set every
* 64 data words (only the first buffer of data
* is checked)
*/

start = ij /% save start x/
for( ;3 i<{BUFSIZE; i+= 64)

if( (bigbuf[i-1]&02000) == 0 1 (bigbuf[i}&02000) != 0 )
chdear ( “checking data format");

/k g :
* Data is valid so get battery voltages, write header and
* return with start of data
% .
% Battery voltages are as follows:
*
* -12 v battery -- chan 60
* +12 v battery =-- chan 61
* +6 v battery -- chan 62
* .
* They are read from sample number 30 for these channels
* ( a fairly arbitrary choice)
*/
vl = (bigbuf[start+64%50-5)) & 03777; /% -12 batt */
v2 = (bigbuf[start+64%50-4]) & 03777; /% +12 * %/
v3 = (bigbuf[start+64*%30-3])) & 03777; /%x +6 " %/
return(start);
>
getheader()
{

register int ij;

for( i=0; i<{SPC; i++) chan[i) = 0; /% clear area to be written %/
chan{0] = '
chan{l) = (*rate)&03;



chan[2] = vi;
chan[3) = v2;
chan{4] = v3;
chan[S] = posn;

/% routine to map bigbuf into extended memory

% i is offset in 16kW from XMEMSTART
* off is offset in words within that 16kH ramnge

mapbuffer(i,off)
int i
int off; .

{

register seg,physadr;

physadr = XMEMSTART + ( i (¢ 9 )};
for(seg=1; seg{6; segtt)
{ ,
if( phys(seq,127,physadr) =0 )
ohdear ("mapping memory"™);
physadr += 0200;
> : -
bigbuf = (int *)(020000) + off;
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/*t'k****ﬂﬁﬂ****ﬁ*ﬁﬂﬂﬂﬁﬂ*ﬂ*mmm****ﬁ******/
/% Routine for simple examining and saving
/kdkdedcdedok dedededodkokdk ded gk ke ke Ak ke dodeok kk Ak kkokde dodedkk ke ke dkk kdkkk ok ok ok ok ok kkkkokk /

*/

int getout; /% flag set by quit() to show DELETE has been pressed */

inspect()

{

int quit();

int chnum,n,i,point;
int badchan[CHNUMI1)
double sf,volts[3]);
unsigned flags;

char ans[2)], label[10]};

signal (SIGINT, quit);
flags=0;

volts{0] =(double) (512-v1)*40.3/1024.0;
volts{1l] =(double) (S512-v2)*40.3/1024.0;
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volts(2] =(double) (S512-v3)*20.0/1024.0;

for(i=0; i(=CHNUM; i++) badchan[i] = 0;
for(;;
{

getout = 0;

clearts();

enterregis(0);

eraseplane(2);

showplane(2);

/% set up regis macrographs used by plotone */
printf("@:plV[1P[+1,08;"); '
printf("@:vi[+1,€;%);

fflush(stdout);

endregis();

/% print a message if batteries are low %/
if( volts[0]>-11.6 || volts[1]<11.6 || volts[2])<5.8)

{
printf("\033[1m");
printf (" BATTERIES ARE LOW\NR");
printf ("CHANGE BATTERIES AFER FINISHING THIS PATIENT\n\n");
printf("\033[0m");
> ,

printf(*"Select an operation from the following codes\n\n®);

printf(" p --> plot all channels\n");
printf(* ¢ =--> plot single channel\n");
printf(" s --)> save data\n");

printf(" r --)> sample again\n");
printf("® X ==> exit program\n®);
printf(®>");

scanf ("%1s",ans);
if( getout == 0 )
swi tch(*ans)
<
case ‘p’:
/% plot all channels */
<
clearts();
enterregis(0);
showplane(3)
writeplane(2);
plotall();
endreqis();
if( getout )

{
enterregis();
printf(";;;%);
endregis();
break;

> v

pickbad(badchan);

flags |= BADDONE;
labelbad(badchan);
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printf("\033[24;1HPick bad channels");
fflush(stdout);
reviewbad(badchan);
clearts();

, break;

>

case ‘c’:
/% plot -3 single channel %/

<
clearts();
getchnum( &chnum) ;
getsf(&sf); -
getn(&n);
getpoint(&point);
getchan (chnum,chan);
scale(chan,l,sf); _
sprintf(label,“%d",chnum);
clearts();
enterregis(0);
showplane(2);
writeplane(2); _
border(1,1,label); _
plotone(chan,SPC-2,1,1 ,WIDTH,HEIGHT,,point,n);
endregis();
labelonebad( badchan{chnum] );
askifbad( badchan , chnum )}
break;

case ‘s’:
/% save the data */
{
poweroff();
alarm(0); '
if( (flags&BADDONE) == ()
" pickbad(badchan) ;

save(flags,badchan);
return(l);

case ‘r’: _
/% repeat the sampling process */
<
clearts();
return(0);

case ‘x‘: ,
/% exit from the program %/
{

clearts();
cleargs();
return(l);
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default:
{
>
> /% end of switch %/

> /% end of for(;;) */

/% Routine to get channel chnum from memory
* after demux has run.
*/ ’

getchan(chnum,chan)

int chnum,chan(];

{
register int *¢, %m;
register int j ;
int i,physadr;

if( chnum<1l || chnum>CHNUM) /% return if chnum not sensible %/
return(l); '

¢ = chan;
for(i=0; i<4; i++) /% channels are in 4 parts *x/
{

physadr = XMEMSTART + ( i * 512 ) + ((chnum-1) * 8);
if( phys(l,lZ?,physadr) i= 0 )

¢ ochdear("mapping memofy ( getchan )");

; = (int *)(020000) + memoffset;

for(j=0; j<256; jt++)

*kctt+ = dmt+;
}
return(0);

>

qui t()

{ ,
signal (SIGINT, quit);
getout++}

>

poweron()

{

unsigned data;

data = READY|POWERON;
if( ioctl( dr, SETDRCS, &data ) != 0) /% turn power on (cs reg)x/
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ohdear (" turning power on");
>

poweroff() /% power off routine */

£
unsigned data;
data = READY & “POWERON;
if( ioctl( dr, SETDRCS, &data) != 0)
{
fprintf(stderv,"Error while turning power off -~ GET HELP\n\n");
exit(l);
>
>

ohdear(err) /% error routine %/
char *err;

<
fflush(stdout);
cleargs();
fprintf(stderr,"Error while %s\n", err);
poweroff();
exit(l);
>
timeout()
{
poweroff();
setttnormal();
cleargs(); :
printf(°\n Timeout! \n");
close(dr);
exit(l);
>
nasty() /% routine for unexpected signals */
{
cleargs() :
printf("Program terminated unnaturally -- GET HELP\n");
exit(l);
>

/*******************************************************t**********/

/% Routines to save the data in a named file */
ZkFFokk Kdedkd Atk ek ke dok dedkok dedk ok ek k ko ddok ks ok ke ke ke ke koo ok koo k kkk kkokk /

save(flags,badchan)
unsigned flags;
int badchan{];

<
int key,i,dataf;
char newfn[50];
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clearts();

if( flags&SAVED )

<
printf("Data has already been saved\n\n");
fflush(stdout);
sleep(2);
return(-1);
>

/* get the identifying number for this set of data %/
if( (key = getid())<0 )

{
printf (“ERROR - CANT ASSIGN KEY\n");
fflush(stdout);
sleep(2);

. return(-1);

>

/% set up data file */
sprintf(newfn,”/user/icu/ecqgdata’/req.%04d" ,key);
if ( (dataf = creat(newfn,0444)) == -1)
{
printf("Can’t create data file\n");
fflush(stdout);
sleep(2);
return(-1);
}
printf("Saving to file rcg.%04d ....\n" ,key);
fflush(stdout); .
getheader();
chan{[0] |= SAVED;

/% write out the data %/
write(dataf ,chan,2048);
for(i=l; i {=CHNUM; i++)

<
getchan(i,chan);
chan{0) = badchan[il;
write(dataf, chan, 2048);
>

close(dataf);
chown(newfn,105,105);
return(0);

/% file where last identification number was stored *x/
. #define LASTKEY "/user/icu/ecgdata/lastkey"

/7% identification file */ '

#define IDFILE */user/icu/ecgdata/ecg.id”

getid()
{
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char fname[20), lname[20}, ur[10), *date, buff[80);
FILE *idf, *lastkf;

int key,i;

long tp, time(), lseek();

/k read last id number %/

if ( (lastkf = fopen(LASTKEY,"r") ) == NULL)
return(-1); o

if( fscanf(lastkf,“%d",8key) i=1)
return(-1);

key++;

printf("Input patient’s name (1 first name then surname) \nl>");
/% read name */

scanf("%419s%19s" ,fname,lname) ;

while( getchar() != “\n’ ) /% flush input */ ;

/k make first letter upper case, rest lower case */

fname[0] = toupper(fname[0]));

lname[0) = toupper(lname[(]);

for(i=1; (fnamel[i] != “\07); i++) fnamelil]
for(i=1; (lname[ll I= /\0’); i++) lname[i]

tolower(fnamefil)
tolower(lnamefi]))

prxntf('\nlnput patient’s UR number \n)>");
/% read hospital unit record number %/
scanf("%6s°,ur);

while( getchar() != ‘\n’ ) /% flush input %/

/% get date and time from system */
tp = time(0);
date = ctime(tp);

if( (idf = fopen(IDFILE,"3")) == NULL)
return(-1);

sprintf (buff,*%ld %s %s %s %s®,key,fname,lname,ur date),
/% print id data to file and terminal %/

printf{"\n %s\n",buff);

fprintf(idf,"%s",buff);

fclose(lastkf);

if ( (lastkf = fopen(LASTKEY,"w")) == NULL)
return{-1);

fprintf(lastkf,*%d\n",key);

fclose(lastkf);

feclose(idf);

return(key);

/% Routine to pick bad channels
*/

pickbad(badch)
int badeh(];
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{
int i,chnum,max,num,count{1024]};
/% loop for all channels */
for(chnum=1; chnum{=(CHNUM); chnumi+)
{
getchan{chnum,chan) ;
max = num = 0; ,
for(i=0; i<1024; i++) count[i) = 0;
/% build value histogram x/
for(i=0; i{SPC; i++) count[(chan[i]&01777)])++;
/% find most common value %/
for(i=0; i<1024; i++) if( count[i)>count[max] ) max = i}
/% if most common value is not near saturation levels,
find baseline by averaging around this value */
if(max>100 && max<900)
{
num += countimax]; _
for(i=1; num(=SPC/4 && i<=20
&& (max+i)<1020 && (max-i)>20; i+t)
o
num += countimax+i);
num += countmax-il;
N .
} .
/% If less than one quarter of all values lie within
0.4mV of most common value then channel is bad %/
if{num{=SPC/4) badchl[chnum} = 1;
/% npow try to pick non-contacting channels
by the big -ve spike at the first couple of samples %/
if( abs(chan[0)-chan[1])>S0 &&
abs(chan[1]-chan[2])>20 ) badch[{chnum]} = 2;
>
>

/% This routine labels the bad channels once
they have been plotted */

labelbad(badch)

int badch(];

{
int x,y,chnum;
enterregis(0);
chnum = 1;
for(x=0; x<11; x++)
for(y=0; y<3; y+H)
{ ’ :
printf("PI[%3d,%3d]",(x*xWIDTH/11+3) , (yXHEIGHT/5+3) );
if( chnum <= CHNWM )
{ .
if{ badch{chnum] == 1)
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printf(*"T(S1)’B’");
else if( badch[chnum] == 2)
printf(°"T(S1)'D""*);
else if( badch[chnum] == 3)
. printf(*T(S1)°U’");
>
else
{ .
printf("T(S1)/1GNORE’");
3 .
chnum++;

v >
endregis();

¥

/% This routine labels a3 single plotted bad channel */
labelonebad(code)
int code;
{
enterreqis(0);

printf("P[10,10]%);

if( code == 1)
printf(*"T(S2)’B’");

else if( code == 2)
printf("T(S2)’D’");

else if( code == 3)
printf(*"T(S2)‘U’");

endreqis();
¥

/% This routine allows the operator to manually accept or
reject channels %/ :
reviewbad(badchan)
int badchan(];
{
int x,y;
char code;

Xx =y =03

code =’ ’;

enterregis(0);

printf("P[%3d,%3d]",(x*WIDTH/1143), (y*HEI1GHT/5+3) );
fflush(stdout); :

setttsingle();

while( code != “x‘ && code != ’X’)
{
code = tolower(getchar());
swi tch(code)
{
case ‘u’:
{



if(y>0) y--;
else if(x<10) y=4;

break;
>
case ‘d’:
<
1f(y<q && x<10) yp++;
else y=0;
break;
>
case ‘1’:
{
if(x20) x--;
else
{
if(y==0) x=10;
else x=9;
>
break ;
>
case ‘r’:
{
if(x(9 || ( x==9 && y==0) ) x++;
else x=0;
break;
>
case ‘g’:
{
printf (*W(R)T(S1)" “*);
badchan{x*5 + y+1] = 0;
break;
>
case ‘b’:
- £
printf("W(R)T(S1)B"");
badchan{x*x5+y+1] = 3;
break
b

>
printf("P[%3d,%3d]",(x*WIDTH/1145), (y*HEIGHT/5+5)
fflush(stdout);

>

endregis();

setttnormal();

3

/* asks if a single channel being examined in detail is bad */
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askifbad( badchan,chnum )
int badchan{], chnum;

<

- char ans[2];

printf(°\033[{24;1HIs this channel bad?(y/n)>");

fflush(stdout);
scanf(*%1s"®,ans);
if (kans == ‘y’ || kans == ‘Y’)
{
enterregis(0);
printf("P{10,10]T(S2)’B"");
endregis(); .
badchan{chnum] = 3;

Routine to plot one channel with upper LH

X,¥. Box has size xs,ys.

corner at box number

Values are assumed to be ok to fit on the screen.

Every nth point is plotted

Points only are plofted if point 1= 0

plotone(d,len,x,y,xs,ys,point,n)
int dl],len,x,y,xs,ys,point,n;

<

int xx,yy,ybase,lasty,highylim,lowylim;
register int i,xinc;

xx = (x-1)%xs + 2;

ybase = (y-1)%ys + ys/2;

highylim = y%kys;

lowylim = (y-1)*ys;

yy = ybase + d[1);

if( yy > highylim ) yy = highylim;
if( yy < lowplim ) yy = lowylim;
printf("P[%1d,%1dIVL",xx,yy);
lasty = yy;

xinc = 03

/% Regis macrographs are used to try to speed up the plotting */

/% macrographs are as follows @
/k

/% p is JVIIP[+1, used in point mode
used to advance 1 point in line mode

/% v is J[41,
/% they are set up in inspect */

for( i=1j iclen; i += n)
{

*/
*/
*/
*/
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yy = ybase + dlil;

if( yy > highylim ) yy = highylim;
if( yy < lowylim ) yy = lowylim;
if (point) printf("@p%id®,yy);

else
{ .
if( yy == lasty ) xincH;
else
{
if( xinc )
{
' if( xine > 1)
printf(*)[+%1d,%1d" ,xinc,lasty);
else v
printf("@v4ld",lasty);
¥

printf("@v4ld",yy);
lasty = yy;
xinc = 03}

} .

>

if( point ) printf(*"JV[]");

elce

{
if( xine) printf("}[+%1d,%1d])",xinc,lasty);
else printf("]1");

/% Routine to plot all channels
Much optimised, so rather messy !
*/

#include *ecqg.h"

plotall()

{
int x,y,chnum;
doublie zum}
register int i,3;

chnum = 1;

for(x=1; x{(=11; x++)
for(y=1; y(=5; y++)
{

getchan(chnumt++,chan)

=1

sum = 03}

for( i=1; i<SPC; i += 16 )

<
chan[j) = chan[i];
sum += (double)(chan{il);
j+H; '
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sum /= (j-1);
for( i=13 i<j; i++)
<
chan[i] -= (int)(sum);
chan{i] = chan[i])>2;
) ;
plotone(chan,j-1,x,y,70,96,0,1);
if (chnum>CHNUM || getout )
<
return;
¥

/% Routine to divide the graphics screen up into xnum by ynum boxes
* Will number the boxes if label is null or put character string
* label in top right corner
*/

bovder (xnum,ynum,label)
int xnum,ynum;
char %label;
{
int x,y,i,j,num;

for(i=0; i<{=xnum; i++)

{
x = idWIDTH/xnum;
printf("P[%3d,0]V[%3d,%3d}",x,x ,HEIGHT);
>
for(i=0; i<{=ynum; i++)
{
y = iXHEIGHT/ynum;
printf(“P[0,%3d1V[%3d,%3d}",y,HIDTH,y);
>
if (klabel != ‘\07)
< ,
for(i=0; label[j) != ’\0’; j+t);
printf("P[%3d,10]T(S2)‘%s’" ,(WIDTH-20%j),label};
> .
else
{
num = 13
for(i=0;i<{xnum;i++)
{

= (i4+1)*NIDTH/xnum-30;
for(i=0; j<ynum; j++)

{
= J%XHEIGHT/ynum +10;
if( num (= CHNUM )
printf("P[%3d,%3d]T(S1)/%3d’*,x,y ,num);
numt+;
b



/% routines which

* perform various screen functions
*

*/

/% clear text screen %/
clearts()

{ - '
printf(°\033[H\033[0J");

>

/% enter graphics mode */
enterregis(debug)
int debug;
{
if( debug ) printf("\033P3p");
else printf("\033P1p");

}

/% end qraphics mode */
endregis()

{
printf("\033\\");
fflush(stdout);

>

/% clear graphics screen */

cleargs()

{
enterregis(0);
printf("W(RISC(E)");
showplane(3);

endregis();

/% Routine to ask all the questions about

* plotting parameters when examining a single channel
*/ ' :

getchnum(chnum)
int *chnum;
{
clearts();
de
{

printf(*Which channel do you want (0 to %3d) >', CHNUM);

if (scanf(*%d",chnum) == 0)
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flin();
>
while( *chnum<0 || *chnum>CHNUM );
>
getsf(sf)
double *sf;
{
do
{
printf("\n\nlnput scaling factor (0.25 to 5) >");
if( scanf("%f",sf) == 0)
flin();
¥
while( *sf<0.25 || *sf>5.0 );
>
getn(n)
int *n;
{
do
{
printf(*\n\nlnput n - every nth point isplotted >*);
if( scanf("%d",n) == 0)
flin();
¥
while( *n<1 || *n>10 );
>
getpoint(point)
int *point;
{
char ans(2);
do
{
printf("\n\nDo you want points only(y/n))') 3
if( scanf(“%ls”,ans) == 0)
flin();
>
while( *ans!=’y’ && *ans!='Y’ && *ans!='n’ & kans!='N");
if( *ans ==‘y’ || *ans=='Y’ )
*point = 1;
else *point = 03
>

/% flush unwanted extra input %/
flin()
{

while( getchar() I= ‘\n’ );
>

/% Routine to scale and if reqUired,”of_f..se‘t data in chan
*/ sErRe :
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scale(chan center,sf)
int chan[], center-
double sf, '

<
int i, base;

if ( éenter )

£
/k get baseline %/
base = basel(chan);
/% subtract it from each ualue *x/
for(i=0; i(SPC; it++)
chan[:] -= base;
>

/% scale values if scaling factor is not 1.00000 */
if( sf 1=1,0)
- for( i=0; i<SPC; i++)
chan[i] = (int)( ((double)chan{i]l)/sf);

/% This routine finds the baseline of a channel by finding
* the most common value and averaging avound it
* Very similar code to pickbad routine
*/ - '

basel(d)

int dl1;

< o
int i,3,max,num count[1024],
double sum;

sum = 0;

max = num = 0; '

for(i=0; i<1024; i++) count[i] =

for(i=0; i<SPC; i++) count[(d[x]&01777)1++,

for(i=0; i<1024; i++) if( count[:])count[max] ) max = ij
1f(max>100 &8 max(900)

{

sum += ((double)max)*count[max],
num += count[max];

{
J = max+ij
sum += ((double)j)xcount[j];
num += count[)];
J = max - i3
sum += ((double)j)kcount[j);
" npum += countljl;

for(i=1; num¢=SPC/4 && i<=20 && (max+i)<1020 && (max-i)>20;
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if (num)>SPC/4) return((int)(sum/num));

else
/% if channel seems to be bad just average all the values */
{

sum = 03

for(i=10; i<SPC-10; i++) sum += (double)d[i};
return( (int)( sum/(SPC-20) ) );

/% routines to set terminal input to single character, no echo;

* and to reset to normal
*

*/
#include (sqtty.h>

setttsingle()
L

struct sgttyb tt;
ioctl(0,TIOCGETP,&tt); /% get terminal parameters */
tt.sq_flags &= “ECHO; /* no echo */
tt.sg_flags |= CBREAK; /% read single character at a time */
ioctl(0,TIOCSETP,&tt); /% set new parameters %/
>
setttnormal()
{
struct sgttyb tt;
ioctl(0,TIOCGETP,&tt);
tt.sg_flags &= “CBREAK;
tt.sg_flags |= ECHO;
ioctl(0,TIOCSETP,&tt);
¥

/% More strange regis graphics routines
*/

writeplane(n)
int n;
{ ‘
printf("W(F %1d)",n);
>

eraseplane(n) /% doesn’t preserve position %/
int n;
{
writeplane(n);
printf("W(E)P[0,0]W(S [, 480])0[?68]N(80)N(R) 33



showplane(n)
int n;

<

int bl,b2,b3;

switch(n)
{
case 1 :

' bl=74;
b2=0;
b3=74;
break;

case 2 : {
bl=0;
b2=74;
b3=74;
break;
>

default :{
b1=49;
"b2=74;
b3=100;
>
>
printf("S(M1 (L%0d))",bl);
printf(*S(M2 (L%0d))",b2);
printf(“S(M3 (L%0d))",b3);
fflush(stdout);
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QRS onset location

The onset of the QRS complex in located automatically by the
routine listed on the next page. The input data to this routine are
a set of values which are the averages of the absolute values of all

leads at each sampling time.

The data is differentiated, and a the Tlocation of the first
value to exceed a spe;ified threshold derivative value is found.
From this point, the position where the derivative next becomeé
negative is found. If this position is less than 6 mS on froh where
the threshold value was exceeded, it iﬁ assumed that a noise spike
has been found and the search for a point exceeding the threshold
resumes. Otherwise it is assumed that the point just reached liés
near the peak of the QRS comp]ex.  If no QRS peak is found by the
end of the data, the search is restarted with a 1lower derivative
threshold. This improves the chances of finding a QRS complex with
a slow rate of rise (as occurs 1in some conduction defects or

ventricular extrasystoles).

Once a point near the peak of the QRS complex has been found, a
search is conducted backwards until the undifferentiated data
reaches the baseline noise level. The point at which this occurs is

designated the QRS onset.



161

/% qrs - picks the qrs onset from data stored in dt,

qrs(dt)

int dt{];

{

* This data should be the average of the absolute values
% of all the good channels

int i, j, suml, sum2, thresh, fpat, found, drv[SPC];

/% differentiate data and store in drv %/
diff(dt,drv);
fpat = found = 0;

/% set derivative threshold = 3 %/
thresh = 3;

/% loop while qrs not found, lowering threshold on each scan */
while( (found == 0) && (thresh>=2) )

<

b

i = 10; _
/% search along derivative until position of

>

first point above threshold (fpat) is found.

Then look for next point where derivative becomes
negative. If this is more than SmS from fpat, we have
found the peak of the QRS complex */ '

/% look for derivative value which exceeds threshold */
while( drvli){(=thresh && i<{SPC-10 ) it+;
if( i¢(SPC-10 )
/% if one was found, search for next point where
derivative becomes negative */
{
fpat = i
while( drv{i]>0 && i<{SPC-10 ) i+t;
3 ,

while( i-fpat(=5 && i<SPC-10 );

/% lower threshold */
thresh--;

if(i<SPC-10) found = 1;

/% and loop if not found %/

/% if QRS peak found near either end of data , return 0

(assumed not found) */

if ( i<50 || i>=5PC-10 ) return(0);

/% now find onset by comparing signal values

{

with noise before QRS. Start with i at position’
of peak, and decrement until signal fades into noise */
do
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suml = sum2 = 0;
for(j=l; j<=20; j++)

{ .
/% average from 40mS to 20mS before i */
suml += dt[i-40+i];
/% average from 20mS before i to i */
sum2 += dt[i-20+j];

3

i-—3
> _
while( sum2-suml’>=20 && i>=50 );

/% keep decrementing i until data becomes flat or
increaces in value., %/

while( dt[i-1]<=dt[i] && (flat(dt,i)==0) ) i-—;
/% if QRS onset is in 3 usable postion, return it */

if ( 1<40 ) return(0);
return(i);

>
flat(dt,i)
int i, dt[};
{
int j,flt;
flt = 1;
for(ji=0; j<4; i++H) . '
if( defi-j] != dt[i-j-1] } flt = 03
return{flt); .
3 )
diff(dt,drv)
int dt[], drv[];
{

int i;

drv[0] = dt[1] - dt[0];
for(i=1; i(SPC-1; i++)

drvli] = de[i+1} - dt[i-1];
drv[SPC-1] = dt[SPC-1] - dt[SPC-2];
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APPENDIX C
MODELLING SOF TWARE I

This appendix coﬁtains descriptions of the algorithms which
approximate the input CT scan data by a rectangular grid. Program

listings are also included.
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Construction of a grid approximation of an area

When building the torso models, it is necessary to approximate
a region where the boundary has been specified by a large number of
square or rectangular elements. This can be done manually using
graph paper and counting squares, but such a procedure is very time
consuming, especially where the number of elements is large. The
two programs listed in this appendix perform the task automatically,
needing only a 1ist of points on the boundary of the region, and a

specification of the 'mesh' of the final grid approximation.

gridl

The first program, gridl, generates a detailed approximation of
the region using a Square grid. This grid is composed of a series
of horizontal 1ine$ at y=SIZE/2 + n * SIZE, n=0,1,2,.... and
vertical 1lines at x=SiZE/2 +n * SIZE, n=0,1,2,...; , where SIZE is
some appropriate'dimension (2.5mm in the torso models). Thel fegion
is 'sampled' at the points of intersection of these lines. A
'‘bitmap' array representing the region is constructed, where each
element in the array correspdnds to a grid intersection point, and
is non-zero if the point is inside the region. This array is

initially all zero (Figure C.la) and is filled as follows:

Start with any point on the boundary of the region. Join this
point to the next point on the boundary. The line thus formed will
cut a number (possibly none) of the horizontal grid lines. For each
of these grid lines; complement all the elements in the

corresponding row of the bitmap which are to the right of the 1line
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between the two boundary points (Figure C.1b).

Continue around the boundary, joining a line to each successive
boundary point, and comp]ementihg the appropriate bitmap elements
(Figure C.1c). When the starting point is reached again, all bitmap
elements inside the region will be non-zero, while all those
elements outside the region will be zero(Figure C.1d). This method
depends on the fact that any element inside the boundary region will
be complemented an odd number of times, while elements outside the
boundary will be complemented an éven number of times, no matter how

convoluted the boundary may be.
grid2

The second program, grid2, generates the non-uniform model grid
from the square grid produced by gridl. A file containing the
widths and heights of the grid elements is read. Each element is in
turn located on the squafe grid produced by gridl. The apprOpriate
tissue code for the element is then determined by examining the

~square grid points within the element.
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gridl.c

A program to read co-ordinates of an area and cut it up
into a square grid. The coded grid is printed to
the standard output.

Output is in the following form, repeated as many times
as there are input slices

Each number is the number of elements of each following code type.
The special code ? signifies empty elements.

The grid size can be changed by changing fhé include file body.h
SIZE = 2.5, MAXX = 180, MAXY = 140 are suitable for a human '
torso. DO NOT change these without af terwards re-compiling all
other programs which include body.h

This program must be compiled with separate i/d space as follows

ce -0 -i gridl.c -lm -e¢ gridl

Stephen HWalker
Uni of Tas

X % 2% % o b ok o W % e % 3 ok 3 O N M % % % oA o

AN

#include <math.h>
#include <(stdio.h>
© #include (ctype.h>
#include "body.h®

char bitmap[MAXX][MAXY]; /% grid for each sub-area */
char mainmap[MAXX][MAXY]; /% final grid */

float xp[500]; /% array of x co-ords on edge */
float yp[500}; , /% array of y co-ords on edge */
main(argc,argv)
int argc;
char *arqv{];
<
char code[2]; /% property code for sub-area %/
char c; '
int pcount; " /% number of co-ordinates for this area %/
int slicenum; - /% slice number */

int i,3;
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double temp;
int slith; /% slice spacing in mm %/

/% get slice spacing argument %/
if{( arge == 2 ) :

{
slith = atoi(*+targv);
if( elith ¢ 2 || slith > S0 )
{
fprintf(stderr,”Ridiculous slice spacing: 10 mm assumed\n");
“slith = 10;
>
3
else
{
fprintf(stderr,"No slice spacing given: 10 mm assumed\n");
slith = 10;
>

/% first output the numbers defining the grid (in this
case the grid is square, with all boxes 2.5mm on each
side. This output is only done for compatibility
with the output of grid2)

*x/

printf(*Row heights\n");

for(i=0; i<MAXY; i++)

printf(*i\n");
printf("Column widths\n");
for(i=0; i(MAXX; i++)
prlntf( INn®);
pr:ntf("Thlckness of slices (mm)\n%3d\n",slith);

/% main loop for each slice - keep going
while another slice can be read from
standard input

*/ .
while( scanf("%%s %d",&slicenum) == 1 )
{

flin(); /% flush rest of input line */
printf(” Slxce /Ed\n sslicenum); /% print this slice number */

Cfor( i=0; i(MAXX; i+4)
for(j=0; J<MAXY; j++)
mainmap{il[i] = 03 /% clear main grid array */

/% loop for each coded region */
while( getchar() == ‘C’ )

{
scanf ("%%s %1s",code); /% read tissue type code %/
flin(); /% flush rest of input line */
pcount=readcoords(); /% read all co-ords on edge */
fill(pcount); ' /% fill up grid for sub-area %/
transfer(code{0]); /% transfer to main grid %/
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output(mainmap) ; /% print out grid in coded form %/

/% Routine to read the coordinates of points on the edge
of a region (as output by ’‘coords’)
Returns number of points read

*/
readcoords()
{
float x,y;
int pcount;
pcount=0;
/% loop while x and y can be read %/
while( scanf(*%f %f°,&x,&y) == 2 )
{
flin(); /% flush rest of input line %/
xplpcount] = x; /% store x %/
yplpecount] = y; /% store y */
pcounttt; /% increment count %/
>
return(pcount);
>
/% This routine fills in a grid for one area. The grid consists of

lines at x= SIZE/2 + n%SIZE , n= 0,1,2,...... and
y= SIZE/2 + nkSI1ZE , n= 0,1,2,......

Each point where a horizontal and vertical grid

line intersect corresponds to an element

in the array bitmap. If such a point falls inside the

area , then the corresponding element in bitmap will be set

This grid works best if the area just touches the x and y axes,
this will be the case in general for torso slices from the program
‘coords’, if they have been processed by ‘offset’.

The algorithm used here is as follows:

Get two successive points on the area’s boundary.

Sort out which has the higher y value

Compute the first and last grid rows cut by line joining

: the points . '

For each of these rows, complement each element to the right
of the line, in bitmap

Repeat

When the starting point is reached again, all elements inside
the area should be set to 1.

W o o O % o N N O N % O N O % O O % 3 N % ¥ H ¥ ¥

~
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fill(pcount)
int pcount;

{
int i,j,k,h,1,firstrow,lastrow,firstcol}
double temp; '

for(i=0; i{MAXX; i++)
for(j=0; 3<MAXY; j++) :
bitmap{il}{i] = 0; /% clear temporary grid %/

for( k=1; k<{pcount; k++) /% loop for each co-ordinate on edge */
< .
/% find higher point %/
if( yplkl > yplk-1] )
{
h=k;
1=k-1;
>
else
{
h=k-1;
1=k;
>

/% calculate first grid line cut */

firstrow = (int)floor( (yp[l]-(SIZE/2))/SIZE ) + 1;
/% calculate last grid line cut %/

lastrow = (int)floor( (yp{hl-(SIZE/2))/SIZE ) ;

/% check we havent run out of array %/
if(firstrow(0 || lastrow >= MAXY ) _
quit(®grid: area too large - too many grid points\n");

/% loop for each row cut */
for(j=firstrow; j<{=lastrow; j++)
< ,

/% calculate first column to right of cut %/
temp = ( xplhl-xp[1l] ) 7 ( yplhl-yp[l]} );
temp *= ( ( (double)ji + 0.5 )*SIZE - yp[l] );
temp += xp[l];

firstcol = (int)floor( (temp-SIZE/2)/SIZE ) + 1;
if( firetcol<0 || firstcol>=MAXX )
quit("grid: area too big - too many grid points\n");

/% complement each element %/

for(i=firsteol; i<MAXX; i++)
bitmap[il[j] = ( bitmap[il[j] == 0);

¥

/% Routine to add a gridded region to the whole slice.
Each region overwrites any old one lying in the same
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position. It is important therefore to have the outermost
boundary coordinates appearing first in the input to this

program
*/
transfer(code)
char code;
{ .

int i,3;

/% copy any occupied element from bitmap to mainmap *x/

for( i=0; i<MAXX; i+t )

for( j=03 j<MAXY; j++ )
if( bitmap[il[3] ) mainmaplil[j] = code}

>

/% Print out the grid for a slice, using run length éoding

*/

output{mainmap)

char mainmap[ J[MAXY];

{
int i,j,count;
int emptyrows; /% counter for repeated empty rows at end %/
char code,oldcode,label(80];

emptyrows = 0}

/% for each row %/
for(i=0; j<MAXY; i++)
{
count = 0; /% zero count %/
code = mainmap[0][j]l; /* get initial code */

/% run along row %/
for(i=0; id{MAXX; i++)
{
/% if repeated code, inc count %/
if( mainmap{illj] == code )} counttt;
/% otherwise ... %/
else
{ .
/% translate null codes to something printable */
if( code == ’\0’ ) code = “?/;

/% print previous empty rows, if any %/
while( emptyrows )

{ .
printf(*%3d %c\n" ,MAXX,”?/);
emp tyrows——;

>

/% print last code and its’ count */
printf(“%43d %c ",count,code);

/% get new code %/
code = mainmaplillil;
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count = 03

i——n

’
>
if( code == ‘\0’ ) code = “?;

/% detect an entire empty row */
if( code == "?7 && count == MAXX )

emp tyrows+t;
/% else print last code in row %/
else ‘
{
while( emptyrows )
{
printf(“%3d %c\n" ,MAXX, " ?’);
emptyrows—-;
¥
printf(*%3d %c\n*,count,code);
¥

/% Useful voutine to get rid of unwanted input x/
flin()
{
while( getchar() != ‘\n’ )
/% loop */
>

/% Useful routine for when things go wrong */
quit(s)
char *s;
A
fprintf(stderr,"%s®,s);
exit(l);
3 .
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»

grid2.c -

A program to read 2.5mm grid output by gridl and convert
into a non-uniform grid. The coded grid is printed to
the standard output.

Output is in the following form, repeated as many times
as there are input slices

Each number is the number of nodes of each following code type.
The special code ? signifies empty elements

Stephen Walker
Uni of Tas

% 3% % b % % 3 o % % 3 % 3% o % A N % % X % ¥

N

#include <{math.h>
#include {(stdio.h>
#include {(ctype.h>
#include "body.h"

char ingrid[MAXX][MAXY]; /% initial grid %/
char outgrid[NCOLJ[NROW]); /% final grid %/

/% these arrays contain values in units of initial grid mesh size %/

int vowht[NROW]; /% height of each row in final grid %/
int colwd[NCOL); /% width of each column in final grid */
/% this one ie in millimetres %/ .
int slith[NSLI1}; /% thickness of each slice %/
main(arge,argv)
int argce;
char *argu{];
<

int slicenum; . /% slice number */

int i; '

char c;

/% read non-uniform grid spacings %/
getgridsizes(argec,argv);

/% output grid sizes x/
printf("Row heights\n");
for(i=0; rowht[i] != 0; it++)
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printf("%d\n",rowht[il);

printf(*Column widths\n");
for(i=0; colwd[i] I= 0; i++)
printf(*%d\n",colwd(il);

printf(°Thickness of slices (mm)\n");
for(i=0; slith[i] != 0; i++)
printf(*%d\n®,slith[i]);

/% run up to start of firét slice */
while( (ec=getchar()) i= ’S’ && ¢ != EOF )
/% loop %/ ;

if( ¢ == EOF )
quit(®grid2: EOF before first slice\n");

/% main loop - continue while each slice number can be read %/
while( scanf("%%s %d",&slicenum) ==1 )

{ . .
flin(); /% flush rest of input line %/
/% read input grid (produced by gridl) */
getingrid();
. /% make output grid */
makeoutgrid();
/% print this slice number */
printf("Slice %2d\n",slicenum);
/% print grid %/
output();
¥

/% Routine to read the dimensions of the non-uniform grid
from a file specified in program arguments
*/
getgridsizes(ac,av)
int acj;
char *av(];
{
FILE *gf;
int t,i,sum;
char ¢

/% check a file name has been specified */
if( ac 1= 2 )
quit("Usage: grid2 gridsizefile\n");

/% open the file */
if( (gf=fopen(k+tav, “r")) == NULL )
quit("Can’t open gridsizefile\n®);

/% run up to first ‘R’ %/
while( (c=getc(gf)) != ‘R’ && c != EOF) /% loop %/ ;
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if( ¢ == EOF )
qui t("EOF before row heights\n®);
while( gete(gf) != ‘\n‘ ) /% throw away rest of line */ ;

sum = i = 03
/% loop to read row heights %/
while( fscanf(gf,"%d",&t) == 1 && i ( NROW )

<
rowht[i++] = t; /% store height value ¥/
sum += t; .
if( sum >= MAXY /% check grid is no bigger thian fine grid %/
break; :
>

/% fill rest of rowht array with 0/s %/
while( i ¢( NROW )
rowht[i++) = 03

/% read up to *C’ in input */ :
while( (c=getc(gf)) I= ‘C’ && c = EOF ) /% loop %/ 3
if( ¢ == EOF )
qui t("EOF before column widths\n");
while( gete(gf) I= ‘\n’ ) /% throw away rest of line */ ;

sum=i=0; | :
/% loop to read column widths */
while( fscanf(gf,"%d",&t) == 1 && i ( NCOL )

< .
colwd[i+t+] = t; /% store width value */
sum += t;
if( sum >= MAXX ) /% check grid size again %/

break ; '

>

while( i < NCOL ) .
colwd[i++] = 03 /% clear rest of array *x/

/% read up to ‘T’ %/ :
while( (c=getc(gf)) != ‘T’ && c = EOF ) /* loop %/ 3
if( ¢ == EOF )
qui t(“EOF before slice thicknesses\n");
while( gete(gf) I= ‘\n’ ) /% throw away rest of line */ ;

i=0;
/% loop to read slice thicknesses %/
while( fscanf(gf,"%d"”,&t) == 1 && i ( NSLI )
{
slithl{i++] = t; /% store width values */
>
while( i ¢ NSLI )
slithl{i++] = 0; /% clear rest of array */

/% Routine to read 1 slice from standard input
* It assumes the first line of the slice ( "Slice nn® )
* has already been read (this is done in the main loop in main)
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getingrid()

-

¥

/% Routine to fill up the output grid - most of the work is

int x,y,n;
char c¢[2];

x=y=0;

/% loop while we can read another code count */
while( scanf("%d”,&n) == 1)

{

>

/% read tissue code */

- if( scanf("%ls",c) I=1)

quit(®"lllegal input grid (no code)\n®);

/% fill ingrid array with n codes */
while( n--)
< .
ingrid{x++1}{y] = cl[0]);
/% check for end of array row */
if( (xMAXX) == 0 )

{

x = 0;

y++;

/% move x,y to start at next array row and

check also at end of input line %/
if( n || getchar() != ‘\n’") :
quit("Illegal input grid (line syne)\n®);

>

/% check we finished at end of an array row */
if( x )

quit("Illegal input grid (incomplete last line)\n");

/% fill rest with code for empty */
for(; y<MAXY; y++)

for(x=0; x ¢ MAXX; x++)
ingridix)[y] = EMPTY;

* done by the next routine ‘code’
*/
makeoutgrid()

{

int x,y;
char code();

/% loops for each element in outgrid */
for( y=0; y<NROW; y++)

for(x=0; x<NCOL; x++)
f _

177
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outgridixl{y]l = code(x,y);

>

/% Routine to find the most common code in all the fine grid points
* contained in one large grid box at x , vy

*/

char code(x,y)
int x,y;

{

int inx,iny,max,i,J,k;
char c,maxcode}

struect {
char code;
int count;
3 .
count{20); /% structure for counting different

codes within a large gqrid box -
allows for 20 different codes -
this should be plenty %/

/% first find where we are in the fine grid %/
inx = iny = 0;
for( i=03 i<x; i++)

inx += colwd[il; /% add up column widths */
for( i=0; ily; i++) _

iny += rowht[il; /% add up row heights %/

/% check we are not outside the fine grid area %/
if( Cinxtcolwdix]) >= MAXX || (inytrowht{y]) >= MAXY )
return(EMPTY);

/% now run through the fine grid points and count the various
* codes
*/

/% clear count array */
for(k=0; k<20; k++)
{
countf{k).code = (char)0;
‘ count[k].count = 0;
>
/% do the counting %/
for(j=iny; 3 < (iny+rowht{yl); j++)
< )

for(i=inxj i < (inxtcolwdlx]); it+t+)
{
/% get each fine grid code */
c = ingridli){3]; :
/% loop to find correct cond count to increment %/
for( k=03 k<20; k++)
{
/% if code has not been seen before, insert in table
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*/
if( count[k).code == 0 )
{
countfk).code = c;
count{k].count = 1;
break ;
>
if( ¢ == count[k}.code )
{
count[k].countt++}
break;
>
¥
¥
>
max = 0;

/% find most common code */
for(k=0; count{k].count; k++)
if{count[k].countdmax || (count[k].count==max && count[k].code!=EMPTY)
{ , ‘
max = count{k].count;
maxcode = count[k].code}
>

return(maxcode);

/% routine to print output grid */
output()
{
/% This routine is very similar to the routine
‘output()’ in gridl.c and has been omitted here
to save space

Routines “flin()’ and ‘quit()’ have alsoc been omitted
*/ v
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APPENDIX D
MODELLING SOFTWARE II

This appendix contains listings of the programs used to determine
the set of nodes within a given torso (numbers.c) and generate the

system of equations for the potentials throughout the model

(egns.c).
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N
*

numbers.c - Organise nodes from a set of coded
cross sections

This program reads coded slices from the standard input. It
assumes the input is in the form output by the program ‘grid2‘.
Two slices are kept in memory at a time. Nodes are generated
between the slices at points where the grid lines

intersect. Nodes also lie on the top of the first slice and the
bottom of the last slice. Those nodes which are in the

volume or on its’ surface are numbered consecutively,

starting from 1.

For each node , whether in the volume or not, .a record is output
to a file. This record contains the node number ( 0 if not in the
volume ) and the tissue codes of the 8 surrounding blocks of

the grid

Stephen Walker
Uni of Tas

% % O % M o O O % % % O % N % % X ¥ *

N

#include <{stdio.h>
#include "body.h"

main()
{

char upperslice[NCOL]INRGN]; /% slice above node plane */
char lowerslice[NCOL]{NROW]; /* slice below node plane */

skipgridsizes(); /% skip grid sizes ! ®x/
clearslice(upperslice); /% clear upperslice */

/% loop while next slice can be read %/
while( getslice(lowerslice) )

{
/% generate nodes */
makenodes(upperslice,lowerslice);
/% move lower to upper slice */
transfer{lowerslice,upperslice);
3 .

/% still need to make nodes on bottom of last slice , so .. %/

clearslice(lowerslice); /% clear lower slice %/
makenodes(upperslice,lowerslice); /% generate nodes */

/% Routine to skip input up to *Slice 1" line */
skipgridsizes() '
{

char c3

while( (c=getchar()) != ’8’ && ¢ != EOF ) /% loop */
if( c == EOF )
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quit("numbers: EOF before first slice\n");

/% Routine to fill a slice with the code for empty space */
clearslice(slice)
char slice[NCOL][NROW] ;
{
int 1,3;

for(i=0; i<NCOL; i++)
for(3=0; j<NROW; i++)
slice[il[j] = EMPTY;

/% Routine to read a slice from the standard input */

getslice(slice)
char slice{NCOL][NROW];
{

int x,y,n;
char c(2];

if( scanf("%ks %kd") == EOF ) /% skipv'Slice nn' line %/

{

return(0); /% return if EOF %/
} . .
x=y=03

/% loop while we can read another code count */
while( scanf("%d",&n) ==1 )

{
if( scanf(*%1s",c) I=1)
quit(“numbers: Illegal input grid (no code)\n®);
while( n-- )
{ j '
slice{x++]1[y]) = ¢l0];
/% check for end of array row %/
if( (x%4NCOL) == 0 )
{
x = 0;
y++j
/% if at end of array row
/% check also at end of input line %/
if( n || getchar() !'= ’\n’ )
quit("numbers: Illegal input gr1d (line sync)\n");.
>
3 .
>

/% check we finished at end of array row %/
if( x )
quit(*numbers: Illegal input grid (1ncomplete last line)\n");
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/% fill rest with code for empty */
for(; y<NROW; y++)
for(x=0; x < NCOL; x++)
slice[x])[y]) = EMPTY;

return(l);

/% Routine to make the nodes in a plane between two slices
* The first time it is called it creates the node file
*/

FILE *nf; /% node file pointer */
int first=1; /% flag for first time */
unsigned number; /% number of node in volume */

makenodes(upperslice,lowerslice)
char upperslice[NCOL][NROW];
char lowerslice[NCOL]I[NROW];

{ .
int x,y,i3 _
int invel; /% flag, set if node in volume %/
char code[8]; /% codes for 8 neighbouring grid boxes %/

struct numtab nrecj; /% output record buffer */

/% create node file if first call */
if( first )
{
if( (nf=fopen(NODEFILE,"w")) == NULL )
qui t(“numbers: Can’t create node file\n");

number = 0; /% initialise number %/
first = 0; /% reset first time flag %/
} .

/% now create the nodes. There are (NCOL+1) * (NROW1)
* possible nodes in each node plane
*/ :

for( y=0; y<NROW+1; y++)
{
for(x=0; x<NCOL+1; x++)
< ' :
/% start off with all surrounding codes empty */
for(i=0; i(8; i++) ‘
codel[i] = EMPTY;

/% now get all the surrounding codes,
checking all the time that we don’t
stray outside the slice

*/ ) :

if( x>0 && y>0 ) '
code{0] = upperslice[x-1][y-1];
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if( x{NCOL && ¢>0 )
code[1]) = upperslicefx]l{y-1};

if( x>0 && y<NROW )
code[2] = upperslicelx-11(y];

if( x<NCOL && y<NROW )
code{3] = upperslice{x]ly];

if( x>0 && 950 )
code(4] = lowerslice[x-1])[y-1];

if( x<NCOL && y>0 ) :
code{3] = lowerslice[x][y-l];

if( x)0 && y<NROW )
. code[6} = lowerslice[x-1]1[y];

if( x<NCOL && y<NROW )
code[?7] = lowerslice[x]ly];

/% check if node is connected to body
- by some conductive tissue */
invel = 0; '
for(i=0; i<8; i++)
if{ code[i] != EMPTY && code{i] != BONE )

{ .
invol++;
break;
>
/% print out 3 node in the torso */
if( invol )
{
" number++;

nrec.num = number;
- for(i=0; i<8; i++)
{ o
nrec.code{[i] = codeli);
>
fwrite(&nrec, sizeof(nrec), 1, nf);
/% debugging
printf(®%6u ",nrec.num);
for(i=0; i(8; i++)
printf("%c ",nrec.codelil);
printf(“\n");
*/
>
/% print out an empty node %/
else
{
nrec.pum = 03
for(i=0; i(8; i++)
nrec.code[i] = EMPTY;
fwrite(&nrec, sizeof(nrec), 1, nf);
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/%Routine to transfer first arqument slice to second argument slice */

transfer(slicel,slicez)
char slicel[NCOL]J[NROW]), slice2[NCOL)INRONW];
{

register int i,j;

for(i=0; i<NCOL; i++)
for(3i=0; j<NROW; j++)
slice2[i][j] = slicellillil;
} .

quit(s)

char *s;

{ .
fprintf(stderr,"%s",s);
exit(l);
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eqns.c - generate the equations for a torso model

Thic program uses the files ‘nodes’ and ‘grid’
which have been set up by the programs ‘numbers’
and ‘grid2’ to create the finite difference
equations which approximate the field equations
in the volume.

It is assumed that the node file already
includes the source nodes.
These can be set up by using the program ‘sources” .

Two files are written, They are arranged as follows:

‘numfile’ contains the number of equations gener ated, written

‘efile’

as an ascii decimal number on linel.
line 2 contains the maximum distance between an
equation and any of the variables ini t,
that is: : »
if for equation number i we have
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d = max( abs(i-j) ) wherej r anges over the numbers

i j of thevavriables on the RHS of

eqn i

then dist = max( d )
i i) ,

This is used by “solve’ to make sure i t always has the
values involved in any equation access ible at the right

time. ( Because this computer’s adress space is
too small ! )

The rest of numfile contains the unigse values of
the equation coefficients.

identifies the coefficients and variables involved
in each equation. Consider an equation

Vi = aVj + bVk + V1 + dUm
cfile will contain a sequence of integers
Pa j Pb k Pc 1 Pdm O

where Pa, Pb, Pc, and Pd are pointers to the locations
of the values a, b, ¢ and d in the table i n numfile. '
The zero entry indicates the end of the equation.

In the special case of an equation for a source

point, the only entry is -1 ( no followwirng zero ).

Use of the pointers and table of coefficient values saves
space, as many of the equations are identi cal as far as
coefficients are concerned. The table is printed to the
standard output.
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Stephen Walker
University of Tasmania

* * % %

/

#include {stdio.h)>.
#include (ctype.h>
#include <math.h}
#include “"body.h"

int rowht[NROW]; /% grid row heights %/

int colwd[NCOL}; /% grid column widths %/

int slith[NSLI); /% grid slice thicknesses in mm %/

int npcount; /% number of node planes */

struct numtab node; /% current node record %/

int x,9,z2; /% grid coords of this node %/

unsigned nhbnum{6); /% real numbers of node neighbours %/
double coeff[6]; /k coefficients in equation */

unsigned number; /% number of equations generated */
unsigned sources; /% number of source nodes encountered %/

unsigned dist} /% maximum difference in real node numbers for
: nodes in the same equation */

long recordnum; /% number of current record read from node file %/
FILE *nf; /% pointer to node file %/
#define HASHSIZE 5003 /% prime fairly large */

struct hasht
{
int cnum;
double cval;
> . v
table[HASHSIZE] - /% hash table for coefft values %/

main()
< A
long ftell();

getgridsizes(); /k gét grid sizes %/ '

/% open node file %/
if( (nf=fopen(NODEFILE,"r")) == NULL )
quit(*eqns: Can’t open node file\n");

/% calculate number of slices in body by dividing the number

of bytes in the node file by (NCOL*ANROWksizeof (node)) */
fseek(nf,01,2); /k seek to eof %/
npcount = (int)( ftell(nf)/((long) (NCOL+1)*(NROW+1)*sizeof (node)) )i
feeek(nf,01,0);
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dist = 0;

/% loop while another node can be read */
while( fread( &node, sizeof(node), 1, nf) ==1 )

{
/% generate equation if a real node */
if( node.num )
{
neighbours(); /% find the neighbours of this node %/
coeffs(); /% calculate coefficients &/ )
output(); _ /% output the equation */
recordnumtt; /% increment record number %/
resetfile(); /% seek file to read next record
(getting neighbours will have moved it) */
number++; /% count number of equations %/
} .
/% otherwise just increment record number in node file %/
else
{
recordnumt+;
>
>

/% summarise at end */
summary();

>
getgridsizes()
{ .
/% This routine is similar to ‘getgridsizes’ in grid2.c
listed in Appendix C
x/
>

/% This routine finds any neighbours of a node
*

* Neighbours are looked for in each of 6 directions from a node
* For a neighbour to be stored , it must be connected by a non~empty

* grid box to the node. The routine ‘connect’ checks this
*/ i '

neighbours()

{
long offset; " /% offset of a neighbour %/
long tmp; /% temp for calculating max distance %/
struct numtab nbnode; /% neighbour node */
int i3 ‘

/% clear neighbour array %/
for(i=0; i<6; i++)
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{
nhbnum[i] = 0;
>

/% return if source node %/
if( node.code[0] == SOURCE )
return;

/% calculate x,y,z co-ordinates of node */
= (int)(recordnum / ((NCOL+1)%(NROWH1)));
= (int)(recordnum % ((NCOL+1i)*(NROWH1)));
= y % (NCOL+1);

/= (NCOL+1);

/% now find the neighbours */

/k left &/ -

if( x > 0 && connect(0,2,4,6) )

{
offset = (x=-1) + yx(NCOL+1) + (long)z*x(NCOL+1)*(NROW+1) ;
fseek(nf,of fsetksizeof (node),0);
fread(&nbnode,sizeof(node),1,nf);
nhbnum{0] = nbnode.num;

>

/% right %/

if( x < (NCOL+1)-1 && connect(1,3,5,7) )

{
offset = (x+1) + y*(NCOL+1) + (long)z*(NCOL+1)*(NROW+1);
fseek(nf,of fsetksizeof(node),0);
fread(&nbnode,sizeof(node),1,nf);
nhbnum[1] = nbnode.num;

)

/% forward %/ _
if( y ¢ (NROWH1)-1 && connect(2,3,6,7) )

<
offset = x + (y+1)*(NCOL+1) + (long)2*x(NCOL+1)*(NRGW+1);
fseek(nf,of fsetksizeof (node},0);
fread(&nbnode,sizeof (node),1,nf);
nhbnum[2) = nbnode.num;
b

/% backward %/
if(y > 0 & connect(0,1,4,3) )

{
offset = x + (y=1)%X(NCOL+1) + (long)zx(NCOL+1)X(NROW+1);
fseek(nf,offsetksizeof(node),0);
fread(&nbnode,sizeof(node),i,nf);
nhbnum[ 3] = nbnode.num; :

¥ ,

/% above %/

if( 2z > 0 && connect(0,1,2,3) )

p :

offgset = x + yk(NCOL+1) + (long)(z-1)*(NCOL+1)*k(NROWHL) ;
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feseek(nf,offsetksizeof(node),0);
fread(&nbnode,sizeof (node),1,nf);
nhbnum{4] = nbnode.num;

>

/% below %/

if( z { (npcount-1) && connect(4,5,6,7) )

{ .
offset = x + yx(NCOL+1) + (long)(z+1)*x(NCOL+1)*(NROW1 ) ;
fseek(nf,offsetksizeof (node),0);
fread(&nbnode,sizeof (node),1,nf);
nhbnum{S] = nbnode.num;

3 :

/% calculate maximum distance to neighbours */
for(i=0; i(6; i++)

{
if( nhbnum[i} )
{
tmp = (long)nhbnum{i]l - (long)node.num;
if( tmp < 01 ) tmp = -tmp;
if( tmp > (long)dist )
dist = (unsigned)tmp;
>
>

/% checks that a node is connected to a neighbour by some

conductive tissue

*/
connhect(a,b,c,d)
int a,b,c,d;
{
int ind[4]);
int i
ind[0] = a;
indl[1} = bj
ind[2] = ¢;
ind(3] = d;
for(i=0; i<4; i++)
if( node.code{ind[i]] != EMPTY && node.code[ind[i]]) != BONE )
return(l);
return(0);
)} .

/% This routine calculates the coefficients in the equation

coeffs()

{

/% conductances of half of 8 surrounding boxes in each of
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*x ,y , and z directions x/
double cond(8)[3];

double cd[6}; /% conductance to each neighbouring node */
double temp,k;
int i}

/% first check if source node */
if( node.code{0] == SOURCE )

{
sourcest+t;
return;
>
conduct(cond); /% calculate conductances of each surrounding partial

* box in each co-ordinate direction. Note that
* conductance will be zero for any empty box */

/% clear coefficient and conductance arrays %/
for( i=0; i<6; i++)
{
coeff[i] = 0.0;
cd[i) = 0.0;
>

/% calculate conductances to each neighbour
* Note that if there is a neighbour, at least one partial conductance
* must be non-zero %/

/% left */

if ¢ nhbnum{0) )

{
temp = cond[0][0];
temp += cond[2]{0];
temp += cond[41[0];
temp += cond[6][0];
cd[0] = temp;

>

/% right */

if( nhbnum[1] )

{

temp = cond[1])[0]}
temp += cond[31{0];
temp += cond[S5}{0];
temp += cond[7][0];
cd[l]) = temp;

¥

/% forward */

if( nhbnum{2] )

{
temp = cond[2][1]);
temp += cond[31{1];
temp += cond[6][1];
temp += cond{7][11];



cd(2] = temp;

>
/% back */ ‘
if( nhbnum{3] )
£
"~ temp = cond[0]}[1);
temp += cond{1][1];
temp += cond[4][1];
temp += cond[S])[1];
cdi3] = temp;
b
/% above %/
if( nhbnum[4] )
{
temp = cond[0}[2];
temp += cond[1][2];
temp += cond([2][2];
temp += cond[3][2];
cd{4) = temp;
N J
/% below */
if( nhbnum[35] )
<
temp = cond[4)[2]);
temp += cond[5][2];
temp += cond[6][2];
temp += cond{71[2];
cd[S]) = temp;
>

/% now calculate coefficients */

k=0.0;
for(i=0; i<6;
k += ed[i]

for({ i=0; i<6;
< v

i++)
§

it+ )

coeff(i) = cdli) / kj

>

/% This routine calculates the conductance of each half-box

* in each of the

conduct( cond )
double cond[8]1[3];
<
double x1j
double yl;
double z1;
double temp;

co-ordinate directions %/

/% dimension of box in x direction %/
/% dimension of box in y direction %/
/% dimension of box in z direction %/

192
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* % o N A % *

*/

char co;
int i;

/% clear conductances */
for( i=0; i¢8; i++)

{
cond[i]{0]) = 0.0;
cond[i][1} = 0.0;
cond[il(2]) = 0.0;
¥
/% loop for each of the 8 ﬁartial boxes around
a node
*/
for¢ i=0; i<8; i++ )
{ .
if( (co = node.code{i)) != EMPTY && co != BONE )
{
/% get dimensions of box */
dimension(i,&xl,8yl,&21);
temp = (double)resist( co );
/% calculate conductances in each co-ordinate direction
*/
cond[i}[0] = ( (yl/2)%x(21/2) )/(tempkxl);
cond[il[1] = ( (x1/2)%(z1/2) )/(tempkyl);
cond[i)[2) = ¢ (x1/2)%(yl/2) )/(tempkzl);
>
>

/% DEBUGGING
fprintf(stderr,*Dim %f %f %f\n",xl,yl,zl);
for( i=0; i<8; i++ )
{
fprintf(stderr,"%f %f %f\n",cond[i}[0],cond[i][1],cond[i)[2]);
>
*/

This routine calculates the dimensions of the i’th box next to
the current node

No checking of subscripts for the rowht, colwd, or slith arrays
is done as the routine should only be called if the box exists
and is non empty,

Dimensions returned are in centimetres ( to be compatxble wi th
resistances expressed in ohm.om )

dimension(i,xl,yl,zl)
int i;
double *xl, %yl, *zl;

{ .

/% switch depending on which box around node it is %/
switeh({ i )
{

case 0 3
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{
*xl = (double)colwd[x-1)*SIZE/10.0;
*yl = (double)rowht[y-1]*SIZE/10.0;
%21 = (double)slith[z-1]/10.0;
return;

>

case 1 :

{
*x1 = (double)colwd[x]*SI1ZE/10.0;
*yl = (double)rowht[y-1]%SIZE/10.0;
*z1 = (double)slith[z-1}/106.0;
return;

>

case 2 !

{
*x1 = (double)colwd[x-1]%S1ZE/10.0;
*yl = (double)rowht[y]*SIZE/10.0;
*z1 = (double)slith[z-1}/10.0;
return;

>

case 3 :

{
kx1 = (double)colwd[x]*SIZE/10.0;
*yl = (double)rowht{y]*SIZE/10.0;
%21 = (double)slith[z-1)/10.0;
return;

>

case 4 :

{
*xl = (double)colwd{x-1}*SI1ZE/10.0;
*yl = (double)rowht{y-1]*SIZE/10.0;
k21 = (double)slith[z2]/10.0;
return; :

3 :

case O :

{ .
*x1l = (double)colwd[x)*SI1ZE/10.0;
%yl = (double)rowht{y~1]}*SIZE/10.0;
*z1 = (double)slith[z]/10.0;
return; '

>

case 6 ¢

{
*xl = (double)colwd[x-1)}%51ZE/10.0;
*yl = (double)rowht{y]*SIZE/10.0;
%zl = (double)slith[z]/10.0;

_ return;

>

case 7 :

194
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{
*xl = (double)colwd{x)*SIZE/10.0;
*yl = (double)rowht[y1*SIZE/10.0;
*z1 = (double)slith{z}/10.0;
return; '

.

/% Convert a tissue code into a resistance value in ohm.om
' Done by looking up a table defined in body.h

*/
resist(code)
char code;
{
char c;
int i;
i=0;
while( (c=codetabli).co) )
{
if( code == ¢ )
return( codetabl[i].val );
it++;
>

quit("eqns: Unknown resistance code\n"');
>

/% This routine writes the coded equation out to the CFILE

* It calls a hashing routine to convert coefficients to an index
% in a table of values

%*

* CFILE is created the first time the routine is called

*/

output()

{
static int first = 1;
static FILE *cfd; .
unsigned cfnum{6]; - /* coefficient indices */ A
unsigned zero = 0; /% store for zero written at end of each eqn */
int i,3; :

/% if first call, create CFILE %/
if( first )
{
if( (cfd=fopen(CFILE,"w")) == NULL )
quit(“eqns: Can’t create CFILE\n");
first = 0; .
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/% insert values in hash table and get indices (cfnum) */
hash(coeff ,cfnum); '

/% write out equation %/
for( i=0; i<6; i++ )

{
if( nhbnum[i] )
{
furite(&ecfnumli),2,1,cfd);
fwrite(&nhbnum[il,2,1,cfd);
¥ .
>

furite(&zero,2,1,cfd);

/% This routine hashes the coefficients of an equation into a
* table. The hash function is fairly primitive - coefficients
* are all between 0 and 1 , so
*

* hash = (int)( coefftx10000 + 0.5 ) % HASHSIZE
%*
*/

hash(cf ,cn)
double cf[];
unsigned cn[};
{
static int num = 0; /% count of unique values */
unsigned hash;
unsigned attempts;
int i;
double diff

/% loop for each coefficient */
for( i=0; i<6; i++)
¢ .
/% check there is a neighbour */
if( nhbnumfi] )
<
/% calculate hash %/
hash = (int)( cf{i]*10000 + 0.5 ) % HASHSIZE;
attempts = 0; : ’
/% loop to put it in the table %/
do
{
/% check if table entry occupied */
if( table[hash]l.cnum )
{ .
/% check if same value */
diff = fabs( table[hash}.cval - cf[i] )}
if( diff < 0.000060001 )
{



enf[i] = table[hash].cnum;

break;
3
/% if not, skip along table */
else ’
hash = (hash+5) % HASHSIZE;
b
/% fill unoccupied table entry */
else
<
table[hash).cnum = +4num;
tablefhash].cval = cf[il;
cnli] = num;
break;
>
attemptstt;

>
while( attempts (= HASHSIZE );

if( attempts > HASHSIZE ) »
quit("eqns: hash table full\n");
¥

/% seek node file to read next record %/
resetfile() ’

{
long offset;
offcet = recordnum * sizeof(node);
fseek(nf,offset,0);

¥

/% print numfile %/

summary()

{
int i;
FILE #%nfd;

/% summarise number of eqne and max dist to NFILE */
if( (nfd=fopen(NFILE,"w")) == NULL )
quit(®eqns: Can’t open NFILE\n");

fprintf(nfd,"%4d eqns generated\n",number);
fprintf(nfd,*%d Max dist between variables\n",dist);

/% print hash table to NFILE %/
for(i=0; i<(HASHSIZE; i++)

{
if( tablef{i).cnum )
{
fprintf(nfd,"%d %12.10f\n", table[i]).chum,table[i]).cval);
3 ‘ ,

197



198

fclose(nfd);

/% warn if no sources encountered %/-
if( sources == 0 )
{

fprintf(stderr,®eqns: No source nodes???\n");
¥

quit(s)

char *s;

{
fprintf(stderv,®%s®,s);
exit(l);
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APPENDIX E
TORSO GEOMETRIES

This appendix contains a sample CT scan slice and corresponding
computer plot from each of the torso models used in chapter five.
The full set of CT scans for each torso were not included due to the
huge amount of data involved. This data is available in digitfsed

form on request.
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MODELS 1-4

MODEL 5

MODEL 6

MODEL 7
R L

Figure E.1 (2 pages). Sample CT scan image and corresponding
digitised slice for each torso model



Figure E.1 continued.
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MODEL 8
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MODEL 9

MODEL 10

MODEL 11
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APPENDIX F
FORWARD TRANSFER MATRICES

This appendix contains the forﬁard transfer matrices for each of the
torso models used in chapter five. The values of all the matrix
elements have all been scaled so that when epicardial potentials are
specified in millivolts, torso surface potentials are obtained in

microvolts.
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Forward Transfer Matrix, Mdel 1

Colums 1 - 12
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Forward Transfer Matrix, Model 1

Colums 13 - 25
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Forward Transfer Matrix, Model 2

Colums 1 - 12
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Forward Transfer Matrix, Model 2

Colums 13 - 25
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Forward Transfer Matrix, 'Bbdel 3

Colums 1 - 12
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Forward Transfer Matrix, Model 3

Colums 13- 25
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Forvard Transfer Matrix, Model 4

Colums 1 - 12
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Forward Transfer Matrix, Model 4

Columns 13 - 25
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Co1ums'1 -12

Forward Transfer Matrix, Mdel 5
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Forvard Transfer Matrix, Model 5

Colums 13 - 25
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Forward Transfer Matrix, Model 6

Colums 1 - 12
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Forward Transfer Matrix, Model 6

Colums 13 - 25
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Forward Transfer Matrix, Model 7

Colums 1 - 12
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Forward Transfer Matrix, Model 7

Colums 13 - 25
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Forward Transfer Matrix, Model 8

Colums 1 - 12
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Forward Transfer Matrix, Model 8

Colums 13 - 25
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Forward Transfer Matrix, Model 9

Colums 1 - 12
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Forvard Transfer Matrix, Model 9

Colums 13 - 25
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Forward Transfer Matrix, Model 10

Colums 1 - 12
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- Forward Transfer Matrix, Model 10

Colums 13 - 25
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Forward Transfer Matrix, Model 11

Colums 1 ~ 12
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Forvard Transfer Matrix, Model 11

Colums 13 - 25
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