
Low-frequency modes of variability of the Indian 
Ocean and their connection with the Indian Ocean 

Dipole 

by 

Irina V. Sakova* 

M.Eng.Sc., B.Sc (Hons.) 

Submitted in fulfillment of the requirements for the Degree of 

Doctor of Philosophy in Quantitative Marine Science 

(A joint CSIRO and UTAS PhD program in quantitative marine science) 

CS IRO 

School of Geography and Environmental Studies 
University of Tasmania 

July, 2010 

*present address Mohn-Sverdrup Center/Nansen Environmental 
and Remote Sensing Center, Bergen, Norway UTAS 



Declaration of Originality 

This thesis contains no material which has been accepted for a degree or diploma by the University 

or any other institution, except by way of background information and duly acknowledged in the 

thesis, and to the best of my knowledge and belief no material previously published or written by 

another person except where due acknowledgement is made in the text of the thesis, nor does the 

thesis contain any material that infringes copyright. 

Irina V. Sakova 

25 June 2010 



Authority of Access 

This thesis may be made available for loan and limited copying in accordance with the Copyright 

Act 1968. 

Irina V. Sakova 

25 June 2010 

ii 



Statement of Co-authorship 

Chapter 2 contains material that was published in Sakova et al. (2006), Geophys. Res. Lett., 33, 

120603. Chapter 5 contains material that has been submitted for publication Sakova and Coleman 

(2009), Advances in Geosciences. 

In all cases, the design and implementation of the research, data analysis, interpretation of the results 

and manuscript preparation was the responsibility of the candidate. Gary Meyers (CSIRO Marine 

and Atmospheric Research) and Richard Coleman (University of Tasmania) assisted with guidance 

and supervision in all aspects of the PhD and with help producing publishable quality manuscripts. 

Professor Richard Coleman 

Professor Gary Meyers 



Abstract 

The thesis investigates the low-frequency variability of the Indian Ocean, based on a number of 

independent observational and reanalysis data sets. These data sets include altimetry sea level 

anomaly (SLA) gridded field, subsurface temperature from selected Expendable Bathythermograph 

(XBT) lines, NOAA Optimum Interpolation Sea Surface Temperature (SST) and Extended SST V2 

(Kaplan) data sets, tide gauge and reconstructed sea level data, surface winds from National Center 

for Environmental Prediction (NCEP) and Dipole Mode Indexes from HadISST, as well as coral 

core records used as a long term proxy climate signal. The analysis is primarily based on identifying 

the major temporal scales by means of spectral analysis. 

It is found that in most regions of the Indian Ocean, the low-frequency variability (corresponding to 

periods of six months and longer) is concentrated in five spectral bands: semi-annual, annual, 18-20 

months, 3 years, and 4 years and longer; at least during the last two . decades. For each of the 

identified low-frequency variability modes, their spatial distributions as well as the temporal 

behaviour are investigated; the corresponding results are presented by means of spatial maps of 

power spectral density and movies. Despite the extensive literature on the variability of the Indian 

Ocean, to the best of our knowledge no systematic analysis of this kind has been conducted so far. 

While the existence of semi-annual and annual signals is well known, the presence of such a 

pronounced and well defined 18-month signal has not been previously identified. Its discovery is one 

of the main results of this study. 

Both the 18-month and 3-year signals are found to be directly related to the Indian Ocean Dipole 

(IOD) mode. The IOD events in the last two decades seem to predominantly occur as a result of their 

constructive interference. The connection established between these two quasi-periodic signals with 

the IOD allows us to suggest that the IOD phenomenon has oscillatory character. This suggestion 

opens up possibilities to improve the prediction of IOD, which is of a major importance for the 

seasonal weather prediction in Australia. In particular, it is shown that the status of the IOD in the 

last three years could be predicted two seasons ahead based on the estimate of the state of the 18-

month signal. 
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Chapter 1. Description of the Indian Ocean Region and its Variability 

Chapter 1 

Description of the Indian Ocean region and its variability 

The climate of the countries surrounding the Indian Ocean is known to be strongly influenced by the 

ocean variability on various spatial and temporal scales (Schott and McCreary, 2001). It is therefore 

important for the climate prediction in the Indian Ocean region to be able to identify and understand 

its variability. This chapter provides general information essential in the context of this study. It 

starts with a description of the oceanography of the Indian Ocean region, followed by a brief 

discussion of known features and mechanisms of the low-frequency variability, and by a description 

oflndian Ocean Dipole (IOD) mode. 

1.1 Description of the Indian Ocean region 

1.1.1 Regional background 

The Indian Ocean is the smallest of all oceans. It has an east-west dimension about 7800 km 

(between Australia and southern Africa) and a north-south dimension about 9600 km (from 

Antarctica to the Bay of Bengal). Although the average depth of the Indian Ocean is 3800 m, most of 

the basin has depth well below 5000 m. Two ridge systems, the Central Indian Ridge and Ninety 

East Ridge, divide the Indian Ocean into three parts of about equal size (Fig. 1.1.1). The existence of 

numerous ridges and plateaus influences ocean currents (e.g., Tomczak and Godfrey, 2002) and 

propagation of long planetary waves (e.g., Wang et al., 2001; Killworth and Blundell, 2003a, 2003b, 

2003c; Tailleux, 2003). 

The significant difference of the Indian Ocean from other oceans is that it is the only semi-enclosed 

ocean: it is closed in the North. "The absence of a temperate and polar region north of the equator" 

(Tomczak and Godfrey, 2002), and not significant northward heat export (Schott et al., 2009) 

influences ocean circulation and climate. 

Another feature of the Indian Ocean is its low-latitude connection with the Pacific Ocean through the 

Indonesian Throughflow. The low salinity warm water from the Pacific enters the Indian Ocean and 

creates a zonal jet across the Indian tropical region, following the South Equatorial Current (Wijffels 

and Meyers, 2004). 

1 



Chapter J. Description of the Indian Ocean Region and its Variability 

Figure 1.1.1. Topography of the Indian Ocean. The IOOO, 3000, and 5000 m isobars are shown, and 

regions shallower than 3000 m are shaded (after Tomczak and Godfrey, 2002). 

1.1.2 Winds and Indian Ocean monsoon 

Winds over the Indian Ocean have a number of unique regional features. One of them is the 

seasonally reversing monsoon wind, particularly prominent in the northern part of the ocean. This 

monsoon wind determines the climate of the northern Indian Ocean rim countries: during the 

northern summer - by the Southwest, or Summer Monsoon (July-September) and during northern 

hemisphere winter - by the Northeast, or Winter Monsoon (December - March) . The monsoon 

winds derived from the National Center for Environmental Modeling (NCEP) /National Center for 

Atmospheric Research (NCAR) reanalysis data is shown in Figure 1.1.2. The Winter Monsoon is 

characterized by high pressure over the Asian land mass; the winds are north-easterly, away from the 

Asian continent, causing north-easterly wind stresses over the Arabian Sea and Bay of Bengal. 

During the Summer Monsoon, the wind stresses are south-westerly over both these basins. 

Another feature of the Indian Ocean is the absence of sustained easterly winds along the equator, 

which are present in other oceans. Instead, there is a tendency for westerly wind-bursts two times a 

year during monsoon transition periods and as a result a weak westerly annual mean (e.g., Schott et 

al. , 2009). 

The situation in the southern hemisphere is dominated by the pressure gradient between the tropical 

low and the subtropical high pressure belts. The axis of low pressure in the tropics is near I 0°S. The 

Asian-Australian monsoons bring a hot and wet season to north-west of Australia during December­

April (northwest monsoon), a cooler and drier season during June-October (southeast monsoon) 

2 



Chapter 1. Description of the Indian Ocean Region and its Variability 

(Tomczak and Godfrey, 1994). The Southeast Trades persist in the Indian Ocean throughout the year 

south of 10°S, with some shift northward (southward) of their northern edge during northern summer 

and fall (winter and spring) (Schott et al., 2009). 
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25N~,----~--a:;711;:--.-r.11,,....,,.,.-~~~~~~~---, 

20N 
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Figure 1.1.2. Surface winds derived from the NCEP-NCAR reanalysis data for the periods 

December-February and June-August (after Behera et. al, 2000). 

A unique wind stress pattern produces forcing on the Indian Ocean that results in currents with 

unique variability scales and patterns, the main features of which are described in the following 

section. 

1.1.3 Indian Ocean currents and upwelling 

The strong monsoon winds generate large seasonal variation in ocean currents. As a result, many of 

Indian Ocean currents are locked to the seasons and display annual reversal patterns. Figure 1".°1.3 

shows schematic diagrams of the near-surface flow field in the Indian Ocean during northern 

hemisphere summer (a) and winter (b) monsoons. 

Upwelling can be generated by wind in the open ocean or along coastlines as well as by remotely 

forced Kelvin or Rossby waves. There are several regions in the Indian Ocean with strong seasonal 

upwelling. In the Northern Hemisphere upwelling occurs off Northeast Africa, Arabian Peninsula 

and around India. In the Southern Hemisphere it exists along the northern edge of the southeast 

trades (Schott et al., 2009). Due to the absence of steady easterly equatorial winds, there is no 

climatological equatorial upwelling in the eastern part of the ocean. Equatorial downwelling occurs 

during the transition months (May and November) when the wind turns eastward at the equator, 

producing convergence due to Ekman transport. Although the Sumatra-Java coast is considered as a 

region with weak upwelling, unusually strong upwelling occurs here from time to time that is 

3 



Chapter 1. Description of the Indian Ocean Region and its Variability 

associated with a climate anomaly known as the LOO (Schott et al. , 2009) . The LOO will be 

discussed in detail in Section 1.3 . 

(a) (b) 

4,L...~~=lo=""'"'===>-----===F---~~;....~==! .... . .... ~, ..... ~~~"""'~=1----===i-----==r---~=­
m"t .. ... 

Figure 1.1.3. Schematic representation of identified current branches during the summer (a) and 

winter (b) monsoons. Current branches indicated are the South Equatorial Current (SEC), South 

Equatorial Countercurrent (SECC), Northeast and Southeast Madagascar Current (NEMC and 

SEMC), East African Coastal Current (EACC), Somali Current (SC), Southern Gyre (SG) and Great 

Whirl (GW) and associated upwelling wedges (green shades), Southwest and Northeast Monsoon 

Currents (SMC and NMC), South Java Current (SJC), East Gyral Current (EGC), and Leeuwin 

Current (LC). The subsurface return flow of the supergyre is shown in magenta. Depth contours 

shown are for 1000 m and 3000 m (grey) . Red vectors (Me) show directions of meridional Ekman 

transports. ITF indicates Indonesian Throughflow (after Schott et. al, 2009). 

1.2 Low-frequency variability of the Indian and Pacific Oceans 

This study focuses on an investigation of the low-frequency variability of the Indian Ocean, by 

which we mean processes with characteristic time scales from semi-annual to several years . Below 

we provide a summary of the current knowledge of such processes in the Indian Ocean, while a more 

detailed analysis will be given in Chapter 3. 

1.2.1 Variability of the Indian Ocean 

Annual variability 

The annual cycle is the most dominant component of the low-frequency variability over the Indian 

Ocean . The arising pattern is a result of a complicated interaction between the ocean and the 

atmosphere (Masumoto and Meyers, 1998; Biro I and Morrow, 200 I; White, 200 I ; Brandt et al. , 
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2002). The existence of annual and semi-annual processes in the Indian Ocean is well known; they 

have been the subject of numerous studies (Clarke and Liu, 1993; Yamagata et al., 1996; Masumoto 

and Meyers, 1998; Schott and Mccreary, 2001; Wang et al., 2001; Yuan, 2005). 

Monsoon winds over the northern part of the Indian Ocean create a strong annual signal in the 

Arabian Sea and Bay of Bengal. Strong seasonal fluctuations exist along 6°N and 10°N in the middle 

of the Arabian Sea. These fluctuations are associated with westward propagation of annual Rossby 

waves radiated from the west coast of India and continuously forced by the wind over the central 

Arabian Sea (Brandt et al., 2002). These Rossby waves are mostly remotely forced from the Bay of 

Bengal rather than by local winds (Shankar et al., 2004). The strong southeasterly monsoon winds 

blowing along the Somali and Oman coasts during summer create strong summer upwelling along 

these coasts and downwelling in the interior of the Arabian Sea. 

In the southern tropical Indian Ocean (10°S to 20°S), the annual cycle of the trade winds generates 

Rossby waves in the open ocean that have westward phase propagation (Perigaud and Delecluse, 

1992; Masumoto and Meyers, 1998). The high intensity annual band exists between 20°S and 35°S 

that is forced by local wind as well as remote forced from the tropical Indian Ocean and Pacific via 

the Indonesian Throughflow (Morrow and Biro!, 1998; Biro! and Morrow, 2001). The speed of 

propagation of annual Rossby waves changes in the middle of the Indian Ocean due to the bottom 

topography (Matano 1995; Wang et al., 2001). The spatial distribution of the annual signal over the 

Indian Ocean is clearly represented by two regions with high variability - in the south-eastern Indian 

Ocean and near 6N across the Arabian Sea (Sakova et al. 2006a,b ). 

The annual signal in the Indian Ocean that is due to the forcing from the Pacific via the Indonesian 

Throughflow propagates poleward around Australia and can be detected as far as the southern tip of 

Tasmania (Wijffels and Meyers, 2004). 

Semi-annual variability 

The semi-annual variability is a strong feature of the Indian Ocean. Zona! winds at the equator are 

generally light, with the meridional wind component being dominated by the annual monsoon cycle 

(Tomczak and Godfrey, 2002). The strong zonal wind component occurs during transition periods 

between the two monsoons: during transition from Northeast to Southwest Monsoon in April-June 

and during transition from Southwest to Northeast Monsoon in November-December. The transition 

is characterized by intense Indian Equatorial Jet (or Wyrtki Jet) (Han et al., 1999; Schott and 

McCreary, 2001) first described by Wyrtki (1973). The formation of the jet is accompanied by 

thermocline uplifting at the western origin of the jet and by sinking at its eastern Indian Ocean edge. 

In this way, the semi-annual zonal equatorial winds in the interior of the Indian Ocean basin do 

remotely generate the semi-annual sea level fluctuation in the eastern Indian Ocean (Clarke and Liu, 

1993). 
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Chapter I. Description of the Indian Ocean Region and its Variability 

The spatial distribution of the semi-annual signal has been independently obtained from the altimetry 

sea leve l anomaly (SLA) data by Sakova et al. (2006a, b) and Fu (2007). These studies employed 

different data processing methods. Fu used complex-valued empirical orthogonal function (EOF) 

analysis of the high-passed data, while Sakova et al. used spectral analysis methods. Yet, the spatial 

patterns of the semi-annual signal obtained in both studies are very similar (Fig. 1.2. 1 ). 

(a) (b) 

10 

·tt= 
-5 

- 10 
~o so '° 70 80 90 100 

0.0 0 . 1 0 .2 0 .3 o.~ 0.5 0 .6 

""'.. .. .. ... 

Figure 1.2.1. Spatial distribution of the semi-annual altimetry sea surface heights: (a) by Sakova et 

al. (2006b), in units of (power spectral density)·6f ( cm2
) , with the black rectangle corresponding to 

the region analysed in Fu (2007); and (b) by Fu (2007), where the upper panel - amplitude (i n 

arbitrary units) and low panel - phase (in degrees) of the leading complex-valued EOF of the band­

passed signal. 

The transition period of the monsoon is characterized not only by the formation of the Wyrtki Jet, 

but also by formation of upwelling Rossby waves manifested in the distribution of the semi-annual 

signal over the Indian Ocean. This distribution is characterized by a C-shaped pattern in the western 

part of the ocean (Sakova et al., 2006b; Fu, 2007). "This C-shaped pattern indicates the effects of the 

western boundary in reflecting Rossby waves. The phase of the mode reveals westward propagation 

in the reg ions off the equator and eastward propagation along the equator. These features suggest the 

roles of Kelvin waves on the eq uator and Rossby waves off the eq uator .... " (Fu, 2007) . When the 

upwelling Kelvin waves arrive at the central basin , the semi-annual winds reverse their direction . 

Because of the different phase, the directly forced and reflected waves cancel each other 

significantly at the central basin (Fu, 2007; Yuan and Han , 2006). For this reason , no semi-annual 

signal exists in the middle of the Indian Ocean basin . 
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Chapter 1. Description of the Indian Ocean Region and its Variability 

Interannual variability 

In the past decades, studies of the interannual variability of tropical oceans have mainly been limited 

to the tropical Pacific region. El Nino-Southern Oscillation phenomenon (ENSO) and related 

variability of the Pacific Ocean have been extensively investigated using both observational data and 

model simulations (see J. Geophysical Research, special issue on the TOGA decade, vol. l03, No 

C7, 1998). The variability of the tropical Indian Ocean has generate limited interest, partly owing to 

the belief that the Indian Ocean climate simply responds to changes in the tropical Pacific climate 

(Latif and Barnett 1995; Tourre and White 1997; Venzke et al. 2000). There is little doubt that 

ENSO is the dominant mode of the interannual variability in the Indian Ocean, and the close relation 

of the interannual variability in the Indian Ocean to ENSO has been confirmed by a number of 

statistical studies (e.g. Shinoda et al., 2004a,b ), while the degree of its independence from ENSO is a 

subject of scientific debate (Latif and Barnett, 1995; Tourre and White, 1995; Nicholson, 1997; 

Chambers et al., 1999; Reason et al., 2000; Allan et al., 200 I; Shinoda et al., 2004a,b ). 

In the last lO -15 years, there has been a growing interest to the interannual variability in the tropical 

Indian Ocean (Perigaud and Delecluse, 1993; Masumoto and Meyers, 1998), particularly after 

occurrence of a pronounced basin-wide anomalous pattern of sea surface temperature (SST) in the 

equatorial Indian Ocean called in 1999 the IOD (Behera et al., 1999; Saji et al., 1999; Webster et 

al., 1999); althought this pattern of the interannual variability has been described long before 

(Hastenrath et al., 1993). 

The interannual variability of the Indian Ocean exhibits a wide spectrum of features and scales, both 

in time and space domains. Today, the recognized temporal scales of the interannual variability of 

the Indian Ocean are: ENSO, biennial signal or oscillation (Meehl, 1993; Reason et al., 2000; Meehl 

and Arblaster, 2002; Meehl et al., 2003; Allan et al., 2003; Feng. and Meyers, 2003), and decadal 

variability (Ashok et al., 2004; Annamalai et al., 2005). The latter two signals are also often referred 

to in the literature as quasi-biennial signal (or QB) and quasi-decadal oscillation (Allan et al., 2003; 

Tourre and White, 2003; White and Tourre, 2007). There is also evidence of the existence of bi­

decadal oscillations (Tourre and White, 2003). 

The ENSO mode has a characteristic period of order - 3-7-year, the quasi-biennial signal has a 

period of - 2-3 years, and is related to the tropospheric biennial oscillations (TBO) (Feng and 

Meyers, 2003; Loschnigg et al., 2003). We note that by interannual variability, most authors 

consider signals with periods of 2 years and longer. The time scale between one and two years is 

mostly avoided or ignored. The variability with periods between one and two years will be discussed 

in more detail in Chapter 3. 
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1.2.2 Variability of the Pacific Ocean 

Variability of the Indian Ocean is very dependent on variability of the Pacific Ocean. Due to the 

close geographical position of the two oceans, their connection through the Indonesian Throughflow, 

as well as an atmospheric teleconnection over the Indo Pacific basin, the two oceans are very closely 

related and share many properties. For this reason, as well because of the continuing debate about 

the relationship between IOD and ENSO in the literature, we provide below a brief description of 

Pacific-Ocean variability. 

The low-frequency variability of the Pacific has a broad range of scales, from semi-annual to 

decadal, where the most important scale is that of the ENSO related signal with a period of about 3-8 

years. 

Apart from ENSO, there also exists a strong near-annual coupled ocean-atmosphere mode in the 

Tropical Pacific (Wang et al., 2000). Annual wind variability in the eastern-to-central equatorial 

Pacific is mostly responsible for westward propagation of annual oscillations associated with the 

annual Rossby waves (Yuan, 2005). The semi-annual signal in the Pacific is primarily associated 

with oscillations of sea level. 

At interannual timescales, there are several well known oscillations in the tropical Pacific Ocean the 

most important of which is El Nino - Southern Oscillation. Another important oscillation in the 

Pacific region with a longer time scale is the so-called Pacific Decadal Oscillation with a period of 

about 11 year (Latif et al., 1996; Tourre et al., 2001; Yeh and Kirtman, 2005; Matei et al., 2008). 

The existence of quasi-biennial signals with periods about 2.2-2.8-years as for the Indian Ocean 

usually connected with the TBO (Meehl, 1993; White and Allan, 2001; Meehl and Arblaster, 2002; 

Wu and Kirtman, 2005). 

In 2003, Jin and co-authors (Jin et al., 2003) presented observational evidence for the existence of a 

near-annual mode in the Tropical Pacific, with a period of about 8 to 18 months that co-exists with 

ENSO. In their research, the authors used the NCEP ocean reanalysis data sets, high-pass filtered at 

22 months. They called this mode the "fast mode", and suggested that it may be viewed as an 

independent coupled variability mode in the Pacific. The evidence of a near-annual or fast mode in 

the Pacific has also been found in other data sets and model output (Jin et al., 2003; Kang et al., 

2004; Wu and Kirtman, 2005; Keenlyside et al., 2007). Keenlyside (2007) referred to this mode as 

"sub-ENSO mode". 
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1.3 Indian Ocean Dipole Mode 

1.3.1 ffistorical overview 

The IOD is a coupled ocean-atmosphere phenomenon in the Indian Ocean characterized by an 

anomalous cold SST in the south-eastern equatorial Indian Ocean and anomalous warming of-the 

western equatorial Indian Ocean. This anomalous pattern was first described as a "dipole" or "zonal" 

mode independently in two studies in 1999, by groups from the USA (Webster et al., 1999) and 

Japan (Saji et al., 1999). Both studies suggested that IOD is a native mode of the Indian Ocean that 

exists independently from the Pacific. The term IOD itself was introduced by Saji et al. (1999). It 

reflects a zonal structure of the phenomena with two maxima of different "polarity". This anomaly 

can be found not only in SST but also in other oceanic and atmosphere fields over the Indian Ocean, 

such as sea surface heights (SSH), wind, pressure, rainfall, and outgoing long wave radiation. Later, 

some authors referred to the anomalous pattern as proposed by Webster et al. (1999) - the Indian 

Ocean Zonal Mode (IOZM) (e.g., Black et al., 2003; Clark et al., 2003), or Indian Ocean Dipole 

Zona! Mode (Annamalai et al., 2005; Song et al., 2007) because "it matches the out-of-phase 

development of the SST extreme in the east and west Indian Ocean. The term dipole, on the other 

hand, suggests simultaneous variation in the east and west" so Clark et al. (2003), claim that the IOD 

does not represent a consistent oscillation phenomena (sea-saw) pattern, as for example, North 

Atlantic Oscillation, and therefore cannot be referred to as a dipole. Also it was found that anomalies 

along Sumatra-Java coast is a persistence property of IOD events, while the SST anomaly in the 

western part of the Indian Ocean varies significantly from event to event (Le Blanc and Boulanger, 

2001; Huang and Kinter, 2002). This property agrees, and partly overlaps with the previous study of 

Reverdin et al. (1986) which described the anomalous interannual condition of wind and rainfall 

over the eastern and central equatorial Indian Ocean in October and November of certain years. 

Nevertheless, IOD is now the common name for this phenomenon in the scientific literature. 

Prior to the above mentioned studies by Webster et al. (1999) and Saji et al. (1999), investigations of 

the interannual variability of the Indian Ocean were mainly focused on understanding its response to 

the ENSO variability (Latif and Barnett, 1995; Tourre and White, 1995). Although anomalous 

dipole-like patterns of SST variability between the Indonesian region and central Indian Ocean were 

noticed and suggested to be independent from ENSO before 1999 (Nicholls, 1989; Hastenrath et al., 

1993), these studies did not attract wide attention. Only the huge climate anomalies in 1994 and 

1997 have been finally connected with the SST anomaly in the southeast Indian Ocean, stimulating 

interest in Indian Ocean research. Saji et al. (1999) and Webster et al. (1999) were the first to 

provide a comprehensive ocean-atmosphere description and identify a plausible mechanism for 

independent behaviour of the Indian Ocean. These publications provoked debate about the 

interannual variability of the Indian Ocean. The main questions to answer were whether IOD is an 
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independent or dependent mode of the Indian Ocean (from ENSO), and what is the 

triggering/driving mechanism of IOD (Yamagata et al., 2004; Fischer et al., 2005). 

1.3.2 Quantitative description 

For a quantitative analysis of IOD, a Dipole Mode lndex (DMI) was introduced by Saji in 1999 (Saji 

et al., 1999). It is calculated as the anomaly in SST gradient between two particular regions of 

rectangular shape in the western (50°E-70°E and 10°S- I O°N) and south-eastern (90°E-1I0°E and 

I 0°S-O°N) tropical lndian Ocean (Fig. 1.3 .1 ). These regions are denoted as WTTO and SETIO in 

Figure 1.3.1 , and the corresponding indices will be referred as IOD west ([ODW) and IOD east 

(!ODE) in the thesis. 

o· BB 
~ 

DMI = WTIO-SETIO 

JO'S 

60"E BO"E 120"E 

Figure 1.3.1. DMI calculated as the SST difference between two regions in the western tropical 

Indian Ocean (WTIO or !ODW), at 50°E-70°E, I 0°S- I O"N, and south-eastern tropical Indian Ocean 

(SETlO or !ODI), at 90°E-110°E, 10°S-O°N: DMI = SST(WTIO) - SST(SETIO) 

(http ://ioc3.unesco.org/oopc/state of the ocean/sur/ ind/). 

1.3.3 Positive/negative phases of IOD 

IOD as any tropical phenomena is strongly locked to the annual cycle, reaching a peak during boreal 

autumn in September-October. The pattern has positive and negative phases. The positive IOD is 

characterised by the anomalously cold SST in the east and warm in the west; the equatorial wind is 

anomalous easterlies, coupled with anomalous SST and blowing from east to west towards warmer 

waters (Fig. 1.3.2, left panel), causing excessive rain at the eastern African coast and drought in 

Australia. The negative IOD has an opposite pattern (Fig. 1.3.2, right panel). During the negative 

phase of the IOD, "there are warmer than average SST's near Indonesia and cooler than average 

SST's in the western Indian Ocean, resulting in more westerly winds across the Indian Ocean, greater 

convection near Australia, and enhanced rainfall in the Australian region" (Australian Bureau of 

Meteorology, http://www. born. gov .au/watl/abou t-weather-and-c Ii mate/austral ian-cl i mate-

influences.htm l?bookmark=iod ). 
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Positive Dipole Mode Negative Dipole Mode 

Figure 1.3.2. Schematic of a positive !OD (left panel) and a negative JOO event (right panel). SST 

anomalies are shaded (red for warm anomalies and blue for cold anomalies) . White patches indicate 

increased convective activities, and arrows indicate anomalous wind directions 

(http://www.jamstec .go.jp/frcgc/research/d 1/iodD. 

1.3.4 Lists of IOD events 

Lists of the years when El Nino or La Nina occurred and when positive or negative JOO occurred are 

available in the literature and on the internet. The lists of years do not agree in all details. This 

uncertainty in classification of JOO as well as in classification of ENSO can be one of the reasons 

for the debate about the dependence/independence of IOD on/from the ENSO phenomenon (Meyers 

et al., 2007) . We note here that there are at least four classifications of JOO years that are slightly 

different: Rao et al. , 2002 (Fig. 1.3.3); Yamagata et al. , 2004 (Fig. 1.3 .4); Meyers et al., 2007 

(Fig .1.3.5); and Ummenhofer et al. , 2009 (Fig. 1.3 .6) . 

Strong positive 10 0 events 
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Figure 1.3.3. Years of strong IOD events. Italic values identify years when positive (negative) IOD 

events co-occurred with strong El Nino (La Nina) in the Pacific . The value in bold indicates the 

negative IOD event that occurred along with El Nino (after Rao et al. , 2002). 
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Years of Years of Years of Years of Positive Negative El Nino La Nina 
IOD IOD 

I 1961* 1958* 1963 1964 

2 1963 1960* 1965* 1967* 

3 1967* 1964 1969* 1970 

4 1972 1970 1972 1971* 

5 1977* 1989* 1976* 1973* 

6 1982 1992* 1982 1975* 

7 1994* 1996* 1986* 1988* 

8 1997 - 1991* -

9 - - 1997 -

Figure 1.3.4. Years of IOD and ENSO events. The asterisk denotes pure events, i.e. no El Nifio (La 

Nifia) during a positive (negative) IOD event (after Yamagata et al., 2004) 

ElNiiio 

No event 

La N1iia 

Negative IOD 

1930 

1880, 1958, 1968, 
1974. 1980, 1985, 
1989, 1992 

1906, 1969, 1910, 
1916, 1917, 1928. 
1933. 1942. 1950, 
1975, 1981 

No cl'enl 

1877, 1888. 1899. 1911, 1914, 1918. 1925, 1940. 1941, 1965.1986. 
1987 

1881, 1882, 1883, 188-1, 1895, 1898, l901, 1904, l907, 1908, 191Z, 
1915, 1920. 19211927, 1929. 1931.1932.1934, 1936. 1937, 1939, 
1943, 1947. 1948, 1951, 1952.1953, 1956, 1959, 1960, 1962, 1966. 
1969, 1976, 1979, 1990, 1993, 1995 

1878, 1879. 1886, 1889. 1890, 1892, 1893, 1897. 1903. 1922, 1924, 
1938, 1949, 195-1, 1955.1964, 1970, 1971, 1973, 1978, 1984. 1988. 
1996, 1998 

Positive lOD 

1896, 1902. l905. 1923, 1957. 
1963. 1972, 1982. 19911997 

1885, 1887, 18'>1, 1894, 1900, 
1913, 1919. 1926, 1'>35, 
1944, 1945. 1946, 1961, 
1967, 19n, 1983. 1994 

Figure 1.3.5. Classification of years of positive/negative IOD along with El Nifio or La Nifia events. 

Boldface (lightface) indicates a higher (lower) level of certainty in the classification. A year is given 

a lower certainty if either the ENSO phenomenon or the IOD phenomenon is not clear (after Meyers 

et al., 2007). 

An important starting point for the analysis of the IOD is the identification ofIOD events in the past. 

Without a common agreement on that, it is hardly possible to conduct a meaningful analysis of 

features of the atmoshere-ocean system identified with the IOD. Because there exist a number of 

different classifications of years of positive and negative IOD, we provide below the tables of 

existing classifications that will be referred to thoughout this thesis. 
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Negative IOD Neutral Positive IOD 

El- 1930 "1877, 1888, 1899, 1905, "1896, 1902, 1957, 
Nino 1911, 1914, 1918, 1925, 1963, 1982, 1991, 

1940, 1941, 1965, 1972, 1997" 
1986, 1987" 

Neutral "1915, 1958, "1880, 1881, 1882, 1883, "1885, 1887, 1891, 
1968, 1974, 1884, 1895, 1898, 1900, 1894, 1913, 1919, 
1980, 1985, 1901, 1904, 1907, 1908, 1923, 1926, 1935, 
1989, 1992" 1912, 1920, 1921, 1927, 1944, 1945, 1946, 

1929, 1931, 1932, 1934, 1961, 1994,2004" 
1936, 1937, 1939, 1943, 
1947, 1948, 1951, 1952, 
1953, 1959, 1960, 1962, 
1966, 1967, 1969, 1971, 
1976, 1977, 1979, 1983, 
1990, 1993, 1995,2001, 
2002,2003,2005,2006" 

La- "1906, 1909, "1878, 1879, 1886, 1889, 1999 
Nina 1916, 1917, 1890, 1892, 1893, 1897, 

1933, 1942, 1903, 1910, 1922, 1924, 
1975" 1928, 1938, 1949, 1950, 

1954, 1955, 1956, 1964, 
1970, 1973, 1978, 1981, 
1984, 1988, 1996, 1998, 
2000" 

Figure 1.3.6. Classification of years of positive/negative IOD along with El Nifio and La Nifia 

events (after Ummenhofer et al., 2009). This is an extended version of classification provided by 

Meyers et al. (2007). 

1.3.5 Stages of development of IOD 

The development of a positive IOD starts with anomalous SST cooling along the Sumatra-Java coast 

at the beginning of the normal upwelling season in May-June. The westerly winds that are usually 

present in the equatorial Indian Ocean during June-August reverse direction or weaken. The easterly 

wind anomaly and associated Ekman pumping shoal the thermocline and lift cold water to the 

surface along the Sumatra-Java coast due to upwelling. Cold SST further intensifies the easterly 

wind anomalies, creating a positive feedback. The upwelling strengthens, and cold SST extends 

westwards to the west of Sumatra as far as 80°E along the equator possibly due to horizontal 

advection of cold water (Shinoda et al., 2004a; Du et al., 2008). The upwelling and anomalous wind 

generates off-equatorial Rossby waves travelling westward, which deepen the thermocline in the 

west and enhance warm SST anomalies to the western tropical Indian Ocean several months later 

(Webster et al., 1999). Positive IOD is characterised by the difference in SST in these two regions 

with anomalies of different signs, with peaks in September-November and rapid termination in early 

winter (Feng and Meyers, 2003; Luo et al., 2008). 
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1.3.6 Decay of positive IOD events and onset of negative events 

A positive IOD is followed by a negative IOD. Decay of a positive IOD and onset of a negative IOD 

is characterized by a slow eastward propagation of the warm SST anomaly along the equator 

(Webster et al., 1999; Feng and Meyers, 2003). When the warm anomaly arrives at the eastern 

boundary, the resulting deeper thermocline reduces upwelling. This causes growth of a positive SST 

anomaly in the eastern Indian Ocean in the following year, or a positive IOD event. At the same 

time, the western Indian Ocean becomes anomalously cold, that leads to a stronger than usual 

monsoon. Webster et al. (1999) suggested that a stronger monsoon increases mixing and Ekman 

transports, forcing coastal upwelling along the western boundary of the Indian Ocean and greater 

evaporation, all of which would contribute to rapid cooling. 

1.3. 7 Importance of subsurface dynamics 

There is no doubt today that the subsurface dynamics plays an important role in the development, 

support and decay of IOD events. Kelvin and Rossby waves can change the depth of the thermocline 

in the regions where thermocline water is ordinarily entrained into the surface layer anomously 

cooling SST - namely in the Sumatra-Java upwelling zone (Rao et al., 2002; Feng and Meyers, 

2003) and in the Seychelles-Chagos thermocline ridge (Xie et al., 2002; Vialard et al., 2008). A 

shallower (or deeper) thermocline decreases (or increases) the temperature of entrained water. It was 

demonstrated that anomalous, equatorial, easterly wind during boreal summer prior to the onset of 

IOD excites equatorial Kelvin waves that travel eastward (Vinayachandran et al., 1999). 'The wind 

anomaly and associated Ekman pumping generate off-equatorial Rossby waves that travel westward, 

deepen the thermocline, and warm SST in the western Indian Ocean' (Feng and Meyers, 2003). 

Downwelling Ross by waves generated in the central Indian Ocean later reflect off the Somali coast 

as downwelling equatorial Kelvin waves, which in. tum terminate the positive IOD and excite a 

negative IOD by deepening the thermocline in the eastern Indian Ocean in the next year. This cycle 

leads to a quasi-biennial behaviour of IOD, when a positive IOD is followed by a negative IOD 

(Rao et al., 2002; Feng and Meyers, 2003). 

The above understanding of the basic mechanism of IOD underlies the important role of Kelvin and 

Rossby waves and associated subsurface dynamics. Rao et al. (2002) found that the subsurface 

ocean temperature consistently has a dipole structure that does not always appear in SST. Using EOF 

for analysis ofSLA altimeter data for the period 1993-1999, as well as the ocean model output, they 

found two dominant modes of the interannual subsurface variability of the tropical Indian Ocean. 

"The dominant (first EOF) mode of interannual variability at the surface is characterized by a 

monopole (i.e. a basin-wide pattern) and related to ENSO, whereas the dominant subsurface mode 

(first EOF) is a dipole and related to the IOD" (Rao et al., 2002). 
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The ENSO-induced basin-wide pattern is primarily controlled by surface heat fluxes indicating an 

atmospheric teleconnection from the Pacific to the India Ocean. However, the subsurface dipole is 

generated internally within the Indian Ocean region (Rao et al., 2002; Feng and Meyers, 2003; 

Shinoda et al., 2004a). 

1.3.8 Relation between IOD and ENSO 

There is an ongoing debate about whether the IOD is an inherent structure of the Indian Ocean or if 

it is driven remotely by ENSO in the tropical Pacific. Although a number of studies have argued that 

IOD is an independent mode (Saji et al., 1999; Webster et al., 1999; Iizuka et al., 2000) other studies 

also provided evidence that interannual variability of the Indian Ocean depends on interannual 

variability in the Pacific. For example, Baquero-Bernal et al. (2002), Dommenget and Latif (2002), 

Shinoda et al. (2004b) considered IOD as driven by ENSO in the Pacific. 

Regardless of the ultimate outcome of this discussion, there is clear evidence of the existence ofIOD 

events in the absence of ENSO events. For example, Rao et al. (2002) showed that during the last 

127 years only 5 of 14 strong positive events co-occurred with ENSO events, as well as 7 of 19 

strong negative IOD events. In other words, 65% of strong IOD events occurred when there were no 

ENSO events in the Pacific. Therefore, IOD events have shown ability to evolve independently of 

ENSO and can be considered as an independent phenomenon. 

One of the main questions in our understanding of the IOD concerns identification of the triggering 

mechanism of this interannual anomaly. Fisher et al. (2005) proposed a triggering mechanism of 

IOD that can explain its dependency as well as independency from ENSO. They found the existence 

of two triggers for a dipole mode - the first one independent of ENSO, and the second phase 

locking the IOD to El Nifio. "The first is an anomalous Hadley circulation over the eastern tropical 

Indian Ocean and Maritime Continent, the second trigger is a consequence of a zonal shift in the 

center of convection associated with a developing El Nifio, a Walker cell anomaly" (Fisher et al., 

2005). The existence of two triggers can give a clue to understanding of the development of IOD 

with/without ENSO and significant observed correlation between IOD and ENSO. 

1.3.9 IOD: a triggered or oscillatory event? 

The development of positive IOD is traditionally considered as an isolated event triggered by a 

particular ocean-atmosphere state (Fisher et al., 2005), in contrast to ENSO that has an oscillatory 

character (e.g. Philander and Fedorov, 2003; Wang and Fiedler, 2006). However, there is an 

increasing evidence in favour of existence of a precondition for positive IOD events and/or 

successive IOD events (Horii et al., 2008). Based on data from the recently deployed mooring buoys 

in the eastern Indian Ocean (1.5°S, 90°E) Horii et al. (2008) detected a negative temperature 
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anomaly at the thermocline depth in May 2006, that is about three months before the positive IOD 

2006 signature developed at the surface. 

Overall, there is little doubt today that positive IOD events are followed by negative IOD events, 

creating 'two-year time scales' (Rao et al., 2002; Feng and Meyers, 2003; Behera and Yamagata, 

2003). Some of authors have pointed out the possibility of an oscillatory nature of IOD. Based on 

ocean model output, Murtugudde et al. (2000) noted that "weaker Indian Ocean events occur quite 

regularly ... that evolve similarly to the 1997 event" and suggested that "these events represent a 

natural mode ofoscillation in the Indian Ocean". 

1.3.10 Decadal variability of IOD 

It was noted that IOD undergoes a decadal variability (Ashok et al., 2004; Annamalai et al., 2005; 

Tozuka et al., 2007). On the basis of Simple Data Assimilation (SODA) reanalysis, Ashok et al. 

(2004) found that "the time series of decadal IOD and decadal ENSO indices are not well correlated" 

and that the decadal IOD is strongly correlated with the 20°C isothermal surface anomaly. 

Later Annamalai et al. (2005) found that the decadal variability oflOD is correlated with the decadal 

variability in the Pacific, so that the "thermocline in the eastern equatorial Indian Ocean is raised or 

lowered depending on the phase of Pacific decadal variability". 

1.3.11 Conclusions 

The main purpose of this study is investigation of variability modes of the Indian Ocean, based 

primarily on temporal scales of these modes. The modes are isolated based mainly on results of 

spectral analysis of various physical fields, although other methods such as wavelet analysis and 

EOF analysis are also extensively used. Despite large literature on the variability of the Indian 

Ocean, to the best of our knowledge no systematic analysis of this kind has been conducted so far. 

One of the reasons for that is perhaps that the satellite era has just reached the age when the duration 

of the observed SST and altimetry fields make it possible to analyse the interannual variability 

(although not the decadal variability) with sufficient degree of confidence. The same mainly applies 

to the available data from Expendable Bathythermograph (XBT) lines, and indeed to reanalyses 

based on these observations. 
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Chapter 2. 

Data sets and Methodology 

2.1 Data sets used in this Thesis 

This section describes the data sets used in the analysis of low-frequency variability in the Indian 

Ocean region. With the aid of spectral analysis and wavelet analysis, we try to identify low­

frequency variability modes of the ocean and obtain their characteristics. To analyse ocean dynamic 

processes with periods of several years, one needs time-series of at least 10 years. Moreover, to be 

suitable for application of spectral and wavelet analyses, the analysed time series must not have any 

major data gaps, by which we mean gaps no longer than a small fraction of the characteristic period 

of the signal. 

There are not many direct measurements of the ocean state that satisfy these conditions of duration 

and continuity. First of all, and most importantly, there are measurements of altimetry SLA, which 

are available from 1992 until present. This is the most important single data source for our analyses 

because of the good spatial coverage, temporal continuity, high quality, and the nature of the signal, 

which contains integral information about the dynamics and properties of the whole water column. 

The next most important data set used in this study is the subsurface temperature measured along 

XBT lines. We use all data available along the Indian Ocean XBT lines from January 1989 to 

December 2002, because during this period it is regular enough for our analysis. There are also some 

tide gauge data and coral record data that provide an important opportunity for cross-validation and 

analysis of long-term tendencies, to complement the relatively short time span (- 15 years) of the 

altimetry SLA data. 

Along with the data from direct observations, there are a number of reanalysis products that 

represent reconstructed fields of ocean state variables, often for periods of several decades or even 

longer. These data sets include SST, SSH and wind. These data are used to support the conclusions 

we draw from direct observations. 

Finally, this thesis also analyses the Indian Ocean Dipole Mode Index, which is a synthetic 

characteristic of an Indian Ocean coupled interannual variability mode. 
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2.1.1 Sea level 

Sea level, or sea surface height, is the instantaneous height of the ocean surface, adjusted for 

atmospheric pressure and tides, above a reference surface. The reference level , typically adopted as 

mean sea level or mean sea surface height is mostly affected by the gravitation field . Since the 

Earth's gravitational field is relatively stable on decadal to centennial time-scales, the change in SSH 

on seasonal to interannual time-scales is mostly affected by the ocean circulation and water density 

variations. Its variations are caused by steric effects due to changes in the subsurface fields 

(including thermal expansion due to changes in subsurface temperature and changes in density 

caused by fresh water input), and dynamic processes, such as eddies, currents, and internal wave 

propagation. 

The dominant contributors to SSH variability are density changes and internal, planetary wave 

propagation. "The - 5 cm surface height signatures of Rossby waves are mirrored as thermocline 

displacements of the opposite sign with amplitudes of - 50 m. These large variations of upper ocean 

thermal content have important implications about the role of the ocean in seasonal to interannual 

climate variations" (Chelton and Schlax, 1996). 

Altimetry SLA 

In this study we use the altimetry SLA data product processed by A VISO 

(http://www.aviso.oceanobs.com0 . These data were collected by the ERS/Envisat/TOPEX/Jason-

1 satellites and represent a highly processed data set containing deviation of the sea level from a 

chosen mean value (https://www.marine.csiro.au/-whi359/dmr/tp-ers-html/readme.htm). As stated 

above, it contains integrated information about subsurface ocean dynamics and thermodynamics. For 

analysis we use gridded, I 0 -latitude/longitude, weekly-averaged SLA data. They cover a period from 

October 1992 to January 2008. 

Tide gauge sea level 

Traditionally, global sea level has been estimated from tide gauge measurements collected at coastal 

sites over the last century. Some tide gauge data are available for even longer periods. For example, 

the data collected in Amsterdam dates back to 1700 (Wikipedia: 

http://en .wikipedia.org/wiki/Tide gauge). Tide gauges, usually placed on piers, measure the sea 

level relative to land, estab li shed at a nearby geodetic benchmark. 

We use monthly sea-level data downloaded from the Permanent Service for Mean Sea Level 

(PSMSL), hosted at the Proudman Oceanographic Laboratory, UK (Woodworth and Player, 2003) 

and available at web (http ://www.pol.ac.uk/psmsl/). The PSMSL data service was established in 

1933 and represents a g lobal data bank for long term sea level change information from tide gauges . 
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It contains over 55,000 station-years of monthly and annual mean values of sea level from almost 

2,000 tide gauge stations around the world. 

The Indian Ocean lacks long historical tide gauge records. We identify 18 stations with sufficiently 

long periods to be suitable for analysis at regions of interest for this study. Figure 2.1.1 shows the 

locations of these stations; their summary is provided in Figure 2.1.2. Sea level at small islands is 

likely to be representative of the depth of the thermocline while stations on continental coasts are 

influenced by other factors . 

Figure 2.1.1. Positions and names of tide gauge stations in the lndian Ocean. 

The records for each station were quality controlled : gaps of up to 3 months were filled by values 

linearly interpolated in time, while time series with longer gaps were considered as unsuitable for 

analysis. 

Reconstructed sea level 

We use reconstructed sea level data for the period 1950-2000 hosted by CS IRO Divis ion of Marine 

and Atmospheric Research , Hobart (contributed by John Church and Neil White) . This data set was 

created primarily to improve estimations of monthly distributions of large-scale sea level variability 

and change. The procedure of calculation of this dataset is described in Church et al. (2004) and 

Church and White (2006). The authors used TOPEX/Poseidon satellite altimeter data and tide gauge 

data to interpolate an optimal space-time coverage. This data set is nearly-global (65 °S to 65°N) on a 

1° x I 0 monthly grid and covers the period from January 1950 to December 200 I , w ith seasonal 

(yearly) signals removed. It can be downloaded from CSI RO Marine and Atmospheric Research: 

http ://www.cmar.csiro .au/sealevel/sl data cmar.html 
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Latitude LonQitude Station Name Recoded time Analvzed time 

04.40 s 5532 E PT. LARUE Feb.1993 - Sep.2004 Feb.1993 - Sep.2004 

20.09 s 57.30 E PORT LOUIS Jan.1942- Dec.1965 Jan 1942 - Dec.1947 

0714S 72.27 E DIEGO GARCIA Jul.1959 - Mar.1964 not used 

0 41 s 73.09 E GANll Mar.1987 - Dec.2003 Aua.1991 - Dec.2003 

04.11 N 73.32 E MALE-B, HULULE Dec.1990 - Dec.2003 Dec.1990 - Dec.2003 

06.46 N 73.10 E HANIMAADHOO Aua.1991 - Jul.2002 Feb.1992 - Jul.2002 

09.58 N 76.16 E COCHIN Jan.1939 - Dec.2004 Jan.1939 - Dec 1956 

Feb.1958 - Oct.1978 

1306 N 80.18 E CHENNAl/MADRAS Jan.1916 - Dec.2003 Sep.1952 - Feb.1967 

22.02 N 88. 06 E HALDI A Jun.1970 - Dec 2004 Jun.1970 - Dec.1996 

2212 N 88.10 E DIAMOND HARBOUR Jan 1948 - Dec.2004 Jan.1948 - Dec.1996 

22.33 N 88 18 E CALCUTTA Jan.1932 - Jun.2000 Jan.1932 - Dec 1996 

22.59 N 8824E TRI BEN I Jan.1962 - Dec.2003 Jan.1962 - Dec.1997 

06.56 N 79.51 E COLOMBO-A Jan.1953 - Dec.1965 Jan.1953 - Nov.1964 

16.46 N 96.10 E RANGOON Jan 1916- Dec.1962 Ja.1937- Dec 191 

16.29 N 9737 E MOULMEIN Jan.1954 - Sep.1964 Jan. 1954 - Sep 1964 

07.50 N 98.26 E KO TAPHAO NOi Jan.1940 - Dec.2005 Jan.1946 - Aua.1961 

Jan.1962 - Apr 1978 

Mar.1979 - Dec.2002 

10 25 s 105.40 E CHRISTMAS ISLAND Jul.1962 - May 1966 not used 

12.07 s 96.53 E COCOS ISLAND Nov.1961 - Dec.2004 Dec.1985 - Dec.2004 

Figure 2.1.2. Tide gauge stations used for analysis. 

2.1.2 Ocean subsurface temperature 

In situ ocean temperature data available for the Indian Ocean are very sparse compared to the 

Atlantic and Pacific Oceans. The availability of subsurface temperature in the Indian Ocean at 

regular intervals started only after the launch in 1985 of the Tropical Ocean Global Atmosphere 

(TOGA) and World Ocean Circulation Experiment (WOCE) programs. Under these programs, the 

temperature in the upper ocean in the Indian and Pacific Oceans has been collected along XBT lines 

on a regular basis. In the Indian Ocean, data have been collected through an extensive Ship of 

Opportunity (SOOP) network established by CSIRO Division of Marine Research (now CMAR), as 

a national contribution to the international TOGA/WOCE programs. The broad scale and frequently 

repeated routes were covered by volunteer merchant ships, which measured temperatures down to 

depths between 450 m and 800 m, depending on the type of XBTs deployed from the ship. The 

positions of the XBT lines over the Indian Ocean are shown in Figure 2.1.3. 

20 



Chapter 2. Data Sets and Methodology 
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Figure 2.1.3. Positions of XBT lines over the Indian Ocean 

(http://www.clivar.org/organization/indian/lndOOS/XBT.php) 

120°E 

In this work we use carefully quality controlled subsurface temperature data from the Indian Ocean 

Thermal Archive (IOTA), hosted by CS!RO Marine and Atmospheric Research (Gronell and 

Wijffels, 2008). 1t is a compilation of historical upper ocean temperature data from various archives. 

In addition to the XBT data set, described in the CSIRO report 

(http ://www.marine.csiro.au/-pigot/REPORT/overview.html) (Meyers and Pigot, 1999), it includes 

World Ocean Dataset (1998 and 2002), the NODC Indian Ocean archives, CSIRO 's CTD database, 

Japanese fisheries and other data. Specifically, we use profiles along XBT line IX-1 from Fremantle, 

Western Australia to Sunda Strait, Indonesia. The positions of available temperature profiles along 

this line are shown in Figure 2.1.4. 

The data in each profile were collected from surface to a depth of up to I OOO m, and have been 

interpolated to 201 vertical levels at intervals of 5 m. The spatial and temporal distribution of 

profiles is irregular; for analysis we used monthly averaged data collected at each level within 

rectangular boxes of size 1° of latitude by 2° of longitude (Fig. 2. 1.4). The missing data were 

substituted by linear interpolation in time. 

The availability of data for 6 boxes closest to Indonesia is depicted in Figure 2.1.5. Data in all boxes 

(see Fig. 2.1.4 for their numbered locations) are quite sparse prior to 1986 and not regular enough for 

time series spectral analysis. The data in Box I closest to the Indonesian coast is too sparse at all 

times . Therefore, we mostly use data in Box 2, with its location defined by opposite corners at 

(7.0°S, I 04.0°E) and (8 .0°S, I06.0°E). This box is located in the Java upwelling region and is the 

second closest to the Indonesian coast. 
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118 

Figure 2.1.4. Locations of subsurface temperature profiles from IOTA along XBT line section IX- I . 

The data are spatially averaged inside each box shown in the figure. 
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Figure 2.1.5. Subsurface temperature profiles for Boxes 1-6 from Figure 2.1.4. 
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For analysis of subsurface temperature we use data for the period from January 1989 to December 

2002. The data before 1989 are considered not dense enough for our analysis. 

22 



Chapter 2. Data Sets and Methodology 

2.1.3 Sea surface temperature 

For SST analysis we mainly use two datasets : NOAA Optimum Interpolation SST or Reynolds 

(Reynolds et al., 2002) data sets and Kaplan Extended SST V2 (Kaplan et al., 1998). 

Kaplan Extended SST V2 dataset uses optimal estimation in the subspace of 80 EOFs to fit ship 

observations from the U .K. Met Office database. The data after 1981 represents the projection of the 

NCEP Optimum Interpolation analysis (that combines ship observations with remote sensing data) 

by (Reynolds and Smith, 1994) on the same set of 80 EOFs used in (Kaplan et al. , 1998). These SST 

data represent the monthly SST anomalies from January 1856 until present time, and are availab le on 

a 5 degree global grid between 87.5°S and 87.5°N. Kaplan SST V2 dataset is provided by 

NOAA/OAR/ESRL PSD, Boulder, Colorado, USA from http://www.cdc.noaa.gov/ and also by 

IRJ/LDEO Climate Data Library, http://iridl.ldeo.columbia.edu/. 

The optimum interpolation SST analysis is produced weekly on a one-degree grid. This analysis uses 

in situ and satellite SSTs plus SSTs simulated by sea ice cover (Reynolds et al. , 2002). The dataset 

covers the period from December 1981 to June 2004 and is available from http://www.cdc.noaa.gov/ 

2.1.4 Wind 

To analyse long term wind variability over the Indian Ocean we use data from the National Centers 

for Environmental Prediction - NCEP/DOE AMIP-11 Reanalysis 2 monthly mean wind data. 

NCEP/DOE Reanalysis 2 provides an improved version of the original NCRP/NCAR Reanalysis I 

by fixing errors and by updating the parameterization of the physical processes (Kanamitsu et al. , 

2002). The data have global coverage and are interpolated from model (sigma) surfaces to a 

Gaussian grid . It is available on 17 pressure levels from I OOO to I 0 hPa. In our analysis, we use wind 

at I 0 m above the ground/ocean surface for both u (zonal , west-east) and v (meridional , north-south) 

components. We use monthly mean data for the 29-year period from January 1979 to January 2008. 

NCEP Reanalysis 2 data are provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA 

from http://www.cdc.noaa.gov/ . 

2.1.5 Coral proxy climate records 

To understand the Indian Ocean multidecadal variability, and in particular its connection with the 

Indian Dipole Mode, we analyse long period time series from coral records extending back to - 1850 

AD. Ocean corals can be used as proxy climate records along with others, such as ice cores, tree 

rings, and lake and ocean sediments for climate reconstruction . It was found that cooler temperatures 

and denser (salinity) water tend to cause coral to use heavier isotopes in its structure . Therefore, the 

measurements of oxygen isotope ratios (o 
18 

0) can be considered as a proxy for SST and changes 
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in rainfall/evaporation (Gagan et al. , 1998). The changes Sr/Ca in coral can be considered as a proxy 

for SST (Gagan et al. , 1998). In this study, we use Coral Oxygen Isotope monthly data from Bali 

(8. I 5°S, I I 5.30°E) from January 1782 to January 1989 (2497 months) and Mentawai Islands (2 .5°S, 

99 E) from April 1858 to December 1997 ( 1677 months). The detailed description of procedures of 

coral analysis to obtain these data sets can be found in (Charles et al. , 2003; Abram et al. , 2007) . 

These data sets became avai lable only recently and were kindly provided to us by Abram, .J . 

(currently British Antarctic Survey, UK) and Gagan , M.K. (Research School of Earth Sciences, 

ANU, Australia). We have to note here, that we have got on ly one time series from each site, due to 

compli cation in obtaining corals and processing data. it is, possible, not enough to be convenient in 

results of spectral analysis, but coral data provided good and possible one kind of data of ocean 

variabi li ty in the past. 

2.1.6 Dipole Mode Index 

It is common to quantify the intensity of the IOD by anomalous SST gradients between the western 

Tropical Indian Ocean, averaged over the region 50° E-70°E and 10°S-10°N, and the south-eastern 

Tropical Indian Ocean, averaged over the region 90°E- I I 0°E and I 0°S-0°N. This gradient is referred 

to as the Dipole Mode Index. When the DMI is positive, then the phenomenon is characterized as 

positive IOD, when negative, as negative IOD. 

There are a number of DMI products; they differ in the details of the calcu lation procedure and in 

datasets used. ln this research we use several available indexes calculated on the basis of different 

data sources. We use DMls calculated by JAMSTEC (Japan Agency for Marine-Earth Science and 

Technology) available from http://www.jamstec.go.jp/frcgc/research/d I /iod/. We used the following 

indexes: 

• DMI as in Saji et al. ( 1999). The authors used GISST2.3b (Global Sea-Ice and SST Data Set) 

by British Atmospheric Data Centre, Meteorological Office. The data are selected for the time 

period from March 1958 to October 1999. At the preprocessing stage the authors high-pass filter 

the data with the cut-off period of 7 years and then smooth by applying a 5-month running 

mean; 

• DMI derived from NOAA Optimum Interpolation SST Analysis or Reynolds data set 

(Reyno lds et al. , 2002) (Decem ber 1981 - June 2004); 

• DMI indexes derived from HadlSST (Rayner et. al. , 2003) for DMI, and also calculated 

separately for the eastern (IODE) and western (IODW) poles of the dipole (see Fig. 1.3 .1) 

(monthly average, 1870 - 200 I). 

Most of the above DMI time series can also be located at the UNESCO Observation Panel for 

Climate website http ://ioc3.unesco.org/oopc/. 
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2.2 Data analysis methods and methodology 

To analyse of the temporal dynamics of the oceanographic time series and data fields described 

above, this thesis makes extensive use of spectral analysis and wavelet analysis. It also uses EOF 

analysis, also known as principal component analysis. While wavelet analysis and EOF analysis 

became traditional methods of data analysis in contemporary physical oceanography, the use of 

spectral analysis is sometimes viewed by oceanographers as outdated and redundant when compared 

to the previous methods. We see all three methods as important tools in particular circumstances. 

"Fourier analysis is one of the most commonly used methods for identifying periodic components in 

near-stationary time series oceanographic data. If the time series are strongly nonstationary, more 

localized transforms such as the Hilbert and Wavelet transforms should be used" (Emery and 

Thomson, 200 I). 

In this chapter we give a brief description of each of these data analysis methods and discuss their 

relative advantages and disadvantages in the context of this work. 

2.2.1 Application of spectral analysis 

Spectral analysis is a traditional and widely used method of decomposition of temporal signals into 

orthogonal periodic components with different frequencies. For many oceanographic applications, 

the spectral representation of the signal (e.g. SSH, temperature, depth of thermocline, wind stress) 

makes it possible to identify and quantify the periodic or quasi-periodic components and separate 

them from random and aperiodic components. (A quasi-periodic component is represented by a 

superposition ofa number of periodic components with close frequencies). Apart from providing the 

spectral composition of a signal, spectral analysis also makes it possible to filter the signal in a 

selected band (or bands) and analyse the filtered signal, as well as to estimate qualitatively the 

relative contribution of the variance of the signal in a particular band into the total variance of the 

signal. All these analysis possibilities are based on the specific properties of the spectral analysis, 

such as orthogonality of the basis functions and representation of the energy of the signal through the 

spectral components via the Parseval's theorem; they are not available, or not feasible with the other 

methods used in this thesis, namely wavelet analysis and EOF analysis. 

Spectral analysis also has certain limitations. The magnitude of a given spectral component 

characterises the whole time period of the analysis. It does not contain information about the 

temporal variability of this component. Such information can be obtained by reconstruction of the 

signal in a frequency band of interest, which is by summing up the spectral components in this band. 

Alternatively, one can analyse a sequence of spectral decompositions of a signal in a moving time 

window. In this case, the calculated spectral components can be attributed with the middle time of 
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the corresponding time window, while the half width of the window can characterise the related 

uncertainty. 

To illustrate the above, let us consider the spectral decomposition of the altimetry SSH anomaly in 

the Indian Ocean near Sumatra coast at (103°E, 5°8 S) shown in Figure 2.2.l(a). The time series has 

798 weekly entries. Figure 2.2.1 (b) shows the power spectral density (PSD or psd) of the signal. The 

PSD is also often referred to as a periodogram (Emery and Thomson, 2001) of a signal and will be 

formally introduced later in this Chapter. The spectrum contains several maxima seen at 6, 12, 18, 

and 36 months. Let us consider the maximum with the period of about 18 months. The dashed line 

in Figure 2.2.1 (c) shows the temporal behaviour of one spectral harmonic, with the period of 18 

months. As any single harmonic, it has constant amplitude throughout the whole time interval of the 

signal. The question "how did this harmonic change in time" is meaningless, and can only be applied 

to a signal in a band. Formally, this is related to the time-frequency uncertainty principle, which 

states that the product of characteristic widths of a signal in the frequency and time domains is 

greater than one: Af At ;::: 1 (e.g., Claerbout, 1976). 
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Figure 2.2.1 Example of spectral analysis of a SLA time series. (a) SLA variability in the Indian 

Ocean near Sumatra coast at (103 E, 5.8 S). (b) PSD of this signal. (c) Temporal behaviour of a 

single harmonic with the period of 18 month (dashed line) and of a sum of four harmonics with 

periods close to 18 months that are marked by diamond markers in panel (b) (solid line). 

The solid line in Figure 2.2.1 ( c) shows the band-passed filtered signal containing four components 

across the 18-month spectral maximum: 22.9, 20.4, 18.4, and 16.7 months that correspond to 9, 10, 

11, and 12 points in the spectrum. Because of the interference of harmonics with different but close 

26 



Chapter 2. Data Sets and Methodology 

frequencies, this filtered signal exhibits slow variations in time. These variations are related only to 

the process within the given spectral window, without interference of processes at other frequencies. 

The filtering technique can be applied not only to a single time series, but also to the time series in 

every grid point of a series of two-dimensional fields, for example, SLA, SST, thermocline depth 

etc. After that, the succession of reconstructed fields makes it possible to analyse both the spatial and 

temporal variability of the field. 

Applications of the spectral analysis methods in this thesis are mainly defined by the type of data 

involved. For a time series at a point, including historical tide gauge or coral record data, the one 

dimensional spectral decomposition and filtering are applied. For gridded two-dimensional 

oceanographic fields, these operations are applied at every node of the grid. 

We use spectral analysis and band pass filtering to identify dominant low-frequency spectral modes 

of the Indian Ocean and analyse their spatio-temporal behaviour. Specially, we identify individual 

modes with well pronounced peaks in the frequency spectra, as well as differences in spatial 

distribution of spectral density of these modes and their temporal behaviour. 

For example, the narrow maxima of the one-year and 6-month signals in the power spectrum ofSLA 

over the Indian Ocean in Figure 3 .3 .3 ( e) have an obvious temporal separation and a big gap between 

spectral peaks. This makes it possible to identify these signals as separate modes. A further 

investigation shows that the one-year signal has a strong presence in some locations of the Indian 

Ocean, while the strong 6-month signal can be found in other locations (see Fig. 3.3.8 a,b). 

The decomposition of signals by frequency is different from the decomposition of a time series into 

orthogonal spatial modes as done by the EOF method. EOF considers the input as an unordered 

collection of states. An orthogonal mode calculated by the EOF method usually contains different 

spectral components and therefore signals from different processes. For example, a particular EOF 

mode can contain a leading one-year signal in one part of the ocean, a 6-month signal in another 

part, an ENSO signal or any combination of the above in a third region. In other words, such a mode 

may contain contributions of different, sometimes unrelated processes. 

Applications of spectral analysis in practice are commonly done or based on the Fourier transform. 

The following is a brief description of the Fourier transform and some practical aspects of its 

application used in this thesis. The data analysis was conducted using Matlab ® based on the Fast 

Fourier transform (FFT) and the Inverse Fast Fourier transform (IFFT) functions. 
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Fourier Transform 

Any finite length, infinitely repeated time series y(t), defined over the principal interval [O, T ], can 

be represented by a linear combination of sines and cosines, or harmonics, of the form 

"" 
y(t)= ~]Ak cos((t)kt) +Bk sin(aV)l (2.1) 

k=O 

where 

(2.2), 

(2.3) 

Here Ak and Bk are referred to as Fourier coefficients, (t)k is the frequency of the k th harmonic, 

and T is the total length of the time series. The representation of the time series given in equation 

(2.1) can be rearranged to another form: 

"" 
y(t)=LCkcos((t)kt-qJk), (2.5) 

k=O 

where 

is referred to as the amplitude of the k th harmonic, while 

B 
qJk = tan-1

-k (2.7) 
Ak 

is the phase of the k th harmonic. The amplitude of the zeroth harmonic ( C 0 ) represents the time 

averaged value of the signal. 

There are a number of important properties of the Fourier series. One of them is the Parseval 

Theorem, which states that the sum of squared Fourier amplitudes c; is equal to the sum of initial 

signal squared. This property can also be interpreted as the conservation of "energy" (or, more 

precisely, the variance of the signal) during Fourier transform. Because of this conservation of 

variance, the sum of squared Fourier amplitudes in a certain frequency interval ("band") can be 

interpreted as the variance (or "energy") of the signal in this band. 
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In equation (2.1), a continuous signal y(t) is decomposed into an infinite series of Fourier 

harmonics. However, in practice one never deals with a continuous signal, but has a truncated 

digitized time series of y(t). The initially continuous signal is represented by a series of 

N samples, usually sampled at equal time intervals dt one after another. In this case the Fourier 

transform can be modified to take advantage of the discrete form of the signal and is referred to as 

discrete Fourier transform. 

Discrete Fouiier Transform 

Discrete Fourier transform (DFT) is a specific form of Fourier transform that takes advantage of the 

discrete signal to transform the signal from the discrete time domain to the discrete frequency 

domain. The basis of this transform is Parseval's theorem which states that the mean square (or 

average) energy of a time series y(t) can be separated into contributions from individual harmonic 

components to make up the time series. The resulting discrete decomposition takes the form (Emery 

and Thomson, 200 I) 

where 

Yn =-zAo + L Ak cos--+Bk sm--1 N '
2

( 21lkn . 21lkn) 
k=I N N 

N/2 21lkn 
=!Co+ Lek cos(---rpk), 

k=I N 

2 N 21lkn 
Ak =-LYn COS--, 

2 N • 21lkn 
Bk =-IYn sm--, 

N n=I N N n=I N 

B rpk = tan -1 _k . 
Ak 

(2.10) 

(2.8) 

(2.9) 

Here k is the harmonic index, while n is the time series index, so that, for example k = 2 

corresponds to the second harmonic, and n = 2 corresponds to the second point in the time series. 

The arguments of sine and cosine in the k th term of the decompositions (2.8) can be represented as 

the product of the discrete time tn = nT IN = n 11t and circular frequency OJk = 21lk IT: 

Accordingly, the k th harmonic in the discrete Fourier series (2.8) is associated with the circular 

frequency 

27i 
OJk = -k. (2.11) 

T 
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Equations (2.9) can be used to calculate Fourier coefficients Ak and Bk, or Fourier amplitudes 

Ck and phases 'Pk , and are referred to as the DFT; while equation (2.8), reconstructs the initial 

signal, is referred to as the inverse DFT. 

Some practical aspects of using DFT 

A standard way of calculating the DFT involves use of an alternative representation to equation 

(2.8), with basis functions written in the exponential form: 

N-I 2mkn 

Yn = LFne ----;y' 
k=O 

This, for example, applies to the Matlab function FFT, which will be used for conducting the DFT in 

this thesis. In this form, applying the DFT results in calculating N complex coefficients Fk , from 

which one can then calculate N real coefficients Ak, Bk, or Ck, tpk used in equation (2.8). In 

particular, to calculate Fourier amplitudes Ck , one needs simply to use the absolute value of the 

complex Fourier coefficients Fk above: 

It is easy to see that Ck = C N-k, k = 1, ... , N - I. In other words, the Fourier coefficients 

calculated by the above formula are symmetric about the index value NI 2 -1 . This is closely 

related to the phenomenon of aliasing, which refers to the distortion that occurs when a continuous 

time signal has frequencies higher than half of the sampling rate. When tliis happens, the 

components of the signal at high frequencies calculated by DFT are mistaken for components at 

lower frequencies. This conclusion is known as the Nyquist Sampling Theorem, and the critical 

sampling rate equal to twice the highest frequency present in the signal is referred to as the Nyquist 

sampling rate, f N = 2f max. To obtain meaningful results from a DFT, it is necessary to ensure that 

the sampling rate is greater than the Nyquist frequency, or, in other terms, that there are more than 

two data points in a period of the components with the highest frequency presented in the signal. "A 

sampling rate of2.5 samples per cycle of the frequency of interest appears to be acceptable whereby 

/it= 11(2.SJN) = (2/ 5)(1/ JN)" (Emery and Thomson, 2001, p.438). 

In the context of this thesis, applying a DFT to a signal sampled at, for example, weekly (monthly) 

intervals assumes that the signal contains no substantial components with periods shorter than two 

weeks (months). Although the Indian Ocean has substantial oscillation at periods less than two 

months, such as MJOs (30-60 days) and biweekly variability, generally "it is well known that the 

oceanic frequency spectrum is "red" with the background spectral level ever increasing with 

decreasing frequency, except for peaks such as the annual cycle" (Fu, 2001). 

30 



Chapter 2. Data Sets and Methodology 

Fast Fourier Transform 

FFT (Danielson and Lanczos, 1942) refers to an algorithm of DFT that requires only 0( N log N) 

operations versus O(N 2
) operations required to conduct DFT by direct use of equations (2.9). 

Most implementations ofFFT require that the number of points in the time series is a power (p) of2, 

that is N = 2 P ; however, there also exist more general approaches. In practice, if the length of the 

time series is not a power of2, it can be truncated or padded with zeros up to the nearest power of2. 

Energy spectral density 

The Parseval's theorem for the DFT takes the following form (e.g., Emery and Thomson 2001, 

p. 414): 

N-I N 

AfL e; =At LYi. (2.12) 
k=O k=I 

One can interpret the right hand side of equation (2.12) as the energy of the signal (the second power 

of the signal integrated over time). Then e; can be interpreted as the energy spectral density of the 

signal in the frequency domain. Using the relation Af = 1/(NM), equation (2.12) can be rewritten 

as 

1 N 1 N-1 1 N-1 

N 
LYi = <Y

2
> = N2(A )2 Lei= y2 Lei· (2.13) 

k=l t k=O k=O 

Therefore, the right hand side in (2.13) gives the mean square value of the signal. In practice, once 

one has digitized a time series of the signal in certain units, e.g. cm, the interval of acquisition (At) 

does not affect the mean square of the signal. Consequently, one can calculate spectral amplitudes 

1 N-1 

e k from the signal time series assuming At = 1 , then - 2- Le; will be equal to the mean 
N k=O 

square of the signal: 

1 N-1 

<Y2>=-2 Le;. 
N k=O 

(2.14) 

Therefore, equations (2.13-2.14) provide a useful way of normalizing the energy spectral density, 

because the amplitudes e k 
2 

are then equal to the contribution of the kth harmonic to the total 

variability of the signal. Note that for a signal sampled at a constant rate, the right hand side in (2.13-

2.14) remains equal to the mean square of the signal. 

Because the left hand side in (2.12) represents the energy of the signal, divided by the duration of the 

time series T, it represents the power of the signal, so that the individual spectral amplitudes squared 

normalized by '1.f IT are commonly referred to as the PSD. The PSD is a commonly used variable 
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for characterizing the relative contribution of a given spectral component to the energy of the signal. 

However, in this thesis we will use the normalization (2 .14), because it provides a more simple 

interpretation in the units of the signal, regardless of the sampling rate and length of the sampling 

interval. If, for example, the time series of sea surface elevation has units of cm , and the sum of 

squared Fourier amplitudes scaled by 1/ N 2 in some frequency band is equal to 4, then the mean 

squared signal in this band is equal to 4 cm2
, so that the RMS value of the signal in this band is 

2 cm . 

Two-dimensional fields of spectral density 

For analysis of two-dimensional SLA fields in the ocean, we apply DFT to the time series of SLA at 

each grid point. The resulting gridded spectra are then either presented as PSD maps using 

normalization (2.14), or used to select a particular frequency band and conduct inverse DFT to 

investigate the temporal dynamics of the signal in the corresponding frequency band. 

2.2.2 Application of wavelet analysis 

Because Fourier amplitudes describe the signal as a whole (at all times), Fourier analysis is often 

considered as an appropriate method for the analysis of stationary data sets. To study the spatial­

temporal behaviour of the spectral composition of the signal in time, one could apply OFT to the 

time limited subsets of the signal , for example, by computing running Fourier spectra of the signal 

for a smaller time window. An alternative technique for studying the temporal dynamics of a time 

series that has became very popular in the last few decades is wavelet analysis (e.g. Emery and 

Thomson, 200 I, p. 500). This term refers to the application of the wavelet transform. In particular, 

the wavelet transform has advantages over the traditional Fourier transform for analysing signals that 

have discontinuities, sharp peaks, or exhibit non-stationary behaviour. 

We note that while wavelet analysis is a useful tool for analysing temporal variability of the signal, it 

is not suitable for filtering the signal because the individual components of the decomposition of the 

signal are not, generally, orthogonal. For this purpose, spectral analysis is a natural instrument. 

Wavelet analysis is conducted by applying a wavelet transform to the time series of the signal. We 

used software provided by C. Torrence and G. Compo (http://paos.colorado.edu/research/wavelets) 

and customized it for analysis of our data sets. 

Wavelet transform 

The wavelet transform is based on a particular family of wavelets, which is a class of orthogonal 

functions localized both in time and frequency domains. In contrast, the Fourier transform is based 
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on harmonic functions (sine, cosine or a complex exponent) that are localized only in the frequency 

domain but are infinite in time. 

A family of wavelets can be constructed from a function If/( x) , sometimes known as the "mother 

wavelet", which is confined in a finite interval. "Daughter wavelets" If/ a,b (x) are then formed by 

translation (described by index b) and contraction, or scale dilation (described by a ) (e.g., Emery 

and Thomson, 2001, p. 501): 

1 x-b 
lf/a,b(x) = rlf/(-). 

-va a 
(2.16) 

The projection of the functionf(x) onto the subspace of the scale a then has the form 

00 

fa(x) = Jwvr{f}(a,b)·lf/a,b(x)dx, (2.17) 
-oo 

with the wavelet coefficients Wvr {f}(a,b) given by 

(2.18) 

where * denotes complex conjugation. The inverse transform is given by 

00 00 

f(x)= J Jwvr{f}(a,b)·lf/a,b(x)dadb. (2.19) 
-00-00 

A common type of wavelet used for analysis is the Haar wavelet, which is simply composed of step 

functions (e.g., Jensen and Cour-Harbo, 2001): 

{ 

1, 

f(x) = -1~ 

Discrete wavelets 

0<x<112, 

112<x<11, 

otherwise. 

The discrete wavelet transform (DWT) was introduced by Daubechies (1992). It is based on the 

modified wavelet representation where equation (2.16) is replaced by 

( ) - _1_ (x-kr0sg J 
lf/1· k x - Fst If/ . 

' J SJ 
S0 o 

(2.20) 

This function is called a discrete wavelet. j and k are integers and s0 > 1 is a fixed dilation step. 

The translation factor T 0 depends on the dilation step. The effect of discretizing the wavelet is that 

the time-space scale is now sampled at discrete intervals. It is usually chosen such that s0 = 2 so that 
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the sampling of the frequency axis corresponds to dyadic sampling. For the translation factor, one 

usually uses To= 1, which then results in dyadic sampling of the time axis. 

Use of discrete values to transform a continuous signal results in a series of wavelet coefficients, and 

is referred to as the wavelet series decomposition. The discrete wavelets can be made orthonormal to 

their own dilations and translations by special choices of the mother wavelet. In this case 

J . { 1, 
lj/

1 
k (x) If/ (x) dx = 

' m,n O, 
j =m,k =n 

otherwise. 
(2.21) 

An arbitrary signal can be reconstructed by summing the orthogonal wavelet basis functions, 

weighted by the wavelet transform coefficients (Sheng, 1996) 

f(x) = LW{f}(j,k) lf/
1
,k(x). (2.22) 

l,k 

There is an extensive literature on effective numerical implementation of the DWT, most commonly 

by using so-called filter banks (Mallat, 1989). What is most important from the practical point of 

view is that the coefficients of the DWT allow one to simultaneously characterize the signal at 

different spatial and temporal scales; and therefore make it possible to analyse the time dynamics of 

components of a certain frequency, including identifying the time intervals when these components 

are strongest or weakest. 

2.2.3 Application of EOF analysis 

EOF analysis, or principal component analysis, are the common terms in earth and other applied 

sciences for use of the singular vector decomposition (SVD) for transforming a number of possibly 

correlated states into a smaller number of uncorrelated states. Any (n x m) matrix A formed by m 

column vectors A,, i = 1, ... , m of n elements each can be factorized as follows: 

(2.23) 

Where U is a (n x n) orthonormal matrix, L is a (m x m) diagonal matrix, and Vis a (m x m) 

orthonormal matrix, and superscript "T" denotes a transposed matrix. The columns of U are the 

singular vectors and, also referred to as EOF modes; the diagonal entries of L are the singular values, 

equal to standard deviations, or square root of variances of these modes; and rows of V contain 

coefficients of expansion of the input vectors A, in the basis of U. If the column vectors of the input 

matrix A represent time series of states, then columns of V contain weights of each singular vector, 

or EOF mode, in the corresponding states. In this context they are sometimes called the temporal 

function ofEOF, while the singular vectors are called the spatial function ofEOF. The factorization 

(2.23} can be also written as 

m 

A= Iup, (V,)r, (2.24) 
1=! 
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Where U ; and V; are the i-th columns of U and V , and <Y; is the i-th singular value. 

The properties of the EOF analysis follow from the properties of SVD; some of them are listed 

hereafter: 

I. The expansion (2 .23) is unique in the sense that each unique singular value has unique 

vectors U; and V; in (2 .24). 

2. The sum of the entries squared is equal to the total variance of the signal. 

3. If the singular values are ordered from larger to smaller values, then any truncated sum in 

(2 .24) represents best possible approximation of A in the least squares sense. 

Because of the third property, the EOFs are the most effective data representation method in the least 

squares sense. They are particularly useful if the field 's variability can be described by a small 

number of EOFs, that is, if a small number of singular values carry most of the variance of the 

signal. In this case one can describe the variability of a field by describing a small number of EOFs 

(see for example Church et al. , 2004). 

Another useful application of EOFs used in this thesis is the analysis of the temporal function . In 

particular, spectral analysis of the temporal function makes it possible to investigate the temporal 

variability of a given EOF mode, that is, to identify the frequencies of the processes contributing to 

this mode. 

2.3 Software overview 

The data analysis and visualization in this thesis has been done by using Matlab scripts written by 

the author. The only exception are the scripts used for wavelet analysis, which are based on the 

Matlab code provided by C. Torrence and G. Compo (1998), and is publicly available at 

http: //paos.colorado.edu/research/wavelets. The code was adapted for the current thesis needs . 

The code for FFT analysis is written based on the Matlab library functions FFT and 1 FFT. It includes 

preprocessing, Fourier transforms, calculation of PSD or filtering and inverse transform, and 

visualization. Similarly, the code for EOF analysis is based on the Matlab library function SVD. 
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Chapter 3 

Low frequency variability of the Indian Ocean 

3.1 Introduction 

3.1.1 Motivation and goals 

This chapter investigates the low-frequency variability of the Indian Ocean, by which we understand 

processes with characteristic time scales from 6 months to several years. As we mentioned in 

Chapter 1, it is commonly accepted today that the variability of the Indian Ocean in the low­

frequency part of the spectrum can be divided into several bands corresponding to periodic or quasi­

periodic signals that contain most of the total variance: semi-annual (with a period of 6-months), 

annual (one-year), quasi-biennial (- 2-3-years), ENSO (- 3-7 years), decadal, and bi-decadal. 

Although this classification has been the subject of previous studies or has been referred to in a lot of 

literature (e.g Allan, 2000; Li et al., 2001; Meehl and Arblaster, 2002; Loschnigg et al., 2003; Tourre 

and White, 2003), we argue below in favour of a different division of the part of the spectrum 

corresponding to signals with 1-3 year period. This will be done based on frequency spectra of 

various time series observed in different locations over the Indian Ocean and representing different 

properties of the ocean-atmosphere system. 

The study of the temporal variability of the Indian Ocean was initially motivated by the discovery of 

a strong quasi-periodic signal with period of-18-20 months during routine analysis ofXBT data in 

the Java upwelling region. We demonstrate that this signal, overlooked or misunderstood in previous 

studies, plays a major role in the variability of the tropical Indian Ocean in general, and specifically 

in the life cycle of the IOD. 

After identifying the main frequency bands that carry most of the variance, we study the spatial 

distribution of variance in each band over the Indian Ocean. This is done for the altimetry SLA data 

because, firstly, it is an integral signal depending on a number of factors, and secondly, because of 

the good coverage and availability of the corresponding data (see Chapter 2.1). Using the spatial 

distribution of altimetry, we also investigate the spatial/temporal propagation of the signals in each 

frequency band. Maps and movies showing the temporal behaviour of the signals complement the 

maps of the first two EOFs of SLA (e.g. Feng and Meyers, 2003) and help to identify the sources 

and processes behind the corresponding physical modes of the ocean. 
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In this Introduction an overview of existing concepts of the low-frequency variability of the Indian 

Ocean is given. Particular attention is paid to the signals with periods of 1-3 years and to possible 

reasons why the 18-20-month signal has been previously overlooked. 

3.1.2 Classification of the Indian Ocean variability 

As was noted in the overview of the low-frequency variability of the Indian Ocean in Chapter 1.2, 

the Indian Ocean exhibits variability at a wide range of frequencies at interannual times scales, as 

well as have very strong annual and semi-annual signals. 

The annual and semi-annual processes in the Indian Ocean are generally well studied today, and 

continue to be subjects of scientific interest. In particular, understanding of propagation of annual 

and semi-annual waves in the Indian Ocean has been substantially improved after inventory of 

altimetry measurements. For example, propagation of semi-annual Rossby and Kelvin waves and 

their constructive/destructive interaction was recently studied by Fu (2007), propagation oflocal and 

remotely forced annual waves along the Indian coast by Brandt et al. (2002) and Shankar et al. 

(2004), and description of the break-up of annual waves In the middle of the Indian Ocean by 

Wang et al. (2001). 

Along with the continuing interest in the annual and semi-annual processes, in the last decade there 

has been a growing interest to the interannual variability of the tropical Indian Ocean. (Perigaud and 

Delecluse, 1993; Masumoto and Meyers, 1998). Tourre and White (2003) argued that the interannual 

variability of SST (with periods from 2 to 20 years) over the Indian Ocean represents the global 

climate signal that includes the quasi-biennial oscillation (2.1-2.8-year period); the ENSO oscillation 

(3-7-year period); and the quasi-decadal oscillation. 

Analyses of SST were followed by studies of the subsurface temperature interannual variability in 

the Indian Ocean (Rao et al., 2002; Vinayachandran et al., 2002; Feng and Meyers, 2003; 

Loschnigg et al., 2003). Rao et al. (2002) found that subsurface temperature consistently has a 

dipole structure that does not always appear in SST. The authors suggested that the observed quasi­

biennial signals (with periodicity of 2-3 years) in the southern tropical Indian Ocean are associated 

with Rossby wave propagation. 

Feng and Meyers (2003) found a two-year time-scale of the upper-ocean evolution in the tropical 

Indian Ocean near the _Java coast that is unique to the IOD (that is, not directly forced by an 

atmospheric teleconnection from the Pacific). Their conclusion was based on the timing of the 

temperature anomalies associated with the strength of upwelling offshore of Java, when "cold 

anomalies during 1994 and 1997 [was] followed by warm anomalies during 1995/96 and 1998 (see 

Feng and Meyers, 2003, p.2268)" which "may be related to biennial oscillation described by Meehl 
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and Arblaster (2002)". In another study Loschnigg et al. (2003) found that the ocean dynamics in the 

tropical Indian Ocean contributes to the SST anomalies and constitutes an integral part of the TBO 

and the monsoon system. 

The above studies ofinterannual variability of the Indian Ocean identified signals with time scales of 

two years and longer. Below, we identify possible reasons why existence of a shorter, repetitive 

signal with periods of 18-20 months was overlooked. 

3.1.3 Why was the 18-month signal overlooked? 

The existing classification of the time scales of the low-frequency variability of the Indian Ocean 

distinguishes the following main time scales (periods): semi-annual, annual, biennial, decadal and bi­

decadal. Below, we identify the possible reasons why the strong signal in the Indian Ocean with 

period around 18-20 months has not been noticed until recently (Sakova et al., 2006a,b; 

Keenlyside et al., 2007). Analysis of the literature makes it possible to identify the following four 

main reasons, discussed in details below. 

1. Analysis excluded signals with periods of less than two years 

In the majority of studies of the interannual variability of the Indian Ocean only the signals with 

period of two years and longer were analysed. Usually, signals with shorter periods were filtered 

out or the data used for analysis had a sampling frequency of one year. 

2. The common classification was used 

Many studies on interannual variability just referred to previously published papers and did not 

conduct their own analysis to identify the main spectral bands. These studies applied band-pass 

filtering according to the existing understanding. For example, to analyse the ENSO signal, a 

band-pass filter corresponding to periods of 3-7 years is typically used, while to analyse the 

quasi-biennial signal, a band-pass or a low-pass filter with a cut-off at 2-3 years was used. 

3. A qualitative estimation for the period of the signal was used 

In some cases, the signal was not filtered out, but conclusions about its period were based on a 

qualitative estimation rather than quantitative methods like spectral analysis, and signals with 

periods shorter or longer than two years were considered to be quasi-biennial. 

4. The signal has appeared in the spectra, but did not attract attention 

Below we review the issues related to each of the case studies in more detail. 

1. Analysis excluded signals with periods of less than two years 

The most used method for the analysis of the interannual variability of the Indian Ocean is spectral 

analysis (e.g. Allan, 2000; Tourre et al., 2001; Li et al., 2001; Li and Zhang, 2002; Tourre and 

White, 2003). White and Cayan (2000) considered the interannual variability of SST and sea level 
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pressure in different frequency bands in the Inda-Pacific region. The analysis was conducted for SST 

from 1900 to 1997, and for sea level pressure anomalies from 1950 to 1997. They found that the 

frequency spectra contain the following signals: 3-7 years signal ''that can be attributed to the global 

ENSO waves'', "propagating signals at decadal and interdecadal periods near 10 and 24 years", and 

"at the quasi-biennial period of 2.3 years"; however, their analysis did not take into consideration 

variability with period shorter than two years. 

Allan (2000) calculated the spectrum for joint SST and sea level pressure data (Fig. 3.1.1). Tourre et 

al. (2001) calculated the joint fraction variance spectrum for the Pacific Ocean (30°S-60°N) and 

White and Tourre (2003) did the same analysis for the global data (not shown), and Tourre and 

White (2003) - for the Indian Ocean at 30°S-20°N (Fig. 3.1.2). All spectra in the above studies are 

very similar. The variability is divided in several bands: "quasi-biennial (-2.2-year period), 

interannual (3- to 7-year period band), quasi-decadal (-I I-year period), and interdecadal (-17-year 

period)". The abbreviations QB or QBO and BDO are commonly used for the quasi-biennial and bi­

decadal signals. In all these analyses, signals with periods shorter than two years were excluded from 

consideration. 
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Figure 3.1.1. Multi-taper frequency-domain singular value decomposition (MTM-SVD) localized 

variance spectrum of (a) joint analysis of historical GISST, and (b) separate analysis of historical 

GISST and GMSLP (after Allan, 2000). 

White and Allan (2001) studied quasi-biennial anomalies using "SST and sea level pressure 

anomalies along 10°N around the globe for 48 years from 1950 to 1997" and its decadal modulation. 

They found "significant peak spectral energy density for eastward propagating waves of 2.0 and 2.4 
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year periods ... associated with TBO (quasi-biennial oscillation in troposphere)". They found that 

these signals were "separated from the ENSO of 3 to 7 year periodicity by a spectral gap that 

indicated the relative independence of these two climate variability phenomena". To prepare data for 

analysis the authors used band pass filtering of data with the high-pass frequency set at (a period of) 

18 months. This allowed them to retain the two-year signal, but cut off signals with shorter periods. 

© 
0 
t::; 

-~ 0.80 

Figure 3.1.2. Local fraction variance spectrum (represents a fraction of variance in a particular 

frequency band) as a function of frequency (cycles per year) for SST and sea level pressure anomaly. 

Vertical dashed lines represent bi-decadal (BDO), ENSO and quasi-biennial (QBO) signals (after 

Tourre and White, 2003). 

Li et al. (2001) and Li and Zhang (2002) studied the quasi-biennial and low-frequency variability of 

the South Asian Monsoon using SST and rain data. They found that the power spectrum of the time 

series oflndian rainfall (Fig. 3.1.3) reveals two distinctive peaks: quasi-biennial (period of2-3 years) 

and low-frequency (3-7 years). The spectrum of the rainfall has a maximum at 4.5-8 years and two 

more maxima at 2.2 and 2.7 years. For the analysis, the authors use an All-India monsoon rainfall 

index with sampling frequency of one year. To obtain a meaningful result from a spectral analysis, 

however, it is necessary to have the sampling rate greater than the Nyquist frequency or "a sampling 

rate of 2.5 samples per cycle of the frequency of interest appears to be acceptable' (Emery and 

Thomson, 2001, p. 438). It is means that with a sampling rate of one year, then, no definitive 

conclusions can be made about signals shorter than 2.5 years, so any signals between I and ~2.5 

years were missed from this analysis. 

The paper that is most referred to in regard to biennial oscillation in the Asian-Australian Monsoon 

rainfall is Meehl and Arblaster (2002). It presents spectra of seasonal and area-averaged monthly 

anomaly in the Australian and Indian monsoon (Fig. 3.1.4). Once again, while the spectra have clear 

maxima for periods between 2 and 3 years, signals with periods shorter than two years were not 

presented in these plots and not discussed in the paper. 
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Figure 3.1.3. Power spectrum of the domain-averaged Indian rainfall time series for a period of 

1949-1998. The dashed line shows the 95% significance level (after Li and Zhang, 2002). 
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Figure 3.1.4. (a) Spectra of seasonal Indian monsoon rainfall; (b) spectra of area-averaged monthly 

anomaly Indian monsoon region rainfall (all months); (c) spectra of seasonal Australian monsoon 

rainfall; (d) spectra of area-averaged monthly anomaly Australian monsoon region rainfall (all 

months) (after Meehl and Arblaster, 2002). 

In another study, Loschnigg et al. (2003) discussed the biennial nature of climate in the Indo-Pacific 

region using a 100 years long model run. The authors found that the IOD is "an inherent feature of 

the Asian summer monsoon and TBO" and made a claim that "IOZM is a part of the biennial nature 

of the Indian-Pacific region" and that this explains "the Indian Ocean biennial cycle". They 
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calculated spectra for Monsoon Rainfall and Westerly Shear index (Fig. 3.1.5 b, c), but both of them 

do not present signals shorter than two years. 
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Figure 3.1.5. (a) Time series of normalized Monsoon rainfall index (Cll) and westerly shear index 

anomalies (WSil). Black dots signify strong and weak TBO years, where both the Cll and WSil are 

relatively greater or less than in preceding and following years. (b) Power spectrum of the monthly 

values of Cll, with the 95% significance level shown as the dotted line. (c) Power spectrum of the 

monthly values of WSil (after Loschnigg, 2003). 

2. The common classification was used 

It is common before analysing variability to prepare the data by band pass filtering in a particular 

frequency band. The majority of studies used a band pass filter to isolate the "known" variability 

mode. 

To analyse propagation of biennial, interannual and decadal signal in Pacific, White et al. (2003) 

used band-pass filtering of SST, wind and isotherm depth data based on previously determined 

peaks: 2.2 years and 2.8 years for biennial signals, 3.5-7 years and 11 years for interannual and 

decadal signal. To isolate the biennial peak, the band from 1.5 to 3 years was used, which removed 

the 18-month signal from the analysis. 

Reason et al. (2000) analysed the quasi-biennial signal across the Indian Ocean. Based on the 

spectral analysis conducted by Allan (2000) (Fig. 3.1.1), the authors set the cut-off in the band-pass 
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filter at 2-2.5 years. In a later paper, Allan et al. (2003) also used a filter set at 2-2.5 years to analyse 

quasi-biennial variability to study the impact of ENSO on the Indian Ocean. 

3. A qualitative estimation for the period of the signal was used 

Some authors qualitatively estimated the period of a signal. Feng and Meyers (2003) analysed the 

subsurface ocean dynamics ofIOD using altimeter SLA and XBT temperature data and found a two­

year time-scale of IOD. Their conclusion was based on the timing of the temperature anomalies 

associated with the strength of upwelling offshore of Java, when "cold anomaly during 1994 and 

1997 [was] followed by warm anomaly during 1995/96 and 1998" and "may be related to biennial 

oscillation described by Meehl and Arblaster (2002)". 

4. The signal has appeared in the spectra, but did not attract attention 

There are only a few studies that contain indications of the existence of signals with periods between 

1 and 2 years. McClean et al. (2005) analysed the repeat IX-I XBT data and Parallel Ocean Program 

model output and calculated spectra of time series of dynamic height anomaly at the northern and 

southern ends of the XBT line, for both XBT data and model output. Although these spectra clearly 

show large peaks at 18-20 months for the northern end of the XBT line (Fig. 3.1.6) (McClean et al., 

2005, Fig. 5), the authors did not pay attention to this signal because their "focus was on long-period 

signals". They conclude that the long-period signal contains two distinct components and "refer to 

the 2.7 year signal as quasi-biennial and 5.5 year as quasi-pentadal". 
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Figure 3.1.6. Variance preserving spectra (cm2
) of dynamic height anomaly from (a,c) XBT data 

and (b,d) the POP model at the southern (a, b) and northern (c, d) ends of the IX 1 line (after 

McClean et al., 2005; the mark at 16.4 months estimated and added by Sakova). 
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Three-year and 18-month peaks in the spectra were identified, but not discussed, in a study of 

intraseasonal variability of SSH of the equatorial Indian Ocean by Fu (2007). Figure 3 .1. 7 illustrates 

the dominant time scales of SSH and zonal wind stress averaged over l0°S-10°N, 40°E-100°E. 

Because the author was interested in signals with periods of six months and shorter, the picture 

labels only contain maxima corresponding to these time scales. However, the figure contains two 

more peaks in the low-frequency part of the spectra. Their frequencies can be estimated from the 

figure as 0.00092 cycles/day and 0.0019 cycles/day, which corresponds to periods of about 35.7 and 

17.3 months. These values agree with the results obtained by Sakova et al. (2006a,b) for the low­

frequency variability of the Indian Ocean (Chapter 3.3 in thesis), namely, the existence of two major 

components of the interannual variability in the Indian Ocean with periods of about 3 years and 18 

months (Sakova et al., 2006a,b ). 
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Figure 3.1.7. Spectra of SSH (upper curve; cm2 cycles-1 day-1
) and zonal wind stress [lower curve; 

0.1 x (dyne cm-2)2 cycles-1 day-1
]. The spectra are averaged over 10°S-10°N, 40°-100°E. The 

periods for the major spectral peaks are indicated. The 95% error bar for the spectra is shown (after 

Fu, 2007). 

Wijffels and Meyers (2004) analysed variability in the Indonesian Throughflow region. They write: 

"To reveal the spatial characteristics of temperature variability, total variance was binned into four 

broad spectral bands: for periods less than 0.4 yr (intraseasonal/mesoscale), periods between 0.4 and 

1.1 yr (seasonal), periods between 1.1 and 3.2 yr [quasi-biennial (QB) band], and for periods greater 

than 3.2 yr (ENSO band)". Their spectrum of the anomaly from the mean seasonal cycle of 

equatorial wind stress in the Pacific and Indian Oceans is shown in Figure 3.1.8 b. Although the 

authors noted the existence of two "spectral peaks near periods of 3 yr and between 1 and 2 yr'', they 

considered these two peaks as one signal with periods of from I.I to 3.2 years (quasi-biennial or 

QB). 
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Frequency (Cycles per Year) 

Figure 3.1.8. (a) Time series of interannual anomalies of along path wind averaged along the 

equatorial and coastal waveguides in the Indian and Pacific Oceans (see text). (b) Variance­

preserving spectra of the wind series in (a). The line frequencies plotted are, from left to right, for 

10, 5, 2, 1, and 0.5 yr (after Wijffels and Meyers, 2004) 

3.2 Spectral analysis of XBT subsurface temperature data 

3.2.1 Introduction 

The interannual variability of subsurface temperature in the Indian Ocean is much less studied than 

that of the SST or atmospheric characteristics because these data are less available. Subsurface 

temperature variability of the Indian Ocean was described by Rao et al. (2002), Feng and Meyers 

(2003), and Wijffels and Meyers (2003) using XBT data. Their results are reviewed below to provide 

a geographic setting to our spectral analyses. 

Using XBT subsurface temperature along with anomalies ofaltimetry SSH, Feng and Meyers (2003) 

identified two regions with high levels of variability of SLA in the Indian Ocean: near the coast of 

Sumatra-Java in the east and within the Seychelles-Chagos Thermocline Ridge (SCTR) in the west, 

with the peak standard deviations of 8-9cm (Fig. 3.2.1). These two areas almost coincide with the 

poles of the IOD, and therefore are of particular importance for understanding of the interannual 

variability of the entire Indian Ocean. Figure 3.2.1 shows two XBT lines that cross these high 

variability areas: section IX-1 from Fremantle, Australia, to Sunda Strait (between Sumatra and 

Java), Indonesia; and section IX-12 from Fremantle to the Red Sea. Because the SLA represents 

cumulative properties of the water column, including the thermocline depth, one can expect to find 

similarities in the spatial and temporal characteristics of the subsurface temperature and SLA. 
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Figure 3.2.1. Standard deviation of the sea surface height anomaly in the tropical Indian Ocean (in 

cm). The shaded areas correspond to standard deviation larger than 5 cm . The straight lines show 

XBT sections IX-I and IX-12 (after Feng and Meyers, 2003). 

Feng and Meyers (2003) conducted a detailed study of the subsurface temperature along these two 

lines that are particularly close to the poles of the Indian Ocean Dipole. The upper panel of 

Figure 3.2.2 shows the time series of temperature near Sumatra-Java coast from LX-1 line at 6.78°S, 

105 .17°E. "The surface isothermal layer depth is about 50 m and the surface-layer temperature 

exhibits a regular annual cycle during most years ... In the thermocline, there exists intensive semi­

annual variability, which is remotely driven by the equatorial Indian Ocean semi-annual Wyrtki jet. 

Superimposed on the semi-annual cycle, there is an annual component driven by local monsoon 

wind, with upwelling favourable south-easterly wind for 6 months from April to September, and 

downwelling favourable wind during the other 6 months" (Feng and Meyers, 2003). The lower panel 

of Figure 3.2.2 shows the time series of temperature anomaly. The authors found that due to the 

strong upwelling during the 1994 and 1997 JOO events, the thermocline has lifted to a very shallow 

depth, so that a strong cold temperature anomaly appeared at the sea surface. 

Figure 3.2.3 depicts the subsurface temperature structure and its standard deviation. Analysis of the 

standard deviation reveals that the high variability region seen along the IX-I line is consistent with 

the region of high variability of SLA and that the strongest variability is near the Sumatra-Java coast 

(with the maximum of above 2°C}. "The highest variability is close to the depth of 20°C isotherm 

where the vertical temperature gradient is larger" (Feng and Meyers, 2003) . 

Along with the semi-annual and annual signals, Feng and Meyers (2003) also studied the interannual 

variability of the Indian Ocean . Although the time series of XBT data used is quite short from a 

historical point of view ( 1986 - 1999), it covers two very strong IOD events. Based on an analysis of 

the behaviour of the 100 and subsurface ocean dynamics, the authors concluded that the 100, and 
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thus the variability of the Indian Ocean itse lf, has a two-year time scale that may be related to the 

biennial oscillation described by Meeh l (1993). 

Optimal Interpolated time series 

ln)Orannual anomaly +-..,_ ...... , ................. ~ • ..,,.,.._ . 

Figure 3.2.2. Time series of temperature profile (upper panel) and interannual temperature anomaly 

profile (lower panel) at the northern end of IX- I section of XBT line, 6.78°S, I 05 . I 7°E. The station 

position is marked as a red dot in the inset of the upper panel (after Feng and Meyers, 2003) . 
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Figure 3.2.3. Annual mean temperature structure (upper panel) and interannual temperature 

standard deviation (lower panel) in the upper 440m along the XBT IX- I section. The shaded areas in 

the lower panel denote standard deviation larger than 0.5°C. The inset shows the location of the XBT 

IX- I section (after Feng and Meyers , 2003). 
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The temporal and spatial time scales of subsurface temperature fields are analysed below in greater 

details with spectral analysis methods, with an emphasis on the interannual variability signal using 

data from the IOTA (see Chapter 2 for a description of the data and data processing). 

3.2.2 Spectral analysis of subsurface temperature near the Indonesian coast 

We start with the analysis of temperature profiles close the Sumatra-Java coast in Box 2 (see 

Fig. 2.1.4), with the opposite comers at 7.0°S, I 04.0°E and 8.0°S, I 06.0°E. Figure 3.2.4(a) shows 

the time series of !OTA temperature data, where the yellow line represents the depth of the 20°C 

isothermal surface (020). Both Figure 3.2.2 (Feng and Meyers, 2003) and Figure 3.2.4(a) show a 

number of strong upward displacements of the thermocline associated with upwelling. They result in 

appearance of the cold water at the sea surface, most noticeable during the 1994 and 1997 100 

events and, possibly, in 1991. There are also a number of more frequent minor displacements that 

can be seen from the shape of the 020. These observations can be further quantified by applying 

frequency analysis methods. 
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Figure 3.2.4. (a) IOTA temperature data in Box 2 (Fig. 2.1.4) with corners at 7.0°S, I 04.0°E and 

8.0°S, I 06.0°E. The yellow line represents the depth of the 20°C isotherm. (b) PSO of the depth of 

the 20°C isotherm. Here psd is power spectral density, and t.f is frequency resolution in cycles 

per month ; psd·t.f is equal to the time averaged variance, with units of m2
• 

Figure 3.2.4(b) shows the PSO of the depth of the 020 surface. Interestingly, the spectrum clearly 

contains a number of well-separated maxima. Along with the expected semi-annual component there 

are also two surprisingly clear and strong low-frequency maxima corresponding to periods of 

approximately 18.7 months (red line) and 34 months (green line). These low-frequency maxima rise 

far above the "noise" level in the spectrum and carry more energy than the 6-month component. On 

average these signals are responsible for the upward/downward movement of the 020 surface by 

almost I 0 meters each, while the 6-month signal is responsible for a displacement with an amplitude 
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of only about 7 meters. There is also some evidence of a signal with a period of about 10 months. 

Interestingly, there is no signal with a period of one year. Existence of two standalone low-frequency 

periodic signals of about 3 years and 19 months has not been described in the literature before 2006 

(Sakova et al., 2006a,b ). Below we will present analysis of the temperature variation at different 

depths. The reason for analysing the subsurface temperature rather th~n the movement of isothermal 

surfaces is that the quality of frequency analysis of isothermal surfaces at temperatures of 23°C or 

higher suffers from the discontinuity at times when they reach the sea surface during strong 

upwelling events. 

Figure 3.2.5 shows the temperature at the same location as Figure 3.2.4 at different depths (5m, 30m, 

70m, IOOm, 120m, and 140m), while Figure 3.2.6 shows the corresponding PSD. We see that the 

variability at depths of 5 and 30m is not significant due to the existence of the mixed layer. The 

dominant frequency in the mixed layer is l year (Fig. 3.2.6 a,b); this also can be seen from the time 

series by Feng and Meyers (2003) (Fig. 3.2.2, upper panel). This signal is largely due to variation of 

heat fluxes at the sea surface over the year. The three-year temperature signal is clearly visible in 

Figure 3.2.5. At depths of 70-120m, the dominant frequencies correspond to periods of 

approximately 3 years and 18-19 months (Fig. 3.2.6 c,d,e). These two frequencies are represented by 

standalone maxima in the spectra separated by significant gaps at all depth levels. In Figure 3.2.6 the 

amplitudes of spectral components at these frequencies rise significantly above those at other 

frequencies. The 18-month signal reaches maximum amplitudes on the depth of about 100 m, while 

the 3-year signal reaches maximum amplitude at depth of about 70m. These signals are 

superimposed on the higher frequency signals, and while there seemingly are some clear peaks in the 

time series of temperature in the mixed layer (Fig. 3.2.5 a,b), they are difficult to separate at the 

lOOm depth (Fig. 3.2.5 d) without using spectral analysis. Therefore, at lOOm and below there is a 

very strong high frequency signal that mostly represents the 6-month component (Fig. 3.2.6 e,f). The 

amplitude of this semi-annual signal grows with depth and at 140m it carries most of the temperature 

variability (Fig. 3.2.6 f). 

Figure 3.2.7 shows the distribution of variance over depth in four main frequency bands for Box 2. 

The variance for each band is calculated by summing up three points in the frequency spectra (that of 

the main maximum and two adjacent points). The bands are: 28 months to 42 months for the 3-year 

signal; 16.8 to 21 months for the 18-month signal; 11.2 to 12.9 months for the 1 year signal; 5.8 to 

6.2 months for the 6-month signal. 

Figure 3.2.7 shows that amplitudes of the 1 year signal are very stable in the mixed layer, has a small 

peak in the vicinity of the top of the thermocline (100-120m, see Fig.3.2.3, upper panel), and rapidly 

decays at approximately 150m. The semi-annual signal has an opposite pattern: it is small in the 

mixed layer and reaches a maximum between lOOm and 150m. It is known that there is a strong 6-
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month variability in the surface current near the Indonesia coast that results from the equatorial 

Wyrtki jet (Wyrtki, 1973). 
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Figure 3.2.5. Subsurface temperature from IOTA data set averaged in Box 2 (Fig. 2.1.4) with 

comers at 7.0°S, 104.0°E and 8.0°S, 106.0°E at different depths : Sm, 30m, 70m, IOOm , 120m, and 

140m. 
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Figure 3.2.6. PSD of subsurface temperature from IOTA data set averaged in Box 2 (Fig. 2.1.3) 

with comers at 7.0°S, 104.0°E and 8.0°S, 106.0°E at the same depths as in Figure 3.2.5 : Sm, 30m, 

70m, I OOm, I 20m, and I 40m. 
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Figure 3.2.7. Distribution of variance over depth for four frequency bands: 6-month (gray), I-year 

(green), 18-month (red), and 3-year (blue) near Sumatra-Java coast at 7°S-8°S. 

The time series of the subsurface temperature at 5m and 30m depth in Figure 3.2.5 (a,b) show clear 

and sharp temperature minima in 1991 , 1994, and 1997 caused by strong upwelling during the 

recognized !OD events. These minima are separated in time by about 3 years, and the variability of 

the signal between them is relatively small. The peaks can be seen clearer after removing the high­

frequency signal. This is done in Figure 3.2 .8, which represents the 6-month running average of the 

temperature time series from Figure 3.2.5 (a,b,c). From this figure we can suggest that the 3-year 

signal is dominant at 30m; however, at 70m the 3-year signal is still dominant, but there start to 

appear relative minima and maxima between the major ones (b - black arrows), and the signal at 

I 20m looks as quasi-periodic. From December 1991 to December 1999 (8 years) it exhibits five full 

cycles with period about (8 · 12)m I 5 = 19 months. The vertical structure supports the results of FFT 

analysis and indicates that the 3-year and the 18-month signals are distinct processes in this location. 
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Figure 3.2.8. 6-month running average of the subsurface temperature from !OT A data set at 30m, 

70m, and I 20m in Box 2 (see Fig. 2.1.4 for Box description). 
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We will now analyse the 020 signal in Box 2 depicted in Figure 3.2.4 by means of wavelet analysis. 

This may reveal the variability of the signal at different frequencies within the time interval of the 

signal. The wavelet amplitudes are shown colour coded in Figure 3.2.9 (a). The signal has strong 

interannual variability with maxima at periods of approximately 18.7 ( 18-month signal) and 

32 months (3-year signal). These two maxima can be also clearly identified from the global wavelet 

spectrum in Figure 3.2 .9 (b). The global wavelet spectrum is a method to determine the power 

spectrum based on wavelet analysis method, (Torrence and Combo, 1998). Note that it cannot be 

used to determine the variance in the corresponding spectral bands (Wu and Liu, 2005). The 3-year 

signal starts developing in 1990, at the beginning of the time series, and remains strong until 

approximately 200 I, while the 18-month signal is quite prominent from 1993 to 2000. The 18-month 

signal is particularly strong during 1996-1998, when its amplitude exceeds that of the 3-year signal. 

The 6-month signal also exists over the whole time period. 

(b) Global wavelet <peetrum 

1990 1992 1994 1996 1998 2000 2002 

Figure 3.2.9. (a) Wavelet spectrum of 20° C isotherm in Box 2 (Fig. 2.1.3) with comers at 7.0°S, 

I 04.0°E and 8.0°S, 106.0°E , where the white solid line represents the cone of influence; (b) Global 

wavelet spectrum of D20. 

These observations are in agreement with the frequency spectrum of temperature at I OOm and I 20m 

in Figure 3.2.6 (d,e), while the mean depth of 020 is about l I 5m. 

The existence of a very strong 18-month signal in subsurface XBT data near the Sumatra-Java coast 

is one of the main findings of this study. We will now investigate the spatial distribution of the 

signals in all major frequency bands, with particular attention to the 18-month signal. Also we will 

investigate the dependence of the subsurface temperature variability on the distance from the Java 

coast along XBT line section IX- I (Fig. 2 .1.3). 

3.2.3 Spectral analysis of subsurface temperature along XBT IX-1 line 

While the exact mechanism of the IOD is not yet fully understood , there is little doubt that the 

upwelling along the Indonesian coast plays an important role in the 100 and can be used as one of 

the early indicators of the development of IOD. It is shown in the previous section that both the 18-

month and 3-year signals are prominently present in subsurface temperature signals, reaching a 
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maximum at about thermocline depth . In this section, the subsurface temperature at different 

locations along XBT line, section IX- I corresponding to different distances from the Sumatra-Java 

coast, will be investigated. 

The spectral analysis of subsurface temperature in different locations along IX- I line reveals quite 

different variability. Figures 3.2.10 and 3.2.11 show the PSD of subsurface temperature data at the 

same depths as in Figures 3.2.5 and 3.2.6 (5m, 30m, 70m , I OOm, I 20m, and I 40m), but calculated 

for Box 3 (8.0°S, 104.5°E and 9.0°S, 106.5°E) and Box 4 (9.0°S, 105.0°E and 10.0°S, 107.0°E). 
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Figure 3.2.10. PSD of subsurface temperature from IOTA data set averaged in Box 3 (Fig. 2. 1.3), 

with comers at 8.0°S, 104.5°E and 9.0°S, 106.5°E, at the same depths as in Figure 3.2.5: 5m, 30m, 

70m, IOOm, 120m, and 140m. 

All signals except the one-year signal become weaker with the distance from the Sumatra-Java coast. 

The 6-month signal that is very strong near the Indonesia coast at 7.0°S-8.0°S (see Fig. 3.2.6 and 

Fig. 3.2.7 ), almost disappears just at an additional 1-2° south from the coast. The amplitude of the 

18-month signal also drops significantly with distance from the coast. The 3-year signal is still quite 

strong below the mixed layer. The sharp decrease offshore in the strength of all signals except the 

annual can be explained by the existence of a coastal wave guide, coastal trapped currents or 

upwelling along the coast. The offshore drop in signal amplitude can also be seen in Figure 3.2.12. 

Figures 3.2.12 and 3.2.13 present the temperature variability in different locations along XBT line. 

Figure 3.2.12 shows the variance of the signal in each of the main frequency bands (6-months, one 

year, 18-months, and 3-years) versus depth for the 12 boxes along the line, while Figure 3.2.13 

shows the long term monthly mean temperature anomalies at each depth level in the same 12 

locations. 
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(a) Box 4, depth = 5m (b) Box 4, depth = 30m (c) Box 4, depth = 70m 

1.5 1.5 1.5 

.. -
Q, 1 

<i 

!05 0.5 

. I A 

34 19 12 6 
0 

6 6 

(d) Box 4, depth= 100m (e) Box 4, depth= 120m (f) Box 4, depth= 140m 

1.5 . 1.5 1.5 

.. -
Q, 1 

<i 
0.5 0.5 

6 6 

Period (months/cycle) 

Figure 3.2.11. PSD of subsurface temperature from IOTA data set averaged in Box 4 (Fig. 2.1.3), 

with corners at 9.0°S, l05.0°E and l0.0°S, I 07.0°E, at the same depths as in Figure 3.2.5 : Sm, 30m, 

70m, I OOm, I 20m, and I 40m. 
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Figure 3.2.12. Distribution of variance over depth for four main frequency bands: 6-months (black), 

I-year (green), 18-months (red), and 3-years (blue) in 12 boxes along XBT IX- I line. 
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Figure 3.2.13. Deviation from long term monthly mean temperature in 12 boxes along XBT IX-I 

line. 

The climatology reveals the structure of a strong 12-month cycle along XBT IX- I line. In the Java 

upwelling region there is a strong semi-annual signal that dominates at depths of 75-200 meters in 

Boxes 1-3, latitude from 6.0°S to 9.0°S (Fig. 3.2.12 and Fig. 3.2.13). At this depth the temperature 

has maxima two times a year during April-June and October-November - the time of development of 

the Wyrtki jet during monsoon transition periods between Southwest and Northeast monsoons. The 

semi-annual signal almost disappears just 3 degrees south from the Indonesia coast, at 9°S. The one­

year signal is stronger than the semi-annual signal in Boxes 1-3 in the isothermal layer, to the depth 

of up to 75m . 

Around the middle of the XBT line, between I 0°S and 23°S, the annual signal is very strong in the 

upper 50 m. Two distinct processes likely cause this variability: surface temperature driven by 

surface heat fluxes and Ekman pumping, and Rossby-wave propagation, as described in Masumoto 

and Meyers ( 1998). These signals overlap over the depth with varying amplitude, which give the 

appearance of vertical propagation. 

Closer to either Indonesia or the West Australia coast, the I-year signal has significantly different 

pattern. Near Indonesia it is not as strong as in other locations (Fig. 3.2.12), with the 6-month signal 

dominating at depths 75-200 m, and the I-year signal being stronger closer to the surface. 
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Near Australia the XBT IX-1 line between 25°S -31°S (Boxes 20-26) runs parallel to the shelf edge 

of western Australian coast, inside the Leeuwin Current. Figure 3.2.13 shows penetration of the 

annual signal to the depth of 250-300m. This agrees with the finding that the isotherm gradually 

deepens at this location after austral summer in March-July (Morrow and Biro[, 1998), and probably 

results from the annual modulation of the coastal trapped Leeuwin Current (Feng et al., 2003). 

Interestingly, that in the region between l2°S and 15°S, the annual cycle in the surface layer (0-

lOOm) is 180 degrees out of phase with the cycle in the 100-200 m layer. 

Complementary to the spectral analysis, the wavelet analysis can provide information about the 

temporal variability of the signal components of different time scales. Specifically, we post the 

question do both these signals exist during the whole data set period (from 1989 to 2002) or 

represent a temporal feature. To address this issue, we analyse the variability of the subsurface signal 

in Boxes 2, 3, and 4 at the depth of 75 m, close to the vertical maxima of 18-month and 3-year 

signals in Figure 3.2.12. 

The wavelet and spectral analyses (Fig. 3.2.14) show that the 18-month signal is stronger than the 3-

year signal at 75 m near the coast. The signal exists during 1992-2000. The 3-year signal has 

maximal amplitude in Box 2, and e~ists during 1990-2002. Both signals appear during IOD events of 

1994 and 1997. A possible connection of these signals with IOD will be discussed in Chapter 4. 

This Chapter has described the spectral structure of temperature variability along XBT line IX-1. 

The spectra change with depth and spatially along the line. The existence of a very strong 18-month 

signal in the Java upwelling region is a very interesting result that requires further investigation. The 

variation in depth (Fig. 3.2.7, Fig. 3.2.8, and Fig. 3.2.12) and along XBT line (Fig. 3.2.14) indicates 

that it is a different process than the 3-year signal. In the following sections we will confirm the 

existence of the 18-month and 3-year signals for different data types, including some data of longer 

duration then the XBT data. We will suggest a possible role for the 18-month signal in development 

of the Indian Ocean Dipole. The analysis of the spectral distribution of the subsurface temperature 

with depth and horizontal location is also interesting result of current study and possible requires 

further investigation, but out of topic of this thesis. 
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Figure 3.2.14. Wavelet spectrum of temperature at 75 m; in (a) Box I with latitude 6°S-7°S, (b) 

Box 2 with latitude 7°S-8°S, and ( c) Box 4 with latitude 9°S- I 0°S. 

3.3 Analysis of altimetry SLA 

This section investigates the interannual variability of the Indian Ocean using gridded (I degree) 

altimeter SLA data. We first build frequency spectra in each grid cell over the Indian Ocean and plot 

the variability maps for each frequency presented in the spectra. Based on these maps, we divide the 

whole SLA spectrum into a number of spectral bands. After that the temporal and spatial variability 

of each spectral band is investigated to improve the understanding of physical processes driving the 

variability in each band. Finally, we investigate the spectral composition of the several first EOF 

modes to obtain information about the dominant time scales associated with each mode. 
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3.3.1 Introduction 

The spectral analysis of the subsurface temperature in the Java upwelling region conducted in 

Section 3.2 reveals the existence of a number of significant components of the signal in the low­

frequency part of the spectrum. Depending on location and depth, apart from the usual annual and 

semi-annual components, there may exist significant 18-month, 3-4-year, and 7-year components. A 

strong and well pronounced 18-month signal that has been ignored in earlier studies was 

documented. Because of the long time scales of these signals, the corresponding ocean processes 

may be expected to manifest themselves not only near the Java coast but also at larger spatial scales. 

This motivates us to conduct a spectral analysis of the low-frequency variability in the whole Indian 

Ocean. Altimetry SLA data represent an ideal type of data for this purpose. 

The altimetry SLA data set analysed in this study starts in 1992, and covers presently a period of 

17 years, with high-quality measurements that are dense enough for our purposes, both in time and 

space. The duration of the data of 17 years is quite good for studying the interannual variability of 

the ocean, particularly if compared with the situation just 10 years ago. 

As soon as altimetry SLA data became available in the 90s, they started to be used in a large number 

of studies. Most of the earlier studies focused on the Rossby/Kelvin wave propagation and western 

boundary current reflection in the Indian Ocean (Morrow and Biro!, 1998; Biro[ and Morrow, 2001; 

Le Blanc and Boulanger, 2001; Challenor et al., 2004). Eddy propagation became another common 

subject of the altimetry-based studies, as soon as the spatial densify of the altimetry data started to 

allow investigators to resolve eddies (Morrow and Biro!, 1998; Morrow et al., 2004; Reddy et al., 

2004; Vaid et al., 2008). SLA measurements contain information about both the ocean dynamics and 

integrated properties of the water column. Such data have been used to study the thermocline depth 

(Behera et al., 1999; Feng and Meyers, 2003). Using altimetry SLA data, Feng and Meyers (2003) 

identified two regions in the tropical Indian Ocean with high level of variability ofSLA (up to 8 cm). 

This work is described in Section 3.2 (also see Fig. 3.2.1). 

A number of analyses conducted analysis of the interannual variability of the Indian Ocean using 

EOFs. Applying EOFs for analysis of the TOPEX/POSEIDON altimetry data, Chambers et al. 

(1999) found that the interannual warming in the Indian Ocean occurs with a frequency similar to El­

Nino in the Pacific. Rao et al. (2002) and Feng and Meyers (2003) also applied EOF analysis to SLA 

data from 1992 to the end of 1999, which includes two strong positive IOD events of 1994 and 1997. 

These papers aimed at studying the interannual variability of the Indian Ocean; they removed annual 

and semi-annual signals before applying the singular value decomposition (SVD) and came to 

similar results for the first two EOF modes. Rao et al. (2002) found that the first EOF mode (EOF-1) 

explains about 46% of the interannual variance of the altimetry SLA, while according to Feng and 

Meyers (2003), it explains about 38% of the SLA variance. The left upper panel of Figure 3.3.l 
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shows EOF-1 as calculated by Rao et al. (2002), while the right panel shows EOF-1 as calculated by 

Feng and Meyers (2003). Figure 3.3 .2 shows the second EOF mode. 
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Figure 3.3.1. First leading EOF mode of altimetry SLA anomaly. Left panel - as calculated by Rao: 

(a) spatial function and (b) temporal function ; dashed (solid) lines denote negative (positive) 

loadings (after Rao at. al, 2002). Right panel - as calculated by Feng and Meyers, the units are in cm, 

and the contour interval is 2cm (after Feng and Meyers, 2003). 
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Figure 3.3.2. Same as Figure 3.3.1 but for EOF-2 mode. 
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The structure of EOF-1 of SLA anomaly is very similar in both papers. "The dipole pattern is clearly 

seen in the tropical Indian Ocean with positive loading in the east and negative loading in the west. 

This is in agreement with the seesaw oscillation observed between the eastern and western equatorial 

Indian Ocean thermocline depths identified previously by Masumoto and Meyers ( 1998) and 

Murtugudde and Busalacchi ( 1999) .... The associated time series (Figure 3.3.1 , left bottom panel) 

coincides with two major positive IOD events; one during 1994 and the second one during 1997" 

(Rao et al. , 2002). The authors considered "the relevance of EOF modes to the physical modes" and 

come to the conclusion that " the first EOF is associated with the Indian Ocean Dipole" (Rao at al. , 

2002, p.1559) representing the subsurface aspect of the dipole. 

59 



Chapter 3 Low Frequency Variability of the Indian Ocean 

The second EOF (EOF-2) mode explains 11 % of the total sea level variance in the tropical Indian 

Ocean according to (Rao et al., 2002) and 13% according to Feng and Meyers (2003). The spatial 

pattern of EOF-2 mode has a negative loading confined to the Sumatra-Java coast, and positive 

loading centred near 13°S, 95°E and extended in the northwest-southeast direction. There is also a 

negative loading northeast of Madagascar. Figure 3.3.2 shows the EOF-2 as calculated by Rao et al. 

(2002), left panel, and by Feng and Meyers (2003), right panel. 

Both papers suggested that EOF-2 is associated with the quasi-biennial signal in the tropical Indian 

Ocean, based on a qualitative look of the temporal function. "The transformation of the subsurface 

dipole from a positive phase to a negative phase gives rise to the quasi-biennial signal observed in 

the off-equatorial regions through propagation of Rossby waves. Further, analysis of in situ 

subsurface temperature data at selected locations in the tropical Indian Ocean using the wavelet 

transform has revealed that significant quasi-biennial variance is observed only during and after the 

IOD events, thereby confirming the quasi-biennial variance associated with the turnabout of a 

positive dipole to a negative dipole in the subsurface Indian Ocean" (Rao at al, 2002). Feng and 

Meyers (2003) wrote that EOF-2 is unique to the Indian Ocean Dipole. Later in this Chapter we will 

conduct a spectral analysis ofEOF modes to better understand their temporal variability. 

3.3.2 Spectral composition of SLA in different locations of the Indian Ocean 

Many of the results for the spectral analysis of SLA presented in this dissertation have already been 

published in Sakova et al. (2006a,b). Figure 3.3.3 shows the PSD of SLA in a number of different 

locations of the Indian Ocean, with the following coordinates: a - 7.7°S, 75°E; b- 13.6°S, 87°E; c -

24°S, 75°E; and d - 5.7°S, 104°E, while Figure 3.3.3(e) depicts the mean power spectrum over the 

larger domain of the Indian Ocean shown by the black dashed line, obtained by averaging of 2118 

spectra in individual grid cells. These locations are chosen to demonstrate that variability of the 

Indian Ocean is significantly different in different parts of the ocean. The weekly-averaged SLA data 

used for the analysis covered the period from October 1992 to August 2004 and contained 

618 weekly entries. (In this thesis we use longer altimetry data available for today). 

All these spectra have one common feature: they contain a few, rather strong and well separated 

maxima. Apart from the semi-annual peak near the Sumatra coast (Fig. 3.3.3 d, point N 25 in the 

spectrum), with an amplitude of about 4.5 cm, and annual components (Fig. 3.3.3 a,b, point 13 of the 

spectra) in the central Indian Ocean with amplitude -6.3 cm in location b, there are also three 

interannual variability modes. Two of them have been encountered above in the spectrum ofD20 of 

XBT data in the Java upwelling region (Fig. 3.2.4): the maxima corresponding to periods of 

approximately 36 months (Fig. 3.3.3 a,d, point 5 of the spectra) and 18-20 months (Fig. 3.3.3 a-d). 

The maximum of the latter signal corresponds to a period of-17.8 months (point 9 of the spectra) in 

location a, c and to a period of 20.3 months in location b (point 8). In location d, both frequencies 
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are present. There is also a signal with periods of 4-6 years (Fig. 3.3.3 b -d). Figure 3.3.3 (e) 

represents the mean power spectrum over the larger domain of the Indian Ocean and contains all of 

the described above spectral maxima. Interestingly, the signal with period of2 years (corresponding 

to point 7 of the spectra, and a period of23 .7 months) has a clear minimum in all spectra. 
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Figure 3.3.3. PSD of SLA in different locations of the Indian Ocean: a - 7.7°S, 75°E; b - I 3.6°S, 

87°E; c - 24°S, 75°E; and d - 5.7°S, I 04°E, and over the region enclosed by the dashed line (e). 

Overall , in some locations of the Indian Ocean the power spectra of SLA may lack one or other of 

the identified maxima, but in all cases any well-separated narrow maxima do belong to one of these 

five frequency bands : semi-annual, annual , 18-20-month, 3-year, and a signal with periods longer 

than 4 years. 

To investigate the temporal variability of SLA signals in the main bands for the same locations as in 

Figure 3.3.3, the wavelet transform is used. The resulting wavelet spectra show that the signals in the 

particular bands have quite different temporal behaviour (Fig. 3.3.4). The six-month (Fig.3.3.4 d) 

and one-year signals (Fig. 3.3.4 b) are continuously present during the whole time period of the data 

set, while the 3-year (Fig. 3.3.4 a,d) and 18-month (Fig. 3.3.4 a-d) signals exist only at certain time 

intervals or locations. Specifically, both signals exist during 1993-2000 at points a and d . At point b, 

the signal with a period of 20 months (point N 8 in the spectrum) is present only from 1996 to 2002, 

while the 3-year signal at point a is strong throughout the whole time period. Such differences in 

temporal variability of signals in different spectral bands indicate that they may correspond to 

different physical modes of the Indian Ocean or the coupled atmosphere-ocean system. 

We note here that the data used at the time of writing the thesis, for 1992-2008, represent only 17 

years of the altimetry data collection. This does not allow us to make reliable conclusions about the 

variability ofSLA in the Indian Ocean with time scales longer than about 7 years . 
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Figure 3.3.4. Wavelet spectra and Fourier spectra of SLA for the same locations as in Figure 3.3.3. 

White dashed lines in wavelet spectra denote the half-year, one-year, 18-month, and 3-years signals . 

3.3.3 Spatial variability of SLA over the Indian Ocean. Five main spectral 

bands of the SLA signal 

To analyse the spatial distribution of the variance of SLA in each particular frequency and each 

particular frequency band identified in the previous section over the whole Indian Ocean, we 

calculate maps of PSD for each frequency. This is done by calculating power spectra for each grid 

cell of the gridded SLA data over the Indian Ocean and plotting the resulting maps; or summing up 

within each spectrum the PSD values corresponding to each identified band; and plotting the 

resulting maps . 

Figure 3.3.6 lists periods for each component in the spectra in Figure 3.3.5 obtained from SLA time 

series of 728 weekly values, corresponding to the period from October 1992 to September 2006 

(14 years) . The period corresponding to the i-th point (component) in the spectrum is equal to the 

full duration of the data set divided by (i - I). 

The calculated maps of PSD are presented in Figure 3.3 .7. It contains maps for signals with periods 

from 7 years to 5.6 months, corresponding to points from 3 to 31 , or spectral components from 2 to 

30 (the first point corresponds to the o•h spectral components, which is proportional to the mean 

value of the signal for the whole time period). The points 18-26 corresponding to the spectral 

components with periods from 6.7 to 9.8 months, are not shown because no significant signal is 
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found at these time scales. This agrees with the results by Fu (2007, Fig. I), who also did not find 

any significant signals with periods between 182 and 365 days. 
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Figure 3.3.5. A frequency spectrum of altimetry SLA for 728 weeks for the period from October 

1992 to September 2006, at 5.7°S, I 04°E. 

Point 3 4 5 6 7 8 9 10 11 12 
Period (months) 83.8 55.8 41.9 33.5 27.9 23.9 20.9 18.6 16.8 15.2 

Point 13 14 15 16 17 27 28 29 30 31 
Period (months) 14 12.9 12 11 .2 10.5 6.4 6.2 6 5.8 5.6 

Figure 3.3.6. Conversion of frequencies in the spectrum in Figure 3 .3 .5 to period, for the points 3 to 

31 in the frequency spectrum (spectral components 2 to 30). 

There are very strong annual (point 15) and semi-annual (point 29) signals. Both signals have very 

sharp maxima in the spectra: they are both represented by only one spectral component in the 

spectra, as there is almost no signal in the adjacent points (corresponding to periods of 11.1 and 12.9 

months for the one-year signal and 5.8 and 6.2 months for the six-month signal). The annual signal 

has particularly strong variability in the Arabian Sea, in the South-East part of the lndian Ocean, and 

in the Indonesian seas . The semi-annual signal is weaker than the one-year signal , and its distribution 

is simi lar to that obtained by Fu (2007) . Overall, it follows from Figure 3.3.7 that the annual and 

semi-annual signals are represented by strong standalone spectral maxima, and that the annual signal 

has significantly larger total variance than the semi-annual signal. 

In the low-frequency part of the spectra, there is no significant signal with periods between 18 

months and one year. There are strong signals with periods of about 21 months (point 9) and 18.6 

months (point 10). These two spectral components have similar spatial patterns, and we can consider 

them to be a single component of the SLA signal. They are characterized by strong variability along 

the Sumatra-Java coast and along a narrow strip between 55°E - 90°E and 4°S -15°S; at the same 

time, there is no 18-month signal in the Indonesian seas. In Figure 3.3.3 (d ,e) this signal can be 

clearly identified with two-point maxima. We refer to it as 18-month or 18-20-month signal . 
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Figure 3.3.7. Maps of PSD ofSLA for individual spectral components (cm2
). 
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Interestingly, despite claims in a number of studies about the existence of a quasi-biennial mode, no 

significant signal with the bi-annual (24-month , corresponding to point 8 in the spectra) period is 

found , at least for the analysed period , defined by the altimetry data collection ( 1992-2006). This 

spectral gap is present in all spectra in Figure 3.3 .3; it separates the 18-month signal from the lower 

part of the spectrum. 

The rest of the spectra can be divided in two dominant frequency bands: 7-4.6 years (points 3 and 4) 

and 3.5 years- 34 months (points 5 and 6) . Although there is no spectral gap between these two 

components (point 3 and 4 versus 5 and 6), the corresponding signals have different spatial 

distributions. The 3-year signal has a clear dipole pattern with two poles, one with a well defined 

boundary at around 5°S- l 8°S and 50°E-85°E, and the second is along the south-west coast of 

Sumatra-Java. The 4.6-7 year signal is mostly concentrated in a zonally elongated region in the 
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southern Indian Ocean between latitudes about 5°S-15°S; with the western part of this region being 

somewhat wider than the eastern part. It is possible that the resolution of the spectra obtained from 

analysis of 14-year data may be insufficient to resolve the spectral gap between the points 4 and 5 in 

the spectrum, if it is narrower than the frequency resolution of the analysis, of about 1/14 yr - 1
• This 

agrees well with the spectra at different locations of the Indian Ocean presented in Figure 3.3.3(a-e), 

where signals at points 3, 4 and points 5, 6 have different magnitudes at different locations. As we 

had noticed above, the resolution in this low-frequency part of the spectrum may be not sufficient, 

but it will improve in the future with longer altimetry data becoming available for the analysis. 

At this stage, we can identify five main frequency bands that carry most of the variance of the SLA 

in the Indian Ocean: 6-month, 12-month, 18-20-month, 3-year, and 4-7-year. Four of these bands 

have been previously described in the literature, and their period and spatial distribution agree well 

with our analysis. The fifth band with the periodicity of 18-20-month has not been described before, 

although this signal is quite strong, at least during the altimetry data collection period (1992-2006). 

Figure 3.3.8 contains maps of the spatial distributions of PSD for each of the above identified 

spectral bands, calculated by summing up the PSDs of individual spectral components within each 

band. The signals in each band have different spatial distributions. Although all of these components, 

except the 18-20-months signal, have been recognized previously in the literature, to the best of our 

knowledge the spatial distributions of PSD of the SLA for each band were first calculated and 

plotted in Sakova et al. (2006a) and Sakova et al. (2006b). 

The top panel (a) in Figure 3.3.8 shows the spatial distribution of PSD for the semi-annual signal. 

There is a strong signal in the Indonesian upwelling region; north-propagating coastally trapped 

Kelvin waves around the Bay of Bengal; and a C-shaped structure in the western tropical Indian 

Ocean with the maxima off the equator that is caused, according to Fu (2006), by propagating and 

reflecting Kelvin and Rossby waves. 

The spatial distribution of the 1-year signal is shown in Figure 3.3.8(b). The signal in this band is 

generally much stronger than in others (by roughly a factor of 3), and is plotted in a different scale. It 

has maxima in the Red Sea, along the Arabian Sea between about 5°N-12°N, the western part of the 

Bay of Bengal, and in the south tropical Indian Ocean between 8°S-15°S from 75°E to the 

Indonesian Throughflow region up to 120°E. The maximum south of the equator is due to wind­

forced, annual Rossby waves (Masumoto and Meyers, 1998). 

Figure 3.3.8(c) shows the spatial distribution of PSD for the 18-20 month signal. It contains strong 

signals offshore of Indonesia and in the Bay of Bengal caused by northward-propagating coastal 

trapped waves. There are also two strong maxima in the central Indian Ocean, one at approximately 

5°S -15°S and 60°E - 95°E and a zonally elongated, narrow maximum at 23°-24°S and between 65°E 
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and 98°E. There is no significant signal at these frequencies in the Indonesian Throughflow region 

and in the western Pacific. This signal and its temporal variability will be discussed in more detail 

later in this thesis. 
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Figure 3.3.8. Spatial spectral density of SLA for signals: (a) 6-month; (b) I-year; ( c) 18-20-month; 

(d) 3-year; and (e) 4-7-year, where psd is the power spectral density and ~f is the frequency 

resolution. 

The spatial distribution of the 3-year signal shown in Figure 3.3.8(d) contains two major maxima in 

the Indian Ocean: offshore of Indonesia, and in the central western Indian Ocean. The maximum 

offshore of Indonesia is weaker than that for the 18-20 month signal, while the signal in the central 

Indian Ocean is stronger, covers a larger area, and is centred further westwards. The strong signal is 

also present around the Indonesian Throughflow region and in the western part of Pacific Ocean. 

This signal and its temporal variability also will be discussed in more detail later in this thesis. 

Figure 3.3.8(e) represents the PSD for the 4-7-year signal. It has strong maxima in the western 

Indian Ocean, Indonesian Throughflow, and western Pacific regions. There is no obvious signal in 

this band along the western Indonesian coast. 
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3.3.4 Temporal variability of the five main spectral components of the SLA 

signal over the Indian Ocean 

While the spatial distributions of PSD provide information on the physical structure of the 

corresponding modes, they contain no phase information and therefore cannot be used for studying 

the temporal variability of the modes. Yet, it is possible to observe the temporal behaviour of the 

signal in different frequency bands by conducting a Fourier transform of the signal at every grid 

point; filtering the signal by setting the amplitudes of the Fourier components outside the specified 

band to zero; conducting an inverse Fourier transform of the filtered signals; and then plotting the 

obtained sequence of the reconstructed modal fields one after another. The filtering conducted by 

means of forward and inverse Fourier transforms is essentially equivalent to the common band pass 

filtering methods; but, importantly, it makes possible the filtering of particular spectral components 

without any leakage from the components outside the filtered band. The resulting movies contain 

important information about the phase dynamics of the corresponding spectral components and are 

provided in the auxiliary material to Sakova et al. (2006b, movies 1-5) and in Appendix A of the 

current thesis. 

Below we plot selected sequences of images of the reconstructed signals using the above analysis. 

Although a detailed analysis of the temporal variability for the 6-month and 1-year bands is outside 

the scope of this study, and they agree with already published results, to the best of our knowledge, 

this kind of analysis has not been published before. 

Figure 3.3.9 depicts the temporal variability of the 6-month signal. It contains 14 maps of the signal 

for every second week, from Week 1 (October) to Week 27 (April), which covers one full cycle of 

the signal period of 6 months. In particular, one can see the westward propagation of the Rossby 

waves north of equator to the Somalian coast, its reflection and propagation east as equatorial Kelvin 

waves. This agrees with the description of the semi-annual signal by Fu (2007). Based on the 

analysis of the phase of the signal, Fu concludes that "the phase of the mode reveals westward 

propagation in the regions off the equator and eastward propagation along the equator". This can be 

considered as a validation of the filtering method (by the forward and inverse Fourier transforms) 

used in this study to restore signals in other frequency bands. 

Figure 3.3.10 depicts the temporal behaviour of the 1-year signal. It contains 14 maps for every 

fourth week, from week 1 (July) to week 53 (August), and represents one full cycle of the signal 

period of one year. It clearly shows the westward Rossby waves propagating from the western coast 

of India and its reflection from the Somalian coast as Kelvin waves; this agrees with the existing 

description of the one-year signal. It also clearly shows the westward propagation of Ross by waves 

in the southern Indian Ocean. 
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Figure 3.3.9. Sequence of maps for the filtered 6-month signal. 

Note that because both the 6-month and I-year signals contained only one filtered harmonic, their 

temporal behaviour can be also described by a map of the phase distribution , as has been done in Fu 

(2007). However, this is not the case for the signals in the other three main bands, which represent a 

superposition of a number of harmonics . 
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Figure 3.3.10. Sequence of maps for the filtered I -year signal. 

Figure 3.3.11 depicts temporal variability of the 4-7 year signal. It contains 12 maps separated by 6 

months, from January 1997 to July 2002, and includes both the 1997 El Nifio and 1998 La Nifia. The 

signal first appears in the western Pacific. It propagates poleward in the eastern Indian Ocean along 

the northern and western coasts of Australia. It also starts to propagate slowly westward along about 
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I 5°S-20°S. When this signal reaches the central part of the Indian Ocean (65°E- I 00°E, 5°S- I 5°S), it 

is remotely amplified by atmospheric teleconnections from the Pacific. At that time the signal in the 

Pacific has already changed its sign (phase). The large warm pool around the north of Madagascar 

remains in place for two years (July 1997 to July 1999). There is also evidence of the existence of 

Kelvin wave propagation from west to east along the equator in the Indian Ocean that can be seen in 

the relevant movie (Sakova et al., 2006b ). 
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Figure 3.3.11. Sequence of maps for the filtered 4-7-year signal. 
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Figure 3.3. 12 depicts a temporal sequence of maps for the 3-year signal. The maps are plotted every 

three months, from July 1994 to the end of 1997, 14 plots altogether. This time series includes 

positive !OD years 1994 and 1997 and negative 100 year 1995 . Figure 3.3. 13 depicts the sequence 

of maps for the 18-month signal. 

Figure 3.3.12. Sequence of maps for the filtered 3-year signal. 
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Figure 3.3.13. Sequence of maps for the filtered 18-month signal. 

It is interesting to compare the spatial dynamics of the 3-year signal and 18-20-month signal (Fig . 

3.3.12 and Fig. 3 3.13 respectively). The 18-20-month signal is particularly strong in the period 

1993-2000. It first starts developing near the Sumatra coast and then propagates north into the Bay 

of Bengal and east towards the Indonesian Throughflow region ; later a second maximum of an 

opposite sign develops over the region 96°£, I 5°S to 55°E, 4°S and moves south-west as it amplifies, 

reaches a maximum, and then gradually subsides. The 3-year signal is also strong in the 1994- 2000 

period. The initial maximum, located offshore of Indonesia, develops simultaneously with a strong 

maximum of the same sign in the western Pacific and western part of the Bay of Bengal; later a 

second strong and broad maximum of opposite sign develops over the western part of the Indian 

Ocean . 

3.3.5 EOF modes and their spectral decomposition 

EOF analysis is now a common method for the analysis of the ocean variability . Here, we use EOF 

methods to analyse Indian Ocean SLA variability, and compare these results with those obtained 

with traditional signal analysis FFT/!FFT methods. 

To understand interannual variability of the Indian Ocean, Rao et al. (2002) and Feng and Meyers 

(2003) conducted an EOF analysis of the altimetry SLA data. A description of their results was 

provided in the beginning of this chapter. Both authors come to conclusions that the first EOF mode 

represents an internal mode of the Indian Ocean and they suggested that the second EOF mode is 

associated with a quasi-biennial signal in the tropical Indian Ocean. 

Here we are going to answer the question "do EOF modes represent any physical process or do they 

have a mix of different signals?". Emery and Thomson (2001, p.336) wrote : 'In interpreting the 

meaning of EOFs, we need to keep in mind that, while EOFs offer the most efficient statistical 

compression of the data field , empirical modes do not necessary correspond to true dynamical modes 

or modes of physical behaviour. Often, a single physical process may be spread over more than one 

EOF. In other cases, more than one physical process may be contributing to the variance contained 

in a single EOF. The statistical construct derived from this procedure must be considered in light of 

the accepted physical mechanism rather than as physical modes themselves . It often is likely that 
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strong variability associated with the dominant modes is attributable to several identifiable physical 

mechanisms". 

Below we conduct a spectral analysis of the temporal functions of both the data set used by Rao et 

al. (2002) and Feng and Meyers (2003) and for the longest altimetry data set available at the 

moment. To verify our methodology, we first start with the same data set as used by Rao et al. 

(2002) and Feng and Meyers (2003). Figure 3.3.14 represents results of the EOF analysis of 376 

weekly entries of SLA over the Indian Ocean for the time period from October 1992 to the end of 

1999; the spatial borders are set at 25°S- 25°N, 30°E- l 20°E. Before decomposing the signal into 

orthogonal modes, it is low-pass filtered with the cut-off frequency at I /14 months, so that the 

annual and semi-annual signals are removed. 
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Figure 3.3.14. EOFs of low-pass filtered SLA for the period from Oct. 1992 to Dec. 1999. Panel (a) 

- normalized variance of EOF modes (%). Other panels: spatial patterns for the first five leading 

EOF modes; the corresponding temporal functions ; and frequency spectra of the temporal function . 
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The first EOF mode, that explains about 52.5% of the variance, has a dipole pattern with positive 

loading in the eastern part of the Indian Ocean near the Sumatra-Java coast. The second EOF mode 

represents 14.5% variance and has a negative loading along the Indonesia coast. (Note that the sign 

of an EOF mode is not uniquely defined; it can be changed to the opposite sign by changing the sign 

of the temporal function for this mode). Spatial distribution as well as loading of the first two EOF 

modes agrees with the results of the above mentioned papers, which contain detailed analysis of 

these two modes; but they did not undertake the spectral analysis. 

Figure 3.3.14 (b-t) represents the five first EOF modes and percentage variance for the first ten 

modes (Fig. 3.3.14 a). We also plot the temporal function and conduct its spectral analysis for each 

mode (Fig. 3.3.14 b-t). The first EOF mode has a spectrum with maxima at points 3 and 4 of the 

spectrum that correspond to periods of 43 and 29 months. Taking into consideration that we have 

quite low spectral resolution, particularly in the low-frequency part of the spectrum (with the total 

duration of data for only 376 weeks, or 86.5 months), we suggest that these maxima in the spectrum 

represent a 3-year (36 months) signal. There is also significant variability at point 5, corresponding 

to a period of 21 months. EOF-2 mode has the same maxima at points 3 and 4, but there is also a 

maximum at point 6 that corresponds to a signal with a period of 17 .3 months. 

The time behaviour of the two first EOF modes looks remarkably similar (Fig. 3.3.15 a), with a 

phase shift of about 31 weeks (Fig. 3 .3 .15 b ). They may therefore be related to the same physical 

process, although the strength of these modes is very different- 52.5% and 14.5%. This is supported 

by the analysis of the temporal behaviour of the 3-year signal in Figure 3.3.12. For example, 

Figure 3 .3 .16 represents two snapshots of the temporal variability of the 3-year signal taken from 

Figure 3.3.12 for April 1996 and for April 1997. These two snapshots look very similar to the spatial 

distribution of EOF-1 and EOF-2 modes (Fig. 3.3.14 b,c, Fig. 3.3.l and Fig. 3.3.2). This can be 

explained by the statement "often, a single physical process may be spread over more than one EOF" 

(Emery and Thomson, 2001, p.336). We suggest that the relationship of these two first EOF modes 

is worth investigating in the future. 

Mode 3 (Fig. 3.3.14) represents 9% of variability. Its spectrum contains two maxima: one that 

corresponds to the 17-month signal, and a low-frequency maxima corresponding to the period equal 

to the duration of the data set, or about 7 years. From the temporal time series we can see the 18-

month oscillation over the low-frequency trend. Mode 4 (EOF-4) represents 6% of variability and 

also has a clear 17-month signal in combination with a low-frequency signal. Mode 5 (EOF-5) 

represents 4.5% of variability. This mode has a clear frequency maximum around two years 

represented by two points in the spectrum - points 4&5 corresponding to periods of 29&22 months. 

This signal, possibly, can represent the 2-year cycle, as well as can also represent two different 

signals with periods of-29 and -22 months. This signal has maxima in 1993, 1995, 1997, 1999 and 
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minima in 1994, 1996, and 1998. It is quite weak in the region near Indonesia and central Indian 

Ocean, and therefore unlikely to have a strong connection with the IOD . 

(a) 

~~j 
-0 

15 1193 t994 ,~ 1995 1997 1998 1999 2000 
Years 

Figure 3.3.15. (a) Temporal behavior of EOF-1 (blue line) and EOF-2 (red line) from Fig. 3.3 .14; 

(b) the same but with a time shift of3 I weeks . 

Figure 3.3.16. Two snapshots of the filtered 3-year SLA signal separated by I year. 

Now let us extend the above EOF analysis and include the annual and semi-annual signals. ln this 

new analysis, any SLA variability with periods of 5 months and shorter is removed. Figure 3.3.17 

represents the first seven EOF modes and percentage variance for the first ten modes (Fig. 3.3.17 a). 

Lt also contains the time series and spectra for each mode. 

It is clear that the EOF-1 and EOF-3 now represent the one-year signal. This can be interpreted as 

two different modes of the one-year signal , although these modes have quite different variances 

26.2% and 15.9%. They also have different spatial patterns, but this can be expected for different 

modes of a physical process. For example, the signal in the Bay of Bengal comes in phase with a 

signal in the southern Indian Ocean for EOF-3 , but in opposite phase for EOF-1 . The spreading of 
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the one-year signal over two EOF modes supports the statement that "a single physical process may 

be spread over more than one EOF" (Emery and Thomson, 2001 , p.336). 
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Figure 3.3.17. Same as Figure 3.3.14, but with the annual and semi-annual signals not filtered out 

The two EOF modes that represent the one-year signal , along with EOF-2 (21 .7%) accumulate most 

of the variance, while all other modes combined have about half of the variance of these three 

modes. This agrees with EOF analysis of the filtered data, where most of the variance is carried by a 

single EOF mode (Fig. 3.3.14). 

77 



Chapter 3 Low Frequency Variabili ty of the Indian Ocean 

The spatial distributions and spectra of EOF-2 and EOF-4 for the unfiltered signal are very close to 

EOF-1 and EOF-2 for the low-pass filtered signal. However, EOF-2 for the unfiltered signal, in 

addition to the 3-year signal, also has a very strong one-year component. This one-year signal is 

merged with the 3-year signal, and once again we can see that "more than one physical process may 

be contributing to the variance contained in a single EOF" as well as that "a single physical process 

may be spread over more than one EOF" mode (Emery and Thomson, 200 I). EOF modes 4, 6 and 7 

have a prominent 17-month signal in their frequency spectra. interestingly, the EOF-6 has two 

merged signals, the 17- and 6-months. The signal has minima at the end of 1994, beginning 1996 

and end of 1997 that are correlated with positive IOD events. Moreover, this mode has a zonal 

spatial pattern that can be interpreted as corresponding to the zonal wave .propagation. This insight 

possibly can help to understand the physics of the 18-month signal later in the thesis. 

Because of our interest in the interannual variability of the Indian Ocean and its connection with 

IOD, we now exclude the regions belonging to the Southern lndian Ocean, Pacific and Red Sea 

(20.3 °S - 20.8°N, 40°E - 110°E). We also expand the time period to April 2007. The first three of 

the corresponding EOF modes are shown in Figure 3.3.18. EOF-1 represents 42.2% of variability, 

EOF-2 - 17.9%, and EOF-3 - 14.1%. Interestingly, EOF-1 and EOF-3 have very similar spectra -

several peaks in the low-frequency part of spectrum and a second peak with the period of about 17-

21 months, separated with spectral gaps around 2 years. The EOF-2 represents a low-frequency trend 

that is more noticeable in the southern part of the Indian Ocean. 
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Figure 3.3.18. The same as Figure 3.3 . 14, but for a longer time period (October 1992 - April 2007), 

and for the tropical Indian Ocean only (20.3°S - 20.8°N, 40°E - 110°E). 
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3.3.6 Conclusions 

In this section we have analysed the altimetry SLA data using spectral analysis and EOF analysis. 

Specifically, we conducted Fourier transforms of the altimetry SLA anomaly; computed distribution 

patterns of the SLA variability over the Indian Ocean at different frequencies; identified principal 

quasi-periodical components of the signal; conducted inverse Fourier transforms of the filtered 

signals in each of the principal frequency bands to investigate their temporal behaviour that have 

been visualized by means of movies (see Sakova et al., 2006b) and maps; performed EOF analysis 

of the signal and applied frequency analysis to the temporal time series of the leading EOF modes to 

determine their spectral components. 

We have identified five well separated spectral bands carrying most of the low-frequency SLA 

variability in the Indian Ocean: semi-annual, annual, 18-20-month, 3-year, and 4-7-years. This 

classification is based mostly on the altimetry data collected during October 1992 to September 

2008. These years are characterised by very strong IOD events in 1994/1995 and 1997/1998. The 

analysis of other time periods can produce different periodicity, magnitude and/or spatial distribution 

of the dominont modes. 

The discovery and confirmation of a strong 18-20-month signal is the key new result of this study. 

The signal clearly exists in the Indian Ocean. Interestingly, despite the previous research 

investigating the quasi bi-annual (QB) mode, no major signal with the 24-month period was found. 

This leaves two possibilities: either the QB mode described in the previous studies consists of two 

distinct 18-20-month and 3-year signals; or it in fact corresponds to the 3-year signal, while the 18-

20 month signal represents a separate process. A detailed analysis of the 18-20-month signal will be 

carried out in Chapter 4. In that Chapter we will also analyse the 3-year signal and the possible 

relationship between these two low-frequency signals. 

Our analysis of the 6-month and I-year signals agrees with the independent analysis of others 

researchers; however, we have extended these analyses by calculating and presenting temporal 

variability of these signals over the Indian Ocean (Fig. 3.3.9 and Fig. 3.3.10, see also movies I and 2 

in Sakova et al., 2006b, and Movies movie_SLA_6m.avi and movie_SLA_ly.avi from Appendix). 

These new results clearly show the Rossby and Kelvin wave propagation around the Indian Ocean 

basin. 

The 4-7-year signal possibly corresponds to the signal identified in the literature as the ENSO signal. 

The Pacific origin of this mode can be verified by investigation of its temporal dynamics (Fig. 

3.3.11, see also Movie 5 in Sakova et al., 2006b and Movie movie_SLA_Sy.avi from Appendix). 

However, a note of caution with this 4-6-year signal is that, because of the limited time span of the 

data used in this study, the analysis of this extremely low-frequency signal is not as reliable as that 

79 



Chapter 3 Low Frequency Variability of the Indian Ocean 

for the higher-frequency bands. To reach more definite conclusions on the spatial and temporal 

properties of this signal, one needs to extend the time span of the currently available SLA data or use 

ocean climate model output data. 

In conclusion, the same type of analysis can be conducted on any distributed (gridded) data series 

over the Indian Ocean, such as SST, wind, atmospheric pressure, reconstructed sea level etc., but 

within the scope of this thesis, we conduct only some limited analysis of wind and SST data in the 

next part of this Chapter. 

3.4 Analysis of wind data 

3.4.1 Introduction 

Coupled ocean-atmosphere dynamics is important not only for annual and semi-annual variability of 

the Indian Ocean, but also plays an important role in the interannual variability (Huang and Kinter, 

2002). The wind-field over the Indian Ocean has a different pattern compared to other oceans. "An 

important difference from the other tropical oceans is the absence of sustained easterly winds along 

the equator. Instead, the near-equatorial winds have an easterly component only during the late 

winter/early spring, a semi-annual westerly component during both inter-monsoons, and weak 

westerly annual mean" (Schott et al., 2009). As a result, the thermocline is flat, and there is little or 

no mean upwelling along the eastern boundary (Schott et al., 2009). During IOD events, strong 

south-easterly wind arises. These wind anomalies along the Sumatra-Java coast provoke an intensive 

upwelling, decrease SST, and support Bjerknes feedback, a key process in dynamics of IOD (Schott 

et al., 2009). Therefore, we can expect to find the interannual signals presented in the altimetry SLA 

data and in other data sets, such as SST and wind, at least in the Sumatra-Java upwelling region. 

In the previous parts of Chapter 3, an analysis of low-frequency variability over the whole Indian 

Ocean has been conducted using altimetry SLA and XBT profile temperature data sets. Below we 

analyse monthly wind from the National Centers for Environmental Prediction - NCEP/DOE AMIP-

11 Reanalysis 2 for both u (zonal, west-east) and v (meridional, north-south) components. After that 

we analyse NOAA Optimum interpolation (Reynolds) SST and Kaplan SST anomalies data. 

Although there has been a considerable discussion of the air-sea interaction on the interannual time 

scale, especially associated with IOD events (Schott and McCreary, 2001, Schott et al., 2009), we 

know of no published work containing systematic spectral analysis of the variability of these fields. 

To produce results comparable with our previous analysis of SLA, we will use data for the period 

from January 1990 to July 2002. 
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3.4.2 Power spectral density maps 

Figure 3.4.1 presents the PSD maps for u- and v-components of the NCEP/DOE AMIP-11 Reanalysis 

2 wind fields . Along with very strong 6-month and I-year signals, there also are strong signals with 

periods of 33.5 months (- 3 years) and 18.6 months, in both meridional and zonal components of the 

wind. No significant signal with periods of 2 years is found, similar to the altimetry SLA and 

subsurface temperature fields . Below we will briefly discuss all major spectral components . 

3.4.3 One year signal 

Figure 3.4.1 documents the contribution of each spectral component into the variability of the u- and 

v-winds over the Indian Ocean. Because the amplitudes of one-year and 6-month signals are much 

higher than those of other spectral components, it is not easy to make meaningful conclusions for 

these two signals from this figure . We therefore plot the PSD maps for the one-year and 6-month 

signals separately in Figure 3.4.2 and Figure 3.4.3. As could be expected for the one-year signal , the 

monsoon circulation dominates the annual cycle in the Indian Ocean. The v-winds are strong along 

the Somalian coast and in the Bay of Bengal, while the u-component o f the wind i tronger in the 

northern part of the Indian Ocean between 5°N to 20°N in the Arabian Sea and Bay of Bengal. In the 

southern Indian Ocean much weaker zonal components are located along 5°S- l 0°S in the trade 

winds and along 35°S-40°S in the westerlies. 
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Figure 3.4.1. Maps of the PSD ofu- and v-wind components at each frequency for the period from 

January 1990 to July 2002. 
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Figure 3.4.2. Maps of the PSD of u- and v-wind components for the one-year signal ((m/s)/\2). 

3.4.4 Six month signal 

It is well known that the westerly winds in the equatorial Indian Ocean occur two times a year during 

the transition periods between the summer and winter monsoons . A very strong u-wind along 

equator between 55°E to 85°E is depicted in Figure 3.4.3. " A unique wind forcing pattern occurs 

over the Indian Ocean .... lt involves the occurrence of semi-annual eastwards winds over the equator, 

during April to June and October to November" (Schott and McCreary, 200 I). This feature is 

extensively studied and described in the literature. In this region the wind with a 6-month period is 

easy to study because it is straightforward to separate from winds with other time scales; there is no 

other signal with comparable amplitude (see Fig. 3.4.1 , Fig. 3.4.2). Interestingly, the 6-month wind 

is also very strong in the Arabian Sea (u-wind) and along the Somalian coast (v-wind). These 

features have not attracted attention in literature. This can possibly be explained by a relative 

weakness of the 6-month signal in these locations compared to the one-year signal (which has about 

3-5 times bigger amplitude). As a result, the one-year signal masks the 6-month signal , and spectral 

analysis is required to separate and analyse the much weaker 6-month component. 

Figure 3.4.3. Maps of the PSD ofu- and v-wind components for the 6-month signal ((m/s)"2). 

3.4.5 3-year and 18-month signals 

The spatial distribution of the u-wind component for the 3-year and 18-month signals is very similar, 

as can be seen from Figure 3.4.1. The 18-month signal seems to be stronger than the 3-year signal , at 

least during 1990-2002. The maxima of the u-wind component of these signals are located close to 
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the centre of the Indian Ocean, approximately between 75°E and 95°E, and are shifted a little south 

from the equator. 

The spatial distributions of variability of the 18-month and 3-year signals for the v-wind are quite 

different. The 18-months signal is strong and concentrated along the coast of Sumatra Island , while 

the 3-year signal has lower intensity and is concentrated in two locations, one along Sumatra, similar 

to the for 18-month signal, and another at 3°S-15°S and 70°E-90°E. The different spatial distribution 

of the 18-month and 3-year signals for v-wind results from their different behaviour, which can be 

seen from the Movies movie_SLA_ Wind_ l 8m.avi and movie_SLA_ Wind_3y.avi from Appendix. 

In Figure 3.4.4, we plot four snapshots from these movies, two for each of these bands, separated by 

a half period. We selected times that correspond to negative (July 1997 for the 3-year signal and 

August 1997 for the 18-month signal) and positive (February 1996 for the 3-year signal and 

December 1996 for the 18-month signal) SLA along the Sumatra-Java coast. It can be seen from that 

the 18-month wind vectors are directed along the equator from negative to positive SLA anomalies ; 

but the 3-year wind vectors form a curly shape with its centre at about I 0°S and 90°E. This curl 

produces two spots in the v-wind component in maps of spectral density (Fig. 3.4.1 ) . 

(a) (b) 

18-month signal 

(c) (d) 

3-year signal 18-month signal 

Figure 3.4.4. SLA map and wind vectors over the Indian Ocean for two spectral bands: 3-year (a, c) 

and 18-month (b, d). Snapshot from Movies : movie_ SLA_ Wind_ l 8m and movie_SLA_ Wind_3y. 

Analysis of a longer time series shows that the wind periodicity changes over time. Figure 3.4.5 

presents a wavelet analysis of u- and v-wind for the time interval from January 1979 to December 
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2006 (336 months) for locations close to the maxima of these signals - (- 2.9°S, 86°E) for u-wind 

and (-4.7°S, 97.5°E) for v-wind. It can be seen that the 18-month and 3-year signa ls exist 

approximately from 1991 to 2000. Interestingly, these plots also indicate that before 1991 and after 

2000 the signal with 3-year period has slightly longer period at about 4 years. It is impossible to 

make far reaching conc lusions at this stage but this can indicate a shift of the regime of the Indian 

Ocean similar to that of the E SO periodicity in the Pacific; or it can be just a natural fluctuation of 

the Indian Ocean wind variability. 
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Figure 3.4.5. Wavelet analysis of u-wind (at 2.9°S 86°E) and v-wind (at 4 .7°S 97.5°E) for the time 

interval from January 1979 to December 2006. 

Figure 3.4.6 shows the maps of PSD of wind components for this longer 336 month time interval. As 

expected, along with the signals of about 3 years, there also exists quite clear signals with periods of 

about 48 months ( 4 years), that was presented in wavelet transform analysis (Fig. 3.4.5) during 1979-

1989 and after 2000. The spatial distribution of the 4-year signal for the wind is very similar to that 

of the 3-year signal. The relationship of the 3-year and 18-month signals will be addressed in 

Chapter 4 but we can note here that if the 18-month signal represents a second harmonic of the 3-year 

signal, no such " second harmonic" exists for the 4-year signal (Fig. 3.4.5). 
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Figure 3.4.6. Maps of the PSD of u- and v-wind for the spectral components with periods from 31 to 

48 months, for the time interval from 1979 to 2006. 
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3.5 Analysis of SST data 

While SLA represents the accumulated variability of the subsurface state of the ocean, SST is the 

best indicator of ocean-atmosphere interaction in interannual climate variability, and in IOD events 

in particular. SST couples the wind field to the subsurface state of the ocean by controlling two-way 

feedback between ocean and atmosphere. In this section we will analyse the interannual variability 

of SST in the Indian Ocean. 

During 1990 - 2000, the period that attracts the main attention in this thesis, two strong positive IOD 

events occurred in the Indian Ocean in 1994 and 1997, and a weaker event in 1991. The movement 

of the thermocline in the Java upwelling region (Fig. 3.2.4) clearly shows that the sea surface cooling 

has occurred near the Sumatra-Java coast because of the lift of the subsurface cold water up to the 

surface in the second part of 1991, 1994, and 1997. 

These anomaly events happened 3 years apart, and therefore one can expect to find a strong 

interannual signal in SST with a period of about 3-years, particularly in the above mentioned 

regions. To analyze the low-frequency variability of SST in the Indian Ocean, we first conducted the 

spectral analysis and calculated the spectral density maps for each frequency in the spectra using 

reconstructed NOAA SST temperature data. Although this data set is available for a long interval of 

time (see Sec. 2.1 for details), in this section we use SST for the time interval from October 1992 to 

July 2003 (728 weekly data altogether), to match the time interval of the analysed altimetry SLA 

data and make results comparable. The analysis of the reconstructed SST for a longer period will be 

conducted in Chapter 6 "Periods ofIOD activity and historical data analysis". 

The plots below (Fig. 3.5.1) are obtained following the same procedure as for the altimetry SLA in 

Section 3.3 and wind in Section 3.4 -- by calculating the power spectrum for each grid cell of the 

gridded NOAA SST data over the Indian Ocean and plotting the resulting maps. 

The plotted maps contain signals with periods from 7 years to 5.6 months, corresponding to the 

components from 3 to 31 in the frequency spectra. The maps for components 18-26 are not shown 

because no significant signal is found at these time scales. 

From these plots one can see a very strong semi-annual signal (component 29, 6 months) in the 

Arabian Sea and Bay of Bengal, and a very strong annual signal (component 15, 12 months) in the 

southern part of the Indian Ocean. 

As expected, there is also a very strong 3-year signal (component 6, 33.5 months) near the Sumatra­

Java coast. We suggest that this signal represents the strong SST variability during 1991, 1994, and 

1997 IOD events, each 3 years apart. There is also a strong variability in the Southern Indian Ocean 
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between -35°S to - l 5°S and 5°E to I 00°E with period a little longer than 3 years (component 5, 3 .5 

years). A noticeab le variab ility with a longer timescale of about 7 years (point 3) is also present in 

the middle of the Indian Ocean south of the equator. Concerning the 18-month signal, there exists a 

very strong signal with the period of 18.6 months near the Sumatra-Java coast (component I 0, 18 .6 

months), and also a strong SST variabi li ty in the Southern Indian Ocean between -35°S to - I 5°S and 

75°E to 100°E with a period of20 .9 months (component 9, 20.9 months). 
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Figure 3.5.1. Maps of the PSD of SST for each frequency component. 
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There are a number of new features in the Figure 3.5.1 compared for the plots of the PSD for SLA 

presented in Figure 3.3.7. Firstly, the patterns for the 18.6-month (point I 0) signal and 33.5-month 
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(point 6) signal have a more similar shape than for SLA. Secondly, the patterns for the neighbour 

components 9 with period of - 21 months and 5 with period 3.5 year are very different. 

Note that because of the limited time interval of the data, the temporal resolution in the low­

frequency part of the spectra is quite low. For example, the 5th and 6'h components correspond to 

signals with periods of 33 .5 months and 3.5 years have very different spatial patterns . Ideally, it is 

desirable to have several spectral components for each such signal, or to have at least one spectral 

component between them. 

Figure 3.5.2 shows the PSD for 18 .6-months and 33 .5-months signals in the Java upwelling region, 

which is the region that contains most of the overall variance for these fields over the Indian Ocean. 

33.5 months 

<-iftJ6) 

Figure 3.5.2. PSD of SST for 33.5-month (left panel) and 18.6-month (right panel) signals . 

One can observe some difference between the patterns of PSD for these two signals . The distribution 

of the 18-month signal is shaped more along the Java coast, concentrating in the upwelling region 

and extends to the Indian Ocean equator, while that of the 33.5-months signal is more elongated in 

the direction off shore and does not extend to the equator. That is possible due to different wind 

forcing (see Fig.3.4.4). 

We now analyse the time series of SST at one point in the Java upwelling region, at (-5.5°S, 

I 02.5°E) to analyse the details of superposition of the 18-month and 3-year signals in the context of 

the !OD events . 

Figure 3.5 .3 shows the SST signal at (-5.5°S, 102.5°E). The upper panel contains the signal time 

series, where the blue line represents the unfiltered signal , and black line - the low-pass filtered 

signal with cut-off frequency at 14 months. The lower panel contains the power spectrum of this 

signal (unfiltered SST in Java region). One can easily identify from the unfiltered signal (blue line, 

upper panel) the drop of SST in falls of 1991 , 1994, and 1997 that are associated with !OD events 

(indicated by the black arrows). But between these three events one can find a noticeable drop in 

SST (indicated by the red arrow) . This signal has a period of 18 months and can be interpreted as the 
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second harmonic of the main 3-year signal that is necessary to represent a non-harmonic process 

with a 3-year period (Fig. 3.5.3 , lower panel). 

Period (months/cycfe) 

Figure 3.5.3. SST (reconstructed NOAA) in Java upwelling region (-5.5°S, I 02.5°E}. The upper 

panel - the unfiltered signal (blue line) and low-pass filtered signal (black line) with cut-off at 14 

months. The lower panel - PSD of the unfiltered SST. 

We will now compare these data with another available SST data set - SST anomaly by Kaplan 

(Kaplan et al. , 1998). Figure 3.5.4 shows the SST anomaly from this data set at (-7°S, 107°E). (This 

data set contains monthly mean data) . Panel (a) represents the unfiltered signal. Panel (b) and (c) 

represent the low-pass filtered signal using two different methods : (b) low-passed signal (black) 

using FFT method with the cut-off set up at 14 months; (c) running average over 5 months (red). 

Both these panels show a drop of SST not only in 1991 , 1994, and 1997 as in the reconstructed 

NOAA SST (Fig .3.5.3), but also between these years in 1992 and 1996. Panel (d) shows that the 

interval between maxima and minima of these "oscillations" during 1992-2000 are separated by time 

intervals of 16-21 months, which is reflected in spectral decomposition of this signal (panel e) and its 

wavelet decomposition (panel f). 

The above analysis of SST data sets shows that apart from the low-frequency 3-year oscillation, 

there is also a visible modulation with the 18-month period; however, while the Kaplan SST 

anomaly data set clearly contains variability with period of 18 months during 1992-1999 years, the 

Reynolds reanalysis does not contain this signal as clearly. 
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Figure 3.5.4. Analysis of Kaplan SST anomaly dataset at (-7.5°S, 105°E) . (a) - the signal; (b) - the 

signal (blue) and low-passed signal (black) with the cut-off at 14 months; (c) - the signal (blue) and 

its running average over 5 months (red); (d) - as (b), with some time intervals (in months) between 

the signal maxima and minima shown; (e) - wavelet spectrum of the signal (left) and its global 

wavelet spectrum (right); (f) - PSD. 
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3.6 Visualization of the temporal variability of signals 

To study the temporal variability of these signals (or propagation of phase of these signals) in 

different frequency bands, we plotted a series of snapshots of the reconstructed signal in the given 

frequency band. The resulting movies are provided in the Appendix A. These movies show either the 

evolution of SLA or evolution of SLA with wind vector overlaid for each of the following frequency 

bands: semi-annual, annual, 18-20 months, 3 years, and 5-7 years. 

Following is the list ofmovies from Appendix A with the description of spectral harmonics used. 

For SLA movies we use gridded (I degree) SLA weekly-averaged data from October 1992 to 

December 2008, a total of 843 weekly entries. 

• movie_SLA_6m.avi shows the SLA signal with period from 5.1to6.9 months, spectral harmonics 

29-39; 

• movie_SLA_ly.avi shows the SLA signal with period from 10.8 to 13.9 months, spectral 

harmonics 15-19; 

• movie_SLA_18m.avi shows the SLA signal with period from 16.2 to 24.2 months, spectral 

harmonics 9-13; 

• movie_SLA_3y.avi shows the SLA signal with period from 27.7 to 38.8 months, spectral 

harmonics 6-8; 

• movie_SLA_Sy.avi shows the SLA signal with period from 48.5 to 97.0 months, spectral 

harmonics 3-5. 

The wind movies show the wind vector overlaid with the SLA data. For the spectral analysis we 

use NCEP reanalysis monthly-averaged wind data from January 1979 to January 2008, a total of 

349 monthly entries and plot it only for the period that overlaps with the altimetry SLA data from 

January 1993 to December 2007. 

• movie_SLA_ Wind_18m.avi shows the SLA signal with period from 17 to 23 months., spectral 

harmonics 17-23 and for wind data 17-23, spectral harmonics with period from 15.8 to 21.8 months; 

• movie_SLA_ Wind_3y.avi shows the SLA signal with period from 26 to 37 months, spectral 

harmonics 10-14; and for wind data 10-14, spectral harmonics with period from 26.8 to 38.8 

months; 

• movie_SLA_ Wind_Sy.avi shows the SLA signal with period from 46 to 92 months, spectral 

harmonics 4-8 and for wind data 4-8, spectral harmonics with period from 50 to 116 months; 
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3. 7 Comparison of temporal and spatial variability of the main 

spectral components 

In this section we compare the results of analyses of low-frequency variability of the Indian Ocean 

for different data sets used in this thesis: altimetry SLA, NCEP reanalysis wind data and NOAA 

Optimum interpolation SST data. The primary purpose is to compare the spatial and temporal 

structure of the 18-month and 3-year signals. But before that we will compare the spatial 

distributions of each variable for the 6-month and 1-year signals, which difficult to do from spectral 

distribution maps plotted in Figures 3.3.7, 3.4.1, and 3.5.1 because their amplitudes are much higher 

than those in other bands. After that we will compare the 18-month and 3-year signals. We do not 

make any comparisons for signals with longer periods (5-8 years) because the temporal resolution of 

the data (due to the short time interval of the data availability) does not allow one to make any 

meaningful conclusions. 

3.7.1 Six month signal 

"The semiannual variability of the Indian Ocean is often discussed in the literature in association 

with Wyrtki jets" (Fu, 2007). The Wyrtki jet, in tum, is primarily driven by wind (Han et al., 1999). 

The wind along the equator is very clearly presented in Figure 3.7.l(b). The C-shape in SLA for the 

semi-annual signal (Fig. 3.7.1 a) was previously depicted by Sakova et al. (2006a,b) and Fu (2007). 

"This C-shaped pattern indicates the effects of the western boundary in reflecting Rossby waves" 

(Fu, 2007) with westward wave propagation along 4.5°S and 4.5°N that was described by Fu (2007) 

and can be seen from Movies movie _ SLA _ 6m.avi, from Appendix and Sakova et al. (2006b ). The 

spectral analysis of wind clearly shows the existence of semi-annual variability, not only along the 

equator, but also in the Arabian Sea (Fig. 3.7.1 b,d). Interestingly, there is one region in the Indian 

Ocean with much higher SST variability in semi-annual time scales than in other regions. It is the 

region along the Somali coast (Fig. 3.7.1 c).We suggest that this higher variability is a response to 

the strong alongshore semi-annual winds off Somalia (Fig. 3.7.1 d). 

3.7.2 One year signal 

The one-year signal has been extensively studied and described previously in the literature (see for 

example Schott et al., 2001). The annual signal in SLA (Fig. 3.7.2 a) is generated off the coast of 

Somalia by the open ocean upwelling/downwelling associated with the annual cycle of the Indian 

monsoon (Fig. 3.7.2 a,b,c). Interestingly, because despite of a very strong annual signal in SLA in 

the south-eastern Indian Ocean (Fig. 3.7.2 a) that represents the Rossby waves first described by 

Masumoto and Meyers (1998) as a resonant response to the wind, the winds in this region are much 

weaker than the winds in the northern part of the Indian Ocean (Fig. 3.7.2 b,d). 
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(a) (b) 

(c) (d) 

Figure 3.7.1. Maps of PSD for the 6-month signal : (a) altimetry SLA; (b) u-wind; (c) SST; and (d) 

v-wind . 

(a) (b) 

(c) (d) 

Figure 3.7.2. Maps of PSD for the I-year signal: (a) altimetry SLA; (b) u-wind; (c) SST, and (d) v­

wind. 
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3.7.3 18-20-month and 3-year signals 

Analysis of all data sets included in the current study shows the existence of signals on the 

interannual scale in 3-year and 18-month bands. These two signals are analysed throughout Chapter 

3 for each variable. While the spatial distributions have some similar features for all variables such 

as SLA (Fig. 3.3.7), SST (Fig. 3.5.1), v-wind (Fig.3.4.1), and subsurface temperature (Fig. 3.2.12), 

especially near the Sumatra-Java coast, we can identify differences in the spatial and temporal 

structure of these signals. 

A significantly different spatial distribution is found for the meridional component of the wind (Fig. 

3.4.1). Figure 3.4.4 shows that the 3-year wind vectors form a curl-like shape, while the 18-month 

wind vectors are directed mostly along the equator. The analysis of the temporal variability, or phase 

propagation, ofSLA and wind for both these signals (3-year and 18-m~nth) reveals that the winds in 

each band affect the sea surface in different ways. For the 3-year signal the winds along the Java 

coast - the southeast trade winds - provoke upwelling along the coast, rise the thermocline, and lower 

SST (Fig. 3.4.4, a). On the western side of the wind, the wind stress-induced downwelling gives rise 

to a deep, bowl-like mixed layer in the interior of the Indian Ocean at about (10°S, 90°E). After that 

the SLA perturbations start to propagate as free waves to the west and reach the western boundary of 

the Indian Ocean. A year and a half after that a similar process but of opposite sign happens again 

(Fig. 3.4.4, c). This signal exists during IOD events in 1994-1999, and its propagation can be seen 

from Movie movie_SLA_ Wind_3y.avi, Appendix. The18-month wind component along the equator 

generates an anomaly in sea level height simultaneously almost along all the length of the Indian 

Ocean and can be seen from Movie movie_SLA_ Wind_18m.avi, Appendix. 

Figure 3.7.3 shows SLA over the western part of the Indian Ocean between 45°E - 85°E and 6°S -

10°S for the 3-year signal (left panel) and 18-month signal (right panel). These signals represent the 

response of the ocean to the wind during IOD years (Fig. 3.4.4). Figure 3.7.3 depicts the 3-year 

signal for the period starting from 1 March 1995 for every 8 weeks (total of29 plots), and for the 18-

month signal - starting from 11 October 1995 for every 4 weeks (also 29 plots). 

The 3-year SLA signal clearly shows wave propagation to the west and looks to be the result of wind 

stress curl with a 3-year period (Fig. 3.4.4.a,c) centred at about 10°S and 90°E (see Chapter 3.4.5 for 

wind description). The 18-month SLA signal changes its sign quite sharply over the whole length of 

the spatial domain and possibly is a response of an 18-month wind directed along the equator (Fig. 

3.4.4.b,d). 

The significance of differences in spatial-temporal structure are discussed in the next section. 
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Figure 3.7.3. SLA over the Indian Ocean between 45°E - I 06°E and 6°S - I 0°S for the 3-year 

signal (left panel) and 18-month signal (right panel). 
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3.8 Conclusions 

In parts 2-5 of this Chapter we conducted an analysis of the low-frequency variability of the Indian 

Ocean. In this analysis we used different data sets: XBT subsurface temperature, altimetry SLA, 

Reynolds NOAA Optimum Interpolation (Reynolds) SST and Kaplan SST anomalies data, as well as 

NCEP/DOE AMIP-II Reanalysis 2 wind data. The analysis was conducted using spectral analysis 

techniques. Five well separated spectral bands were identified that carry most of the low-frequency 

variability of the Indian Ocean: semi-annual (6 months), annual (12 months), 18-20-month, 3-year, 

and 5-8-years. The existence of semi-annual, annual, 2-3-year and 5-8-year quasi-periodical signals 

is well known; however, the 18-20-month signal has not previously been described. The discovery of 

a strong 18-20-month signal and its connection with an IOD mode (see the following Chapters) is 

the main result of this study. We underline that the above spectral bands arise in analyses of every 

data set used in the study. 

Interestingly, despite the conclusions of previous studies pointing at the existence of the QB mode, 

no substantial signal with the bi-annual (~ 24-month) period was found. Because most of the 

previous analyses considered the interannual variability of the Indian Ocean as the variability with 

time scales of two years and longer (the signals of higher frequencies were often filtered out), we 

suggest that the QB signal corresponds to the signal with a period of3 years of this study. 

The 18-month signal and its relation with the 3-year signal is the subject of particular interest to us. 

Both these signals were particularly strong in the period 1991-2000, when several IOD events 

happened in a row. Both of them have maxima of variability in the Java upwelling region and in the 

western tropical Indian Ocean. 

The suggested division of the low-frequency variability into five spectral bands is made mostly on 

the grounds of analysis of time series from about 1989 to 2004. A different time interval for the 

analysis can possibly possible yield somewhat different quasi-periodical signals. For example, 

analysis of wind for longer time periods, from 1979 to 2008, shows that the interannual variability of 

the Indian Ocean changed during these years (Sec. 3.5). The wavelet analysis of the wind (Fig. 3.5.2) 

shows that the 18-month signal in the Java upwelling region did not exist before 1990 and the 3-year 

signal changed its periodicity to 4-years before 1990 and after 2000. The spectral density maps (Fig. 

3.5.3) of wind also point toward the existence of signals with periods of about 4-years in longer time 

series (1979-2008). Therefore, all conclusions about the interannual variability of the Indian Ocean 

are applicable to the limited time interval from about 1990 to 2008 only corresponding to the time 

spam of the altimetry and XBT data collection, and show different periodicity at other times, which 

can be seen from the reanalysis data. We will conduct analysis of a longer time series in Chapter 6 

Then, we will apply spectral methods to the reanalysis data and proxy climate records (e.g. coral 

data) 
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During the writing of this thesis we have constantly heard an opinion that the 18-month signal 

simply represents a second harmonic of the three IOD events during 1991 to 1997, and that this 

signal is a manifestation of the spectral analysis technique applied to the oceanographic data. This 

opinion has some grounds. Both the 18-month and 3-year signals show maximum amplitude in the 

Java upwelling region, and their spatial distribution is similar in some respects. Despite this 

possibility, we believe that the 18-month signal exists in the Indian Ocean along with the 3-year 

signal as an independent mode, possibly as a result of a different response of the ocean to the same 

forcing. 

Subsurface temperature (XBT temperature profdes) 

The 18-month and 3-year signals were observed in this data set only near the Indonesian coast, up to 

9°S (Fig. 3.2.12, Boxes 1-3) along XBT lX-1 line (see Fig. 2.1.4 for Boxes along line description). 

Subsurface temperature at different depths near the Indonesian coast (7.0°S, 104.0°E) show (Fig. 

3.2.5) that near the surface at about 5m-30m depth (Fig. 3.2.5 a,b), a clear 3-year signal is evident 

during 1991, 1994, 1997. But at the depth of about 70-lOOm (Fig. 3.2.5 c,d) one can see a clear drop 

in temperature not only during these years, but also between them, that represents the 18-months 

signal. The amplitude of the 18-month signal becomes even bigger at lOOm (Fig. 3.2.6 d). A 6-

months running mean of the subsurface data shows that at the depth of 120m (Fig. 3.2.8 c), the 

signal has an oscillating character with 5 cycles during 8 years; this corresponds to a period of about 

19 months. 

The two signals exhibit a different subsurface behaviour (Fig. 3.2.12). The 18-months signal is 

stronger and deeper than the 3-year signal near the coast (Boxl, 6°S-7°S). With increasing distance 

from the coast, the 18-month signal decays quicker than the 3-year signal, and at 8°S-9°S it almost 

disappears while the 3-year signal is still quite strong. The faster decay of the 18-month signal 

compared to the 3-year signal can also be seen from the wavelet analysis (Fig. 3 .2.14 ). 

Altimetry SLA 

Spectral analysis of altimetry SLA shows that along with areas where both signals ( 18-months and 3-

years) exist there are also areas where only the 18-month signal is found (Fig. 3.3.3 c).For example, 

this is the case in the southern Indian Ocean at (24°S, 75°E). Generally, during 1992-2006, the 18-

month signal appears to be stronger and distributed wider in the Java upwelling region 

(Fig. 3.3.7 c,d), while the 3-year signal is stronger in the middle of the Indian Ocean at about 5°S-

150S, 55°E-85°E. It is also noticeable that the 3-year signal has strong variability in the Indonesian 

Throughflow region (Fig. 3.3.7 d), while the 18-month signal does not (Fig. 3.3.7 c). 

During the IOD years (Fig. 3.7.3) these two signals have different behaviour over the western part of 

the Indian Ocean between 45°E - 85°E and 6°S - 10°S. The 3-year SLA signal clearly shows wave 
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propagation to the west (Fig. 3.7.3, left panel), the 18-month SLA signal changes its sign quite 

sharply over the whole length of the spatial domain (Fig. 3.7.3, right panel). 

These two signals evolve in a very different way in the eastern Indian Ocean (see Movies 

movie_SLA_l8m.avi and movie_SLA_3y.avi and Figures 3.3.11 and 3.3.12). The 3-year signal near 

Indonesia develops simultaneously with a signal in the Indonesian Throughflow and western Pacific 

regions, whereas the 18-20-month signal develops near the Sumatra coast, and only then propagates 

east into the Indonesian Throughflow area and north to the Bay of Bengal. 

Wind data 

Analysis of the wind data shows that the distributions of PSD of the v-component (Fig. 3.5.1) is 

significantly different for the 18-month and 3-year signals. For the 18-month signal it is represented 

by one spot near the Java coast while for the 3-year signal it is spread between two spots. This 

difference can be observed not only in spatial distributions of the two signals, but also in their 

temporal variability (see Movies movie_SLA_ Wind_l8m.avi and movie_SLA_ Wind_3y.avi). 

During IOD events, when the 3-year and 18-month wind signals exist, the 3-year wind looks like a 

curl with a centre at about 10°S, 90°E (Fig. 3.5.4 a,c), while the 18-month signal exists along the 

equatorial Indian Ocean in west/east direction (Fig. 3.5.4 b,d). These different winds produce 

different responses of the ocean. At a 3-year period, the SLA response generated by wind-stress curl 

in the eastern ocean starts to propagate westwards, likely as a packet ofRossby waves (Fig. 3.7.3 left 

panels), while the 18-month wind generates SLA along about 5°S-10°S simultaneously along the 

whole domain of the ocean (Fig. 3.7.3 right panels). 

SST data 

In this study we use two SST data sets: the reconstructed NOAA SST and Kaplan SST anomaly. 

Interestingly, that these two data sets produce quite different results for the18-month and 3-year 

signals. For example, visual analysis of NOAA SST data in the Java upwelling region suggests the 

existence of only a 3-year signal (Fig. 3.5.3, upper panel), and the presence of the 18-month signal in 

the spectrum (Fig. 3.5.3, bottom panel) can be considered as a second harmonic of the 3-year signal. 

Analysis of Kaplan SST anomaly shows the existence of 18-month signal not only in the spectrum 

(Fig. 3.5.4 e,f) but as an oscillation with a period of about 18 months and is present very clearly in 

the original time series (Fig. 3.5.4 b,c,d). 

Conclusion 

Generally, taking the above into consideration, we suggest that although both signals, 18-month and 

3-year, are closely related, they exist as related, but separate modes of the Indian Ocean. We see 

features in the spatial-temporal behaviour of these modes that are unique for each of them. This 

points to these modes being independent, at least to some degree. 
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Chapter 4. 

The 18-month signal and its connection with 3-year signal 

andIODmode 

In Chapter 3 we presented an analysis of the low-frequency variability of the Indian Ocean based on 

a number of independent observational and reanalysis data sets. It shows the existence of five strong, 

well separated spectral bands carrying most of the low-frequency signal. In this Chapter we 

investigate the connection of the 18-month and 3-year signals with the interannual variability of the 

Indian Ocean, known as the IOD mode, over the last two decades. We show that the interannual 

variability of a number of different variables exhibits characteristic periods of 18 months and 3 

years, and that the positive and negative IOD events can be associated with the constructive 

interference of these signals. 

4.1 Introduction 

The IOD is a mode of interannual climate variability that involves the coupled ocean - atmosphere 

system. According to existing classifications of IOD (Webster et al, 1999; Yamagata et al, 2004; 

Meyers et al, 2006), the IOD events in two decades from 1980 to 2000 form the following sequence: 

1980-81, 1982, 1984-85, 1989, 1991, 1992, 1994, 1996, 1997; where the years of the positive events 

are shown in bold. In recent years this sequence has continued as follows: a weak positive event, 

classified as IOD by Ummenhofer et al. (2009) in 2004; a weak negative event classified as IOD by 

Luo et al. (2007) in 2005; a strong positive IOD in 2006; another (weaker, but commonly 

recognized) positive IOD in 2007 (Behera et al., 2008; Luo et al., 2008). 

There is little doubt today that strong SST anomalies in the eastern Indian Ocean are caused by 

abnormal easterlies, that the associated abnormal upwelling off the Indonesian coast represents a 

persistent property of IOD events, and that SST anomalies in the western part of the Indian Ocean 

vary significantly from event to event (Le Blanc and Boulanger, 2001; Huang and Kinter, 2002). 

Today there exists several different views on the origin of the SST anomaly at the western pole of 

the IOD: one view is that it is caused by abnormal easterlies and westward Rossby wave 

propagation, (e.g. Webster et al., 1999); another is that it is caused by internal oceanic processes and 

collapse of the monsoonal wind system within the Arabian Sea rather than by the forcing from the 

eastern Indian Ocean (Prasad and McClean, 2004); or a third view is that it is an integral part of the 

TBO (Loschnigg et al., 2003). Additionally it is known that the interannual SST anomaly in the west 
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is more influenced by ENSO (Luo et al. 2007) and surface heat fluxes (Prasad and McClean, 2004), 

and that it has a weaker variability than the anomaly in the east (Fischer et al., 2005). These analyses 

agree with the earlier studies in the 1980' s that describe the existence of the anomalous of wind and 

rainfall in fall in certain years in the eastern and central equatorial Indian Ocean (Reverdin et al., 

1986). 

In the context of the above we assume that the variability in the eastern and central Indian Ocean is 

more closely related to the phenomena of IOD than that of the western pole of the dipole. The 

eastern pole mainly represents internal properties of the Indian Ocean in response to Kelvin waves 

generated by winds over the equatorial Indian Ocean and locally by winds along the Sumatra-Java 

coast (Murtugudde et al., 1999), while the western pole is more influenced by ENSO. It will be 

shown below that the 18-month signal is particularly strong in the eastern and central part of the 

Indian Ocean. Therefore, our investigation of the connection between the IOD and 18-month signal 

will be mainly focused on the central and eastern parts of the Indian Ocean. 

4.2 Analysis of D20 from XBT data 

We start our investigation of the 18-month signal with an analysis of the variability of subsurface 

temperature in the Java upwelling region using XBT data. The depth ofD20 is a useful characteristic 

of the thermocline depth in this region. 

Figure 4.2.1 represents an analysis of the IX-1 XBT temperature data in the Java upwelling region 

for the period 1989-2002, averaged in a rectangle with the comers at 7.0°S, 104.0°E and 8.0°S, 

106.0°E. The panel (a) shows a typical temperature profile, where the black line corresponds to the 

depth of the 20°C isotherm. It contains a number of strong upward displacements of the thermocline 

corresponding to upwelling events, with cold water coming to the surface. The strongest upwelling 

can be observed during the 1994 and 1997 IOD events. The power spectrum of the depth of the 20°C 

isotherm, shown in Figure 4.2.l(b), contains three strong low-frequency maxima corresponding to 

periods of 6, 18.7, and 34 months. The 6-month maximum represents a semi-annual cycle connected 

with the development of the Wyrtki jet in the equatorial Indian Ocean. 

The black line in Figure 4.2.l(c) represents the low-pass filtered D20 with the cut-off frequency set 

at approximately ~ 1/14 months to eliminate the one-year and shorter signals. The filtered signal is 

quite strong, reaching a range of more than I I 0 meters during I 997- I 998. This reflects the fact that 

most of the variance of the D20 signal is concentrated in the low-frequency part of the spectrum 

(Fig. 4.2.1 b ). In 1994 and I 997 cold water comes to the surface. This time difference roughly 

corresponds to the 3-year signal; however, between 1994 and I997 there is also a clear peak at the 

beginning of I996 that is not strong enough to bring the cold water to the surface. This lesser 
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oscillation of the low-pass filtered 020 between 1994 and 1999 roughly corresponds to a signal with 

a period close to 18 months: it has maxima during recognised 100 events ( 1994, 1997) and minima 

during recognised negative 100 events ( 1996, 1998); however, it also exhibits strong upward 

movement (for example, in early 1996) and downward movement (for example, in 1995) occurring 

at other times not associated with 100 events. 
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Figure 4.2.1. Analysis of the 020 in a rectangle with comers at 7.0°S, 104.0°E and 8.0°S, 

106.0°E. (a) Temperature data; the depth of the 020 shown by the black line . (b) PSO of the depth 

of 020, where psd is the power spectral density, and ~f - frequency resolution in cycles per 

month ; so that psd·~f is equal to the time averaged variance, with the units of m2
. (c) Low-pass 

filtered depth of 020 using the cut-off frequency at - 111 4 months (black line) and the original 

signal (blue thin line). (d) Green line - 34-month signal , red line - 18-month signal, and black line 

- sum of two these two signals. (e) Wavelet spectrum. 
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Figure 4.2.l(d) shows separately the 3-year signal (green line) and the 18-month signal (red line), 

as well as the sum of these two signals (black line). Both of these signals are very strong between 

1993 and 2000. They interfere constructively in 1990-1991, 1994 and 1997-1998, with the 1994 

and 1997 maxima coinciding with the recognized IOD events. We suggest that the extremely 

shallow thermocline during IOD events of 1994 and 1997 can be caused by constructive 

interference of these two signals, as well as the negative IOD event in 1998. Because the Java 

upwelling has such a big role in IOD formation, a question arises whether this interpretation can 

also be applied to IOD understanding in broader terms. We return to this question later in the 

thesis. 

Another related question is whether or how strongly are the 18-month and 3-year signals 

interconnected. Because their periods differ by a factor of two, it is possible that the 18-month 

signal arises as a second harmonic of the 3-year signal due to nonlinearity, such as the events 

when the cold sub-thermocline water lifts to the surface. In this case the 18-month signal may 

correspond merely to a change in the shape of the 3-year signal. 

From Figure 4.2.1 it seems that the periods of maximum and minimum amplitude coincide; 

however, the time span of this analysis is very limited at only 13 years. The duration of the XBT 

data collection and satellite altimetry age does not yet allow us to extend this analysis further in 

time; however, we will return to this interesting problem later, during analysis of historic and 

reconstructed data. 

The wavelet spectrum of D20 in Figure 4.2.1 ( e) confirms the observation that the 18-month signal 

was particularly strong from 1993 to 2000, and the 3-year signal was strong from 1989 to 2001. It is 

interesting that although the amplitude of the 3-year signal in the wavelet spectrum has a longer 

maximum, the amplitude of the 18-month signal is much higher during 1996-1998, in the period of 

high IOD activity. 

4.3 Analysis of altimetry SSH 

We showed above that the D20 signal in the Java upwelling region can be decomposed into several 

quasi-periodic components. We will now turn our attention to the altimetry sea surface height data 

for almost the same time period - from October 1992 to December 2003 - and for the same location 

- Java upwelling region, at 7.7°S, 105.0°E. 
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Because the SSH signal reflects integral properties of the ocean over depth, one can expect to find a 

similarity in the spectral decomposition of the SSH signal in this region. This is confirmed by the 

analysis shown in Fig. 4 .3 .1. 
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Figure 4.3.1. Analysis of altimetry SSH at 7 .7°S, 105.0°E. (a) Wavelet spectrum; the white 

dashed lines correspond to 6-, 19-, and 34-month signals. (b) PSD of SSH, where psd is power 

spectral density, and ~f is frequency resolution in cycles per month ; psd·~f is equal to the time 

averaged variance, with units of m2
. (c) Low-pass filtered SSH with cut-off frequency at - 1/ 14 

months (black line) and original SSH (thin blue line) . (d) Band passed signals: 34-month (green 

line); 19-month (red line), and the sum of the two signals (black line). 

As expected, the spectra of two variables - subsurface temperature and SSH are very similar 

(Fig. 4.2.1 band Fig. 4.3.1 b) as well as their wavelet decompositions (Fig. 4.2.1 a and Fig.4.3 .1 a). 

The wavelet decomposition of SSH shows the existence of the 6-month signal for the whole duration 

of the data set, while the 19- and 34-month signals clearly manifest themselves from the beginning 

of data set, in October 1992, until the end of 2000 (Fig. 4.3. 1 a). These three components are also 

present in the frequency spectrum in Figure 4.3.1 (b). The low-pass filtered sea level with cut-off at 

about 14 months (Fig. 4.3.1 c, black line) is low in 1994 and 1997 due to the extremely shallow 

thermocline during 100 events of 1994 and 1997. Figure 4.3 . 1 (d) contains the band pass filtered 

signals for the main spectral bands. The 3-year band (green line) includes harmonics with periods 

from 26 months to 46 months; the 18-month band (red line) - with periods from 16.7 months to 23 
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months; and the overall low-pass filtered signal (black line) - with periods of 14 months and longer. 

Similarly to D20, the 3-year and 18-month signals interfere constructively in 1994, 1997, and partly 

in 1998, so that the depression of SSH during the positive IOD events of 1994 and 1997 may be seen 

as caused by constructive interference of these two signals, as well as the lift of SSH in 1998. 

If the 18-month and 3-year signals are related to the IOD, one would expect to find these signals 

not only in the eastern Indian Ocean but also in the western tropical Indian Ocean. This can be 

confirmed from the altimetry data because it covers the whole Indian Ocean. We now conduct a 

similar analysis for the location in the western tropical Indian Ocean that has high overall 

variability of SSH in the 18-month band and 3-year band - 7.7°S, 76°E (see Fig. 3.3.7 for the 

spatial distributions of PSD for all spectral components). The location in the south-west tropical 

Indian Ocean where the PSD is highest is close to that used for the calculation of the DMI 

(Fig. 1.3.1). 

As one can expect for that part of the Indian Ocean, the spectral analysis of SSH in the western 

Indian Ocean shows the existence of the one-year signal and absence of the 6-month signal 

(Fig. 4.3.2 a,b). Here the 19-month signal has almost the same amplitude as the one-year signal. The 

low-pass filtered SSH here has a positive anomaly at the end of 1994 and at the end of 1997 

associated with propagation of downwelling Rossby wave associated with positive IOD events. Both 

signals of interest - the 18-month and 3-year - interfere constructively at that time, as well as at the 

beginning of 1999 (Fig. 4.3.2 d).Note that this analysis was made outside the region used for the 

DMI calculation (Fig. 1.3.1, western tropical Indian Ocean region, WTIO, at 50°E-70°E, and 10°S-

100N), close to the central Indian Ocean. The reason for using a different location is that we did not 

find a similarly clear 18-month signal in the WTIO region (not shown). Ifwe consider that the 18-

month signal is connected with the IOD mode, then the lack of this signal in the western Indian 

Ocean agrees with the conclusion that SST anomalies along the Sumatra-Java coast are a persistent 

property of IOD events, while the SST anomalies in the western part of the Indian Ocean vary 

significantly from event to event (Le Blanc and Boulanger, 2001; Huang and Kinter, 2002). 

Figure 4.3.3 compares the temporal behaviour of the total low-frequency signal (with the cut-off 

frequency at approximately 14 months), the 3-year signal, and the 19-month signal of SSH at both 

locations above. The solid line represents the eastern Indian Ocean, the dashed line - the central 

Indian Ocean (76°E). All three signals have very similar patterns (Fig.4.3.3 a), but opposite signs. 

This is evidence of anti-correlation of the 18-month and 3-year signals between the eastern and 

central Indian Ocean. 
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Figure 4.3.3. Low-frequency SSH at different locations in the Indian Ocean. The solid line 

represents the eastern location (7.7°S, 105 .0°E), the dashed line - western location (7.7°S, 76.0°E): 

(a) low-pass filtered SSH with cut-off frequency at - 1/1 4 months ; (b) 19-month signal ; and (c) 3-

year signal. 
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4.4 Analysis of SST 

Analysis of SST data shows the existence of strong SST variability at 18-month and 3-year 

components in the Java upwelling region. This can be seen from SST spectral density maps 

(Fig. 3.5.1). Below we will analyse the temporal variability of these signals. 

Results of this analysis for SST data (conducted similarly to that for SSH) are shown on 

Figure 4.4.1. We use Kaplan reanalysis data set for the same time period as XBT data (D20) - from 

1989 to 2002 - and at the same location - 7.5°S, 107.5°N. Once again, the power spectrum contains 

clear 18-month and 3-year signals (Fig. 4.4.l b ). The spectrum has three standalone maxima with 

periods of about 18 months, 3 years and 4-7 years. The same maxima can be found in wavelet 

decomposition of the same data (Fig. 4.4.l a). The 3-year signal is rather weak before 1996 (Fig. 

4.4.l d - green line) so that the low-pass filtered signal (with the cut-off at 14 months) shows 

oscillations with periods close to 18 months (Fig. 4.4.1 c, d - black line). In 1997 and 1998 the 18-

month signal interferes with the 3-year signal constructively, and in the beginning of 1996 -

destructively (Fig. 4.4.1 d). 

The existence of low-frequency components (with periods longer than 3 years) in the surface 

temperature signal can possibly be explained by the influence of the Pacific Ocean. Figure 4.4.2 

shows decompositions of the low-frequency signals for both D20 (a) and SST (b) at the same 

location in the Java upwelling region. The signal with period of 4 years and longer is represented by 

blue lines. It shows that for the surface signal (SST) the amplitude of low-frequency signal longer 

than 4 years is comparable with amplitudes of the 18-month and 3-year signals, while it is negligible 

for the subsurface (D20) signal. The 4-year and longer signal makes a strong contribution to the 

surface cooling during positive IOD in 1994 and surface warming in 1998. This indicates that there 

is an atmospheric teleconnection with the Pacific Ocean that generates the SST anomaly, but the· 

teleconnection does not appear in the depth range of the thermocline. 
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Figure 4.4.l. Analysis of the SST anomaly using Kaplan reanalysis data at 7.5°S, I 07.5°E. (a) 

Wavelet spectrum, with the 19-, and 34-month signals shown by white dashed lines. (b) PSD of 

SST anomaly, where ~f is frequency resolution in cycles per month ; psd ·~f is equal to the time 

averaged variance, with units of deg. C2
• (c) Low-pass filtered SST anomaly with cut-off 

frequency at - 1/ 14 months (black line) and the original SST anomaly (thin blue line). (d) 34-

month signal (green line), 19-month signal (red line), and their sum (black line). 
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Figure 4.4.2. Spectral decomposition of 020 (a) and SST anomaly (b) in Java upwelling region into 

signal longer than 4 years (blue signal), 34-month signal (green line), and 18-month signal (red line). 
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4.5 Analysis of D MI 

If the 18-month signal is connected with IOD mode, as we argue, we can expect to find it in the 

DMI, because this index is a quantitative description of 100. To verify this , we will apply the same 

analysis as for 020, SSH and SST data to DMI. Wavelet analysis of DMI was previously conducted 

by Behera and Yamagata (2003) using time series from 1880 to 1990 (Fig. 4.5.1). They found that 

DMI " shows significant amound of power at the quasi-biennial period" (Fig. 4 .5.1 ). They 

specifically noted variability " at about 2 years" during 1890-1910, 1955- 1975, and 1990-2000 

(Behera and Yamagata, 2003) . We note in their figure that during 1990-2000 and 1890 the 

variability of OM I has two clear maxima: one shorter and another longer than two years, but not two 

years. This calls for a more rigorous spectral analysis. 
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Figure 4.5.1 Wavelet power spectrum (using the Morie! wavelet) of the DMI. Shaded is the wavelet 

power at each period being normalized by the global wavelet spectrum, and the thick black contour 

is the 5% significance level (after Behera and Yamagata, 2003). 

As discussed in Chapter 2, the common view today is that ENSO is an oscillatory phenomenon, 

while 100 represents a sequence of separate triggered events, seasonally locked to the boreal 

autumn . In contrast, iri this work we show in a consistent way that it also can be considered as a 

result of interference of small number low-frequency signals. Because DMI is considered as an 

important indicator of the state of 100, its frequency analysis can be more indicative than the 

analysis of time series of other variables. Below we analyse DMI calculated based on a number of 

different SST data sets (see Chapter 2.1.6 for DMI data description) . 

The results of analysis of different DMI time series are shown in Figures 4.5 .2 and 4 .5.3 . 

Figure 4 .5 .2 represents the analysis of DMI index calculated by Saji in his initial paper (Saji et al., 

1999) using the GISST data set (1958 - 1998). Figure 4.5.3 presents the analysis of DMI derived 

from NOAA Optimum Interpolation Sea Surface Temperature Analysis data set (Reynolds et al. , 

2002). It has been calculated by applying first a high pass filter with the cut-off period of 7 years, 

and then a 5-month running mean . 
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Figure 4.5.3. Spectral analysis of DM! calculated from OAA reanalysis (Reynolds et al. , 2002). 

The panels (a), (b), (c) - as in Figure 4.2.8 . 

Both these time series show variability with period of 18-months and 3-years during 1990-2000 

(Fig. 4.5.2 band Fig. 4.5.3 b). In particular, the analysis of NOAA DMI time series in Figure 4.5.3 

contains strong 18- month and 3-year signals, similar to the analysis of other data types in this paper. 
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Both these components start to develop simu ltaneously just before 1990, and continue to develop for 

several years. The wavelet decomposition in Figure 4.5 .3 (b) shows that the 18-month signal decays 

just before 2000, whil e the 3-year signal exists until the end of the dataset. 

The NOAA time series has a shorter time interval. This interval contains the 90s, which are the years 

of high activity of !OD, with several !OD events in a row: 1992, 1994, 1996, and 1997. For this 

reason its frequency spectrum in Figure 4.5.3 (c) reveals stronger and better separated maxima for 

signals with periods of 18 months and 3 years than that from DMI by Saji. 

Figure 4.5.4 shows spectral decomposition of the NOAA DMI. lt contains the signals corresponding 

to the 18-month (red line) and 3-year (green line) bands as well as the sum of these signals (black 

line). Both of these signals are very strong between 1993 and 2000. They interfere constructively in 

1991 , 1994, 1997, and 1998. The sum produces very clear positive 100 maxima in 1991 , 1994 and 

1997, and negative 100 maxima in 1992, 1996 and 1998. 
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Figure 4.5.4. Decomposition of the DMI from NOAA reanalysis. Red line represents the 18-month 

signal, green line - the 3-year signal , and black is sum of these two signals. 

4.6 Comparison of the 18-month signal m eastern and western 

Indian Ocean 

Chapter 3 shows that the 18-month signal appears mainly in the eastern part of the Indian Ocean and 

seems non ex istent or very weak in the western Indian Ocean. In the eastern Indian Ocean this signa l 

can be seen very clearly in subsurface temperature data (Fig. 3.2.4, Fig. 3.2.9), in spectral density 

maps of SSH (Fig. 3.3.7, Fig. 3.3.8), wind (Fig. 3.4. 1 ), and SST (Fig. 3.5.1) along or close to the 

Sumatra-Java coast. Spectral density maps of SSH (Fig. 3.3.7), wind (Fig. 3.4.1 ), and SST 

(Fig. 3.5.1) do not show strong variability at this frequency in the western Indian Ocean, but it can 

be seen in regions close to central Indian Ocean. It was found in the previous section find that OM I 
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contains a strong 18-month signal. However, DMI represents a difference in SST between western 

and eastern part of the lndian Ocean (Fig . 1.3.1), and it is interesting to analyse its behaviour in each 

of these regions separately. 

We now conduct a spectral analysis of SST separately for the two DMI regions, LODE and IODW. 

These two regions correspond to SETIO and WTIO regions on Figure 1.3.1. Figure 4.6.1 shows 

wavelet and spectral analysis of DMI (Fig. 4.6.1 a), IODE (Fig. 4.6.1 b), and IODW (Fig. 4.6 .1 c). 

1970 1980 1!l90 2000 2009 

(b)IOOE 

Figure 4.6.1. Wavelet analysis of dipole indices (left panels) and global wavelet spectrum (right 

panels) . (a) - DMI ; (b) - !ODE; and (c) - IODW (see Fig.1.3.1 for region description). Dashed lines 

correspond to periods of 18 months and 3 years . 

The 18-month signal clearly appears in DMI plot (Fig. 4.6.1 a) during 1991-1999 years and exists 

only in the eastern part of the Indian Ocean (Fig. 4.6.1 b, IODE). It is not present in the western part 

of the Indian Ocean. This conclusion agrees with the previous analysis of other variables (SSH, SST, 

and wind). The 3-year signal exists in both parts of the Indian Ocean - in the eastern part during 

1990-2002 and, possibly, 1978-1995, and in the western part of the lndian Ocean during 1995-2000 
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(Fig. 4.6. I c, IODW). It appears that the 3-year signal is present throughout the entire period, but its 

period has reduced from longer values before 1990 to shorter. 

Because SST in the western part of the Indian Ocean does not exhibit 18-month variability, either the 

18-month signal is not strongly related with IOD mode, or the region in the western part of the 

Indian Ocean used forDMI calculation (50°E-70°E, 10°S-10°N) has interannual variability different 

from that ofIOD. 

To answer this question, we first look at the SST variability in both regions. We will calculate SST 

over the regions used for DMI calculation, plotting SST time series for every second grid point on a 

I-degree grid. Panels a and b of Figure 4.6.2 represent the low-frequency variability of SST for these 

two regions - south-eastern tropical Indian Ocean (90°E-ll0°E, 10°S-0°, upper panel), and the 

western tropical Indian Ocean (50°E-70°E, 10°S-10°N, lower panel). We used low-pass filtered 

NOAA Optimum Interpolation SST with cut-of frequency at about 14 months. In the east 

(Fig. 4.6.2 a) SST has clear oscillatory pattern with about 5 periods during a little less than 8 years 

from fall 1990 to fall 1998. That is, it represents the 18-month signal (8 years I 5 = 19.2 months). 

One can clearly see the SST cooling in fall 1994 and 1997 related to the upwelling along the Java 

coast during IOD events. In the west SST does not have a rise during the 1994 IOD event. There is a 

massive increase of temperature in 1997-1998, during the pacific El Niiio. Overall, it seems that SST 

in these two regions does not show a clear dipole pattern. This conclusion agrees with observations 

by other authors that SST in these two areas of the Indian Ocean are not correlated, so "there is no 

seesaw =dipole" pattern (Hastenrath, 2003), and while the cold SST anomalies off Java and Sumatra 

represent a robust feature of all the IOD events, the behaviour of SST anomalies in the western 

Indian Ocean vary significantly from event to event (Huang and Kinter, 2002), which makes some 

authors to conclude even that "the dominant mode of interannual variability at the surface is 

characterized by a monopole (i.e. a basin-wide pattern) and related to the ENSO" (Rao et al., 2002). 

Some authors suggest that along with the surface dipole there also exists a subsurface dipole, and 

this dipole is closely connected with the IOD modes. Because altimetry SSH represents properties of 

subsurface stage of the ocean in an integral way, we now investigate the low-frequency variability of 

SSH in regions used for DMI calculation. 

Figure 4.6.3 contains plots of SSH time series for every second grid point inside regions used for 

DMI calculation (see Fig. 1.3.1). For the south-eastern Indian Ocean (Fig. 4.6.3 a) we exclude from 

analysis the area north-east from Sumatra-Java, as well as small part of south-west area. The north­

east from Sumatra-Java was excluded because the inner seas have different physics; the south-west 

area was excluded because of the winds persistent along the Sumatra coast that cause SSH there to 

be of opposite phase to that along the coast (see Fig. 3.4.4). For these reasons, SSH was plotted for 

two rectangles with comers at (90°E-102°E, 6.7°S-0.75°S) and (104°E-l 10°E, 9.7°S-7.7°N). In the 
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western Indian Ocean (F ig. 4.6.3 b) the area close to equator (1.7°S - l.2°N) was also excluded 

because it has very diverse variability due to the equatorial wave guide. 
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Figure 4.6.2. Low-frequency SST for two regions used for DMl calculation - south-eastern tropical 

Indian Ocean (90°E- I I 0°E, I 0°S-0°), and the western tropical Indian Ocean (50°E-70°E, I 0°S-
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Figure 4.6.3 . Low-frequency SSH for two regions used for DMI calculation - south-eastern tropical 

Indian Ocean and the western tropical Indian Ocean (see text for details). 

One can see from the resulting plots (Fig. 4.6.3) that SSH for 1994-2000 in the south-eastern part of 

the Indian Ocean (Fig. 4.6.3 a) has clear opposite phase with that in the western Indian Ocean 

(F ig. 4.6.3 b), not only during 1997 but also during 1994. Because SSH is an accumulative property 

of the ocean over the depth, it represents the subsurface variability. Earlier the existence of 

subsurface dipole in the Indian Ocean was noticed by several authors (Rao et al. , 2002, Feng and 
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Meyers, 2004). Interestingly, SSH in the south-eastern part of the Indian Ocean as well as SSH in the 

western Indian Ocean have a clear minima/ maxima not only in the fall 1994 and 1997, but also 

between them in the beginning of 1996. The variability has 4 cycles during 6.3 years that can 

illustrate an existence of 18-monts signal (6.3 years I 4 = 18.9 months). 

4.7 The 18-month signal as a coupled atmosphere-ocean mode 

In the previous sections we investigated 18-month variability in the Indian Ocean using a number of 

different data sets. We found that in all investigated data sets the 18-month signal is, along with the 

3-year signal and a signal with a period of more than 4 years, one of the major low-frequency 

components of variability in the Indian Ocean. One can expect that a signal of this magnitude and 

time scale should exist not only in the ocean but also in atmosphere and represent therefore a 

coupled atmosphere-ocean mode. 

To verify this assumption, we first analyse surface wind data. Figure 4.7.1 shows the sea surface 

wind overlying SSH for two frequency bands: 3-year and 18-month, as well as the low-pass filtered 

signal with the cut-off frequency at approximately 14 months. We plot maps for different conditions 

of the Indian Ocean Dipole: neutral (no IOD, two plots), positive, and negative. In particular, we 

chose: November 2002 and May 1996 for neutral condition, November 2004 for positive IOD (with 

no ENSO at that time), and November 1996 for negative IOD. The map for May 1996 represents the 

neutral IOD at a time when there also are no significant interannual anomalies of SST; however, our 

analysis shows existence of a strong 18-month and 3-year signals at this time (see Fig. 4.2.1 d,e for 

subsurface temperature; Fig. 4.3.l a,d , Fig. 4.3.2 a,d, and Fig. 4.3.3 b,e for altimetry SSH; 

Fig. 4.4.1 a,d for SST; and Fig. 4.5.2 - Fig. 4.5.4 for DMI). 

It can be seen from Figure 4.7.1 that there is no significant low-frequency signal in November 2002, 

as well as no 18-months or 3-years signals, both in SSH and in wind. During the positive IOD of 

1996 there is a very clear pattern of negative IOD, with a depression ofthermocline in the east and 

rise in the west, and with strong west-north wind anomaly in central and east parts of the Indian 

Ocean. The pattern is similar for the 18-month and 3-year bands, as well as for the whole low­

frequency signal. The same pattern but of opposite sign can be seen during the negative IOD in 

November 1996 (third row), with wind direction to south-east in the central and eastern parts of the 

tropical Indian Ocean. In two these cases we have a constructive interaction of the 3-year and 18-

month signals that largely contributes to the strong anomaly in the eastern and western parts if the 

ocean. The winds have the same constructive interaction. These maps agree with our conclusion 

made earlier in this chapter that these two signals interact constructively during IOD events 

(Fig. 4.3.l and Fig. 4.3.2). 
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18-month 

Figure 4.7.1. Wind over the SSH for low-pass filtered signal and for two frequency band : 3-year 

and 18-months. For different condition of IOD: neutral (no 100) - upper row (November 2002); 

positive 100 - second row (November 1994); negative 100 - third row (November 1996); and 

neutral condition of 100 but when 18-month and 3-year signals exist in the Indian Ocean. 

During May 1996 there is no significant interannual variability in SST and wind (Fig. 4 .7.1, first 

column, fourth row). Interestingly, there are at the same time quite strong anomalies of the 3-year 

and 18-month signals for SSH and wind. For the 18-month signal we can see a depression of 

thermocline along the Sumatra-Java coast, a lift of thermocline in the west, and an anomaly in wind 

that is directed to north-west. The 3-year signal has opposite patterns both in SSH and wind. These 

two signals interfere destructively and mainly cancel each other, so that as a result there is no 

significant low-frequency variability at that time. 
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The next three figures show Hovmoe ller diagrams of the Indian Ocean SSH anomalies, u-wind and 

v-wind for the period January 1993 to January 2008. The SSH anomaly is averaged over 11. 7°S-

4.80S, while u-wind and v-wind are averaged over 4.8°S -2.9°N. Figure 4.7 .2 shows the diagram for 

the low-frequency signal , Figure 4.7.3 - for the 3-year band, and Figure 4.7.4 - for the 18-month 

band. For u-wind blue colour represents the westward direction, red colour - eastward direction ; for 

v-wind blue colour represents the southward direction, and red colour - northward. 
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Figure 4.7.2. Hovmoeller diagrams of the Indian Ocean low-frequency signal with cut-off at 14 

months for: (left) altimetry SLA; (middle) u-wind; and (right) v-wind. The SLA is averaged over 

I I .7°S-4.8°S (b lue - negative, red - positive), u-wind (blue - westward, red - eastward) and v-wind 

(blue - southward, red - northward) are averaged over 4.8°S -2.9°N. 

On the SSH anomaly diagram (left panel) one can see the 100 pattern in 1994, 1996, and 1997. 

There is also a quite clear positive 100 pattern during 2006. As it was stated before, today the 

recognized years for positive 100 are 1994, 1997, and 2006, and for negative 100 - 1996. However, 

before the positive 100 of2006 there is a very noticeab le pattern of negative 100 during fall 2005 -

spring 2006. We can see the same for the positive 100 in 1994: one year prior to it, in l 993 , there is 

a negative 100 pattern. The negative 100 that comes after a positive 100 has been described in the 
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literature, but a negative !OD coming before a positive IOD has not been noticed before. These 

positive-negative-positive patterns confirm the oscillatory character of IOD. These oscillations can 

be seen even more clearly from the wind diagrams (in the middle and right panels). 

60 80 100 60 80 100 60 80 100 

SSH (cm) u-wind (m/s) v-wind (m/s) 

Figure 4.7.3. The same as Figure 4.7 .2, but for the 3-year signal. 

The u-wind anomaly has strongest oscillations in the southern-eastern tropical Indian Ocean at about 

70°E-95°E. From 1991 to 1999, there are 10 changes of sign in the interannual u-wind anomaly. 

This corresponds to a cycle with the period of approximately 8 years I 5 cycles= l 9.2 months. The 

same pattern can be seen for the v-wind anomaly in the region close to the Sumatra-Java coast 

(85°E- I 00°E). Interestingly, in the middle of the Indian Ocean basin , the u-wind starts oscillating 

well before the 2006 IOD, and passed about 2 full cycles from 2003 to 2006 (corresponding to the 

period of approximately 2 l months) . 

The next two diagrams depict the variability of SSH and wind in the 3-year (Fig. 4 .7.3) and 18-

month (Fig. 4.7.4) spectral bands. In both bands the signals show clear and persistent oscillations 

during 1993-2001. SSH anomaly in the 3-year band propagates from 90°E to the west boundary of 

the Indian Ocean. The wind anomaly has maxima at about 80°E -90°E for u-wind and 90°E -100°E 
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for v-wind (also see Movie from Appendix movie_SLA_ Wind_3y.avi). This confirms our previous 

suggestion that for the 3-year signal " wind stress-induced downwelling gives rise to a deep, bowl­

like mixed layer in the interior of the Indian Ocean at about (I 0°S, 90°E). After that the SLA 

perturbations start to propagate as free Rossby waves to the west and reach the western boundary of 

the Indian Ocean. One year and a half after that, a similar process but of opposite sign happens again 

(Fig. 3.4.4, c)" (Chapter 3.7.3, Fig. 3.4.4; also Fig. 3.7.3). The 18-month wind along the equator 

generates anomaly in sea level height almost simultaneously along the whole extent of the Indian 

Ocean (Chapter 3.7.3 and Fig. 3.4.4, Fig. 3.7.3). This anomaly is particularly strong during 1997-

2001 and can be seen from Movie movie_SLA_ Wind_ I 8m .avi from Appendix . In 2005-2008 the 

behaviour of the 18-month SSH anomaly changes and has a pattern that may be attributed to 

propagation of Rossby waves from east to west. This change in behaviour of the I 8-month SSH 

anomaly from forced in I 997-200 I and 2005-2008 can perhaps be attributed to the change in the 

wind in these periods of time and if so, may point at a change from a wind-forced regime to a free­

propagating regime. 
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Figure 4.7.4. The same as Figure 4.7.2, but for thel8-months signal. 

Figure 4.7.3 shows that both signals exist before, during and after IOD. The relationship between 

wind and SSH is not simple. The 3-year wind in the south-eastern lndian Ocean creates propagating 
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Rossby waves, while the 18-month wind along the equator creates an almost uniform SSH anomaly. 

A strong 18-month wind anomaly during 1993-1996 does not create a strong SSH anomaly in the 

centre of the Indian Ocean. The 18-month SSH anomaly has a propagating pattern during 2004-

2008, but there no strong signal in v-wind near Sumatra-Java coast in these years. We do not have 

explanations for these observations today, so that they require further investigation. 

4.8 Conclusions 

In this chapter we investigated the connection between the 18-month and 3-year signals and the IOD 

mode. Below we summarize our findings. 

The analyses of different data sets show that these two signals exist in the Indian Ocean in all data 

sets analysed: subsurface temperature, altimetry SSH, meridional and zonal winds, SST, as well as in 

DMI. This persistence indicates that the 18-month and 3-year signals possibly represent own coupled 

atmosphere-ocean modes of the Indian Ocean. Both signals have oscillatory character; they exist in 

the ocean before, during and after recognized IOD events. Their existence before IOD event can be 

seen particularly clearly from surface wind data. The interannual variability phenomenon of the 

Indian Ocean known as IOD can largely be considered as interaction of these two quasi-periodical 

signals. Huge climate anomalies in the region during recognized IOD events in 1994, 1996 and 1997 

can be explained as caused by a constructive interference of these signals. This interpretation of the 

IOD as an oscillatory process is somewhat contrary to a common view at it as a triggered 

phenomenon. 

A separate analysis of SST and DMI for the east and west regions of the Indian Ocean shows that the 

18-month signal is mainly presented in the eastern part of the Indian Ocean. This confirms the 

connection of this signal with the IOD mode because it was found previously that while "anomalies 

off Java and Sumatra are a robust feature of all the IOZM events, the centre of the warm SST 

anomalies in the western Indian Ocean varies significant from event to event" (Huang and Kinter, 

2002). 

In contrast to SST, the SSH signal in the western part of the Indian Ocean has a strong component 

with the 18-month period. We conclude that the 18-month signal is more connected with the so­

called subsurface dipole (Rao et al., 2002; Shinoda et al., 2004a,b) than with surface SST anomaly. 
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Chapter 5 

The IOD as an interannual oscillatory mode of the Indian 

Ocean and predictability of the IOD 

In the previous Chapter we described the relationship between the IOD and the 18- and 36-month 

signals that exist in the Indian Ocean. In this Chapter we further describe the oscillatory nature of the 

IOD. We then test the use this oscillatory property for a medium term prediction of recent positive 

IOD events. Section 5.1 briefly reviews properties of the IOD that are important in the context of this 

chapter, although some of them have already been described in Chapter 1. 

5.1 Introduction 

The IOD is a major climate phenomenon that affects climate in many countries in the Indo-Pacific 

region and indeed the global oceans (Saji et al., 1999; Yamagata et al., 2004). Prediction or 

forecasting of the IOD sufficiently prior to its onset is important for reduction of its adverse 

economic impact. Yet, while the IOD was first described as an independent coupled ocean­

atmosphere mode in 1999 (Saji et al., 1999; Webster et al., 1999), its predictability is substantially 

less than the predictability of ENSO (Luo et al., 2007). This may be due in part to deficiencies in 

climate models. Cai at al. (2009) show that no model from 19 submitted for the Intergovernmental 

panel on Climate Change correctly simulated the observed mechanism ofIOD for 2006-2008. Model 

improvement is limited by insufficient understanding of the dynamics and underlying physical 

mechanisms of the IOD. Lower predictability in the Indian Ocean might also be due to insufficient 

observations and methods for data assimilation to initialise coupled dynamical models, or it may be 

that the Indian Ocean is inherently more chaotic than the Pacific. 

At present the common view on the process of IOD development and decay is that SST and 

associated south-easterly wind anomalies develop in boreal summer and intensify in the following 

months, e.g. (Saji et al., 1999). A positive IOD peaks in October-November and then rapidly decays 

in early winter (Vinayachandran, et al., 1999) leading to a negative IOD that fully develops by the 

next year (Webster et al., 1999; Behera and Yamagata, 2003), creating a two-year time-scale (Feng 

and Meyers, 2003). The development of a positive IOD event is commonly viewed today as an 

isolated event that is triggered by a particular ocean-atmosphere state, (e.g. Annamalai et al., 2003; 

Fischer et al., 2005), in contrast to ENSO that has an oscillatory character, e.g. (Philander and 

Fedorov, 2003; Wang and Fiedler, 2006). 
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Today, there are a number of views on the nature of the IOD: that it is an inherent structure of the 

Indian Ocean (Saji et al., 1999; Webster et al., 1999; Iizuka et al., 2000); driven remotely from the 

Pacific Ocean region by ENSO (Baquero-Bernal et al., 2002; Shinoda et al., 2004b); or that there 

exist two triggering mechanisms of the IOD, one of them independent of and the other dependent on 

ENSO (Fisher et al., 2005). 

In previous Chapters we showed the existence of strong 36- and 18-month quasi-periodic signals that 

are particularly strong during the years of high IOD activity. We suggest that individual IOD events 

may (at times) be interpreted as the constructive interference of these two signals. In this context, the 

IOD can be viewed as a continuous oscillatory process, rather than a triggered event. 

The suggestion of the continuous character of the IOD is supported by observations by other authors. 

Webster et al. (1999) pointed at the possibility of the existence of a long-period oscillation in SST 

gradient along the -equator. Murtugudde et al. (2000), on the basis of model output, noted that 

"weaker IOD events occur quite regularly that evolve similarly to the 1997 event". They suggested 

that "these events represent a natural mode of oscillation in the Indian Ocean". The existence of 

sequences when a negative IOD is followed by a positive IOD, or a biennial tendency ofIOD, is also 

well documented (Saji et al., 1999; Rao et al., 2002; Behera. and Yamagata, 2003; Feng and Meyers, 

2003). Recently Luo et al. (2007) noted that before the strong, commonly recognized positive IOD 

of2006, there was a weak negative IOD in 2005. 

There is also growing evidence of the development of anomalies in wind and subsurface temperature 

prior to the time when the IOD signature in SST can be seen. Vinayachandran et al. (1999) observed 

an anomalous equatorial westward wind event in April/May before the positive IOD of 1994. It is 

recognized that the subsurface dynamics plays an important role in the development and 

maintenance of the IOD (Webster et al., 1999; Murtugudde et al., 2000) and correlation between the 

thermocline depth and SST near the Sumatra-Java coast is well documented (e.g. Meyers, 1996; 

Annamalai et al., 2005). Annamalai et al. (2005) pointed at the existence of preconditioning for the 

IOD when the thermocline in the eastern equatorial Indian Ocean can be shallower-than-normal due 

to the Pacific Decadal variability (with time scales longer than 8 years). Using recently deployed 

mooring buoys in the eastern Indian Ocean (l.5°S, 90°E), Horii et al. (2008) detected a negative 

temperature anomaly in the depth-range of the thermocline in May 2006; that is, three months before 

the 2006 positive IOD signature developed at the surface. 

A recent, very strong IOD event that developed in boreal fall 2006 was followed by a weaker 

positive event in boreal fall 2007. They provided an opportunity to check the predictive skill of 

existing models. The evolution of both events was described in Behera et al. (2008) and Luo et al. 

(2008). The 2006 IOD event suddenly started in August, continued until November, and then rapidly 

disappeared. Luo et al. (2007, 2008) reported the first successful attempt of IOD prediction 
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(JAM STEC, Japan). The authors stated that the coupled ocean-atmosphere general circulation model 

was able to predict " both the 2006 and 2007 positive IOD events up to 3 or 4 seasons ahead" . They 

suggested that the subsurface dynamics can play an important role in the predictability of IOD. "The 

evolution of the 2006 positive IOD is consistent with the large-scale IOD dynamics, and therefore, it 

has long-lead predictability owing to the oceanic subsurface memory" . 

However, there seems to be no correct predictions of the positive IOD in 2008 and the following 

negative IOD in 2009. This can be seen from comments on the official IOD web page hosted by the 

Frontier Research Center for Global Change (JAMSTEC, Japan) 

http ://www.jamstec.go.jp/frcgc/research/d 1/ iod/. On June 13 , 2008, J. Luo wrote that according to 

"FRCGC/JAMSTEC seasonal forecasts initiated from I June 2008 . . . a strong positive IOD would 

occur again this summer and fall, following the two positive !ODs in 2006 and 2007. This IOD event 

might again cause extreme climate anomalies in broad areas" . The Victorian (Australia) Department 

of Primary Industries newsletter "The Break" in May 2008 (vol.3 , 4) wrote "The Japanese, 

Australian, European and an American model (CFS) are each suggesting IOD+ like temperatures, 

which would make three of these in a row" . But in July 2008, that is 1-2 months after forecasting, 

"The Break" stated that the " index used to measure the IOD has weakened considerably since its 

peak in early June" and on October 8, 2008, the Bulletin of the Austra lian Bureau of Meteorology 

wrote: "100 is following its normal cycle ... and is currently close to zero" . In May 2009, the 

Australian Bureau of Meteorology predicted a negative IOD in 2009, but it has not come to a reality. 

This shows that despite some reported successful model-based IOD forecasts , the predictability of 

IOD even one season ahead needs improvement before it will be useful. 

5.2 IOD as an oscillatory mode 

Below we will try to substantiate the view that the low-frequency variability of the Indian Ocean 

associated with the IOD has an oscillatory character and consider implications of this hypothesis for 

the prediction of IOD. 

We start our argument by considering the sequence of positive and negative IOD years in the period 

1980-2006, because some basic features of these series can be seen without complicated analysis. 

Firstly, we observe that the years of TOD come in groups: there are 3 events from 1980 to 1985 

( 1980-81 , 1982, 1984-85); 6 events from 1989 to 1997 ( 1989, 1991, 1992, 1994, 1996, 1997); and 3 

or 4 events from 2004 to 2007 (2004, 2005, 2006-2007) with a several years gap between these 

groups (The years of the positive events are shown in bold). For description of IOD year 

classifications see Chapter 4.1 ). Secondly, events within each of the groups are separated by either 

one or two years , and the adjacent events are almost always of alternating sign. These features may 

point to the existence of a background state of the Indian Ocean with a characteristic time scale of 
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about 5-10 years, as noted by Annamalai et al. (2005), that manifests itself in a stronger interannual 

variability at shorter time scales of 1-3 years. If so, then a detection of this state of higher interannual 

activity in the Indian Ocean can be considered as a precondition of IOD events. 

Figure 5.2.1 presents Hovmoeller diagrams, similar to those in Figure 4.7.2, but extended in time 

(from 1980 to 2008) and space (Indian and Pacific Oceans) . It shows the low-pass filtered ( 14 

months and longer) altimetry SLA (left panel), the east-west component of the wind (u-wind, middle 

pane l) and the north-south component of the wind (v-wind , right panel). The SLA is averaged over 

the Indian Ocean between 1 l.7°S and 4.8°S, the u-wind and v-wind between 4.8°S and 2.9°N. These 

choices are based on the variances of SLA and surface wind components during IOD years. A 

careful inspection of each year (see Movie movie_ SLA_ Wind_ l 8m.avi , movie_SLA_ Wind_3y.avi 

from Appendix) shows that locations of the maximum variability of the low-frequency wind 

anomaly m the Indian Ocean has a tendency to change over time (see Movie 

movie_SLA_ Wind_ l 8m.avi, movie_SLA_ Wind_3y.avi from Appendix), and therefore the 

averaging area covers a larger zonal domain to include these maxima regions. 
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Figure 5.2.1. Hovmoeller diagrams of the low-frequency signal with cut-off at 14 months over 

Indian and Pacific Oceans for : (left) altimetry SLA ; (middle) u-wind; and (right) v-wind. The SLA is 

averaged over 11.7°S-4.8°S (blue - negative, red - positive), u-wind (blue - westward , red -

eastward) and v-wind (blue - southward, red - northward) are averaged over 4.8°S -2.9°N. 
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All three diagrams show a persis~ent variability throughout the whole period of time. From the SLA 

diagram, one can see near the Indonesian coast (at about 95°E-105°E) a pattern of positive IOD (low 

SSH) in 1994, 1997, and 2006. However, prior to the positive !ODs, there is a noticeable pattern of 

negative IOD in 1993, 1996, and 2005. These oscillations can be seen even more clearly from the 

wind diagrams (in the middle and right panels). The u-wind anomaly has stronger oscillations in the 

south-eastern tropical Indian Ocean at about 70°E-95°E. From 1991 to 1999 there are 10 changes of 

sign of the interannual u-wind anomaly. This corresponds to a cycle with a period of approximately 

8 years I 5 cycles= 19.2 months. The same pattern can be seen for the v-wind anomaly in the region 

close to the Sumatra-Java coast (85°E-100°E). We denoted this periodic pattern by arrows in Figure 

5.2.2. Figure 5.2.3a shows the u-wind variability for five longitudes between 78.7E and 86.2E and 

their spectra (Fig. 5.2.3b). We can see big wind anomalies in 1994 and 1997. But there are periodical 

anomalies starting in 1992 and between these years. These anomalies create oscillations of the u­

wind field with a period at about 18 months. This period is clearly seen in the computed spectra. 

Interestingly, in the middle of the Indian Ocean basin, the u-wind starts oscillating well before the 

2006 IOD, and passes about 2 full cycles from 2003 to 2006 (corresponding to the period of 

approximately 21 months). There is also a strong correlation (or anti-correlation, depending on the 

chosen positive wind directions) between SLA and both wind components (Fig.5.2.2). 

The wind components in the Pacific Ocean also have some periodic pattern, but the periodicity is not 

as clear as in the Indian Ocean, and seems to have a different time scale. We note that, because our 

main focus is at the Indian Ocean, we chose the averaging domains accordingly, to exhibit 

periodicity in the Indian Ocean. We suggest that for further study of signals in the Pacific, we would 

need to make averaging at different zonal locations. 

Below we will primarily consider the interannual variability in the eastern part of the Indian Ocean, 

offshore of Indonesia, which is recognized to be a key region for the onset and manifestation of the 

IOD. The SST in this region is one of the two components used in the calculation of the DMI; 

however, the subsurface temperature anomaly may be a more indicative variable. 

Figure 5.2.4 shows the temporal evolution of the subsurface temperature anomaly in the Java 

upwelling region. It is obtained by monthly averaging XBT data in a rectangle with comers 7 .0°S, 

104.0°E and 8.0°S, 106.0°E. One can see the cold water from below the thermocline reaching the 

surface due to upwelling in fall 1991, 1994, and 1997 (marked by thick arrows), which are the years 

of positive IOD. The cold water reaches the surface for a rather short period of time and persists for 

a much longer time in the depth-range of the thermocline - for up to one year. In addition, there are 

noticeable cold anomalies at the depth of about 50-150m in boreal springs of 1993 and 1996 and in 

boreal fall 1999 (marked by thin arrows). The period between all described six cold subsurface 

anomalies is about 1.6 years, or 19 months. Between these cold anomaly events, there are warm 

subsurface anomalies. Together with the cold anomalies they create consistent oscillations of 
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temperature at about the thermocline depth (around I 00 m), when a cold anomaly is followed by a 

warm anomaly (and vice versa), that do not manifest themselves as clearly at the surface. 
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Figure 5.2.2. The same as Figure 5.2.1 but for the period from 1990 to 2008. Oscillations of the u­

and v-wind components in the Indian Ocean are denoted by arrows . 
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Figure 5.2.3 . (a) Low-frequency u-wind with cut-off at 14 months over the Indian Ocean for five 

longitudes from 78.7°E to 86.2°E (a) and their spectra (b).The wind is averaged over 4.8°S -2.9°N, 

as in Fig.5 .2.1 and Fig.5.2.2. 
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Figure 5.2.4. Subsurface temperature anomaly (0 C) in the Java upwelling region , averaged in 

rectangle with corners at 7.0°S, 104.0°E and 8.0°S, 106.0°E. 

The subsurface temperature at the same location at a number of different depths is presented in 

Figure 3.2 .8. It shows that the subsurface temperature at I 20m (close to the depth of the thermocline) 

has a clear oscillatory character, and passes 5 periods in 8 years from 1992 to 2000, with the mean 

period of about 19 months . Spectral analysis of the subsurface temperature (Fig. 3.2.6) exhibits two 

strong separated components with approximately 18- and 36-month periods at the depths of 30-

l 20m . The same spectral components can be seen in the movement of 20°C isothermal surface 

(Fig. 4.2.1 ). Interestingly, these two spectral components decay very quickly with distance from the 

coast and almost disappear at I 0°S (see Fig. 2.1.4 for description of the boxes). In 1999-2002, when 

no IOD events occurred, the behaviour of subsurface anomalies has changed (Fig. 5.2.4), with the 

cold anomalies appearing at IOOm and below rather regularly but oscillating more rapidly and not 

connected to the surface. 

In the previous chapters we showed that the variability in the Indian Ocean at time scales between I 

year and 4 years is mainly concentrated in spectral bands corresponding to the periods of 18- and 36-

months. These signals have been found in SLA (Fig. 3.3 .7), subsurface temperature data particularly 

close to the Sumatra-Java coast (Fig. 3.2.4, Fig. 3.2.6 - Fig. 3.2.12), wind data (Fig. 3.4.1 ), SST in 

the eastern pole of the dipole (IODE) (Fig. 4.6 .1 b): NOAA SST (Fig. 3.5.1 - Fig. 3.5.3) and Kaplan 

SST (Fig. 3.5.4). These signals are particularly strong during the years of high IOD activity, at least 

during last two decades, so that individual IOD events can be interpreted as their constructive 

interference. In this context, the IOD can be viewed as a continuous oscillatory process, rather than a 

triggered event. This opens up a possibility of using the current state of the 18- and 36-month signals 

for a medium term forecast of the IOD. Below we attempt to determine the current state of these 

signals by varying the end time of the SSH time series at a location in the Indonesia upwelling 

region and make a hind-cast of the IOD for April 2006, and April 2007. 
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5.3 Predictability of the IOD 

Below we consider the possibility of using the current estimates of the state of the 18-and 36-month 

signals for the prediction of the 100. We start with the analysis of SSH, as it has a contribution from 

the depth-integrated water density . Figure 5.3. 1 shows analysis of the temporal variabi li ty of SSH in 

the Java upwelling region , at 7.7°S, 105.0°E for the period from October 1992 to September 2006. 

This analysis is similar to the one presented in Figure 4.3.1 , but the time period extends to the onset 

of the positive 100 event of2006 (the total of728 weekly entries). 
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Figure 5.3.1. Analysis of the altimetry SSH at 7.7°S, 105.0°E for the period from October 1992 to 

September 2006. (a) Wavelet spectrum; the white dashed lines correspond to 6-, 19-, and 34-month 

signals . (b) Global wavelet spectrum; the black dashed lines correspond to 6-, 19-, and 34-month 

signals. (c) PSO of SSH , where psd is power spectral density, and ~f is frequency resolution in 

cycles per month ; psd ·~f is equal to the time averaged variance, with units of cm2
• (d) Low-pass 

filtered SSH with cut-off frequency at - 1/14 months (black line) and original SSH (thin blue line). 

(e) Band passed signals: 36-month (green line); 19-month (red line), and low-pass filtered SSH 

(black dashed line) . 
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The wavelet decomposition (Fig.5.3.la) and the band pass filtered signals (Fig.5.3.le) show that 

both 18-and 36-month signals were strongly presented throughout the period of high IOD activity in 

the 1990s. There are no signals between 2000 and 2004. Later on, before the onset of IOD in 

October 2006, the 18-month signal (marked by black ovals) was already developed. This signal (Fig. 

5.3.le, red line) started to develop in 2003, and as well as the total low-pass filtered signal (dashed 

black line) had a minimum in December 2004 and a maximum in November 2005. Its pattern agrees 

with the classification of2004 as a year of positive IOD by Ummenhofer et al. (2009) and 2005 as a 

year of weak negative IOD by Luo et al. (2007). 

Therefore, before the onset of the strong IOD of 2006 there were already two periods of the 18-

month SSH signal in the Java upwelling region. The analysis shows no substantial presence of the 36 

months signal, but this may be partly due to the insufficient resolution of the data near the end of the 

time series to detect its development in the wavelet decomposition. 

The general problem we face for the prediction based on the amplitude of components with 

particular time scales is that the decomposition of the signal near the end of the time series becomes 

unreliable. It seems that one needs at least 1 period, and better 2 or more periods of the developed 

signal to achieve a reasonable estimate. 

Figure 5.3.2 shows SSH analysis for longer than given in Figure 5.3.l time series - up to December 

2008. The thin blue line (Fig. 5.3.2a) represents the original signal, the black line - the low-pass 

filtered SLA with cut-off at 14 months. Figure 5.3.2b shows the 18-month (red line) and 3-year 

(green line) signals, and signal with the period longer than 4 years (blue line). This time series (up to 

December 2008) shows the existence of36 month signal, that we did not see in the time series up to 

October 2006. (This example clearly shows the complication of using spectral analysis for detecting 

signals at the end of a time series). The low-pass filtered signal (Fig. 5.3.2 a,b black lines) has 

moderate oscillation during 2003-2007, that seems to decay in 2008. During the fall of2005, the 18-

and 36-month signals add constructively, which results in a weak negative IOD of 2005. During the 

boreal fall of 2006 they add constructively again, and that results in a stronger positive IOD of 2006. 

Figures 5.3.3 a-d show the 18-month (blue thin line) and low-pass filtered (black thin line) signals of 

time series up to December 2008. Also they show the 18-month signal (magenta thick line) 

calculated from the SSH time series for the periods starting in October 1992 and ending in April 

2005, April 2006, April 2007 and April 2008, respectively. 

In April 2005, no signature of the 18-month signal can yet be seen (Fig. 5.3.3 a), although in the time 

series ending in December 2008 the signal clearly exists at this time with an amplitude of about 6 

cm. But in the time series finishing in April 2006 (Fig. 5.3.3.b, magenta line), the signal is well 

developed, has a very similar shape to the low-pass filtered signal (black line) and almost coincides 
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with the " real" 18-month signal (blue line) obtained from the time series ending in December 2008 . 

The red dashed line represents the forecast for the 18-month signal for the next 7 months (up to 

November 2006) on the assumptions that the signal will not change its periodicity and amplitude. 

This assumption of constant phase and amplitude is certainly not likely to be the situation as we can 

see from the previous plots but we are using this approach to see how robust this technique is for 

prediction of !OD events. 
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Figure 5.3.2. Analysis of the altimetry SSH at 7.7°S, I05.0°E for the period from October 1992 to 

December 2008. (a) Low-pass filtered SSH with cut-off at 14 months (black line) and original SSH 

(thin blue line). (b) Band passed signals: 18-month (red line); 3-years (green line); with periods 

longer than 4 years (blue line); and low-pass filtered SSH (black dashed line). 

Prediction of the signal development matches the actual behaviour obtained from the longer time 

series (blue line) quite well. The red line predicts the lift of the thermocline in the fall of 2006 that 

contributes to the possibility of the cold water reaching the surface. Hence we could claim that in 

April 2006 there existed a precondition for the development of a positive IOD in fall 2006. To the 

best of our knowledge, no such prediction of positive IOD in fall 2006 was made at that time. 

Unfortunately, the temporal resolution of the series seems to be not sufficient to determine the 

amplitude of the 36 month signal at the end of time series (green line in Fig.5.3 .2 b ). Therefore, the 

forecast made in April 2006 should be based only on the 18-month signal , which is better developed 

and requires less time for determination of its amplitude than the 36 month signal. 

In April 2007 the estimated 18-month signal (Fig. 5.3.3 c, thick magenta line) had a positive value of 

about 5 cm. Taking into consideration the periodicity of this signal, its expected value at the time of 

fall 2007 (Fig. 5.3 .3, red dashed line) is close to zero . In addition , the 18-month signal also had a 

tendency to decay. Therefore, one could expect no major IOD events during fall 2007. 
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(a) 

(b) 

2002 2003 2004 2005 2006 2007 2008 

Figure 5.3.3. Analysis of the altimetry SSH at 7.7°S, I 05.0° E and forecast of the 18-month signal. 

On all subplots the black lines represent low-pass filtered SSH with cut-off at 14 months, and thin 

blue lines represent the 18-month signal calculated from the time series for the whole period from 

October 1992 to December 2008 . The thick magenta lines represent 18-month signal calculated from 

the time series ending in April 2005 (a); in April 2006 (b); in April 2007 (c); and in April 2008(d). 

The red dashed lines represent the forecasts of the 18-month signal from April to November 2006 (b) 

and from April to November 2007 (c). 

Fall 2007 is considered as a year of weak positive 100. From Figure 5.3.2a, one can see that the 

drop in the depth of the thermocline in Fall 2007 happened due to the SSH variation on timescales 

shorter than 14 month (black line), so that the cold SST anomaly in the fall of2007 has occurred due 

to the high-frequency peak in fall 2007. The annual signal was much stronger in falls 2006, 2007, 

and 2008 than in 1994-1998, when interannual variability was mostly responsible for the SSH 

anomaly (Fig.5.3.2a). 

The prediction of a positive 100 in 2008 based on the model output ("The Break'', May 2008, vol.3 , 

N 4) has not been realized. This can be explained by the decay of the low-frequency signal by this 

time (Fig. 5.3.2 a, black line). This also can explain the absence of a negative 100 in 2009 that has 

been predicted by Australian forecasting models in May 2009. This raises a question about how well 

the current models represent the interannual variability of the Indian Ocean, and particularly the 

variability with time scales of about 18 months. 
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5.4 Conclusions 

In this Chapter we argued that the IOD has an oscillatory nature. This can be seen from analyses of 

different data sets as well as from a simple consideration of the sequence of positive and negative 

IOD years in 1980-2006. The years ofIOD come in groups when positive IOD events are followed 

by a negative IOD and vice versa. The spectral analysis of the variability of the Indian Ocean shows 

the existence of oscillatory modes with periods of about 18 months and 36 month that are 

particularly strong during the years of high IOD activity. 

We suggest that gaining an understanding of the oscillatory nature of interannual processes in the 

Indian Ocean and their relatively inertial character may lead to an improvement in the medium term 

forecasts of the IOD. We showed that the development of quasi-periodic signals in wind, subsurface 

temperature and altimetry SLA occurs up to two years before the similar signal manifests as SST 

anomaly. Development of the 18- and 36-month signals in the Java upwelling region can be 

considered as a precondition for the development of IOD, because these signals lift (depress) the 

thermocline and increase (reduce) chances of the cold water being lifted to the surface. To use this 

understanding for the IOD prediction, we face a problem of detecting a quasi-periodic signal at the 

end of a data set. 

The other question that arises is the importance of constant monitoring of the state of subsurface 

dynamics. Because subsurface anomalies manifest mainly in the eastern Indian Ocean in the 

Sumatra-Java upwelling region, we suggest that continuously in-situ measurements of temperature 

close to the western coast of Sumatra at the depth of thermocline could be beneficial for the IOD 

prediction. 

What we don't have here is any statistics or uncertainty in the predictive skill. This is something for 

the future but could be done with Monte Carlo simulations and/or models. However it is one of the 

requirements that would be needed for a proper forecasting system. 
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Chapter 6 

Periods of IOD activity and historical data analysis 

In Chapter 5 we proposed the idea that the interannual variability of the Indian Ocean, known as 

IOD, has an oscillatory character. This appearance of the IOD manifests itself in such a way that 

there typically are several IOD events in a row with one year or two year intervals between them; 

and these sequences are separated by much longer intervals. It was shown that during the periods of 

IOD activity two quasi-periodical signals with periods of about 3 years and 18 months exist in the 

ocean state variables, and their interference is largely responsible for the cold SST anomaly in the 

Java upwelling region and, possibly, for the IOD itself. 

In the last two decades there were two periods ofIOD activity: 1989-1999 and 2004-2007; however, 

it is not clear whether the observed character of the variability is specific to this period or if it 

persisted over a larger period of time. Below we investigate whether the same pattern of IOD 

activity can be found in the past (prior to 1989), and if can we also then find the two quasi-periodic 

signals associated with the IOD events. The relationship between 18-month and 3-year signals will 

be also under investigation. 

6.1 Periods of IOD activity 

6.1.1 Introduction 

The idea that certain periods of time are characterized by IOD activity is not new. Based on the SST 

observations in the eastern equatorial Indian Ocean, Annamalai et al. (2005) noted that during the 

period 1950-2003 the IOD "events are strong in two decades, namely, 1960s and 1990s". Using 

model and singular value decomposition analysis, the authors found that the appearance of IOD 

depends on the phase of Pacific decadal variability. The Pacific decadal variability influences the 

IOD by changing the winds over the Indian Ocean ("atmospheric teleconnection") and by 

modulating the depth of the thermocline off south Java ("oceanic teleconnection"). The anomalously 

cool SST in the equatorial eastern Indian Ocean develops only "during decades when the 

thermocline is anomalously shallow, allowing entrainment of colder waters into the mixed layer". 

The authors suggested using the depth of the thermocline in the eastern equatorial Indian Ocean as a 

precondition for stronger or weaker IOD activity. 
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Ashok et al. (2004) also noted the possible existence of the "decadal IOD" "for the first time" 

(although we note that their paper was submitted half a year later than the paper of Annamalai et al. 

2005). The authors tound the strong decadal IOD occurrence from the late 1950s to 1960s and again 

from the late 1980s to 1990s. They write that the IOD mode index contains a quasi-decadal peak in 

the frequency spectrum at 125 months significant at the 90% confidence level (although they do not 

provide any evidence to support this statement, either in this or other referred papers). 

Tozuka et al. (2007) extended both of these studies using a 200 year long output from a coupled 

ocean-atmosphere model (SINTEX_Fl). They pointed to the existence of a clear east-west SST 

anomaly dipole pattern, similar to IOD, in both observation data and model output on decadal 

timescales. They argued that this pattern can be considered as a "decadal modulation of interannual 

IOD events", but not as a "decadal IOD". 

6.1.2 The IOD activity index 

Because all our analysis and conclusions are strongly based on identified years of IOD events, we 

start with the analysis of existing classifications of IOD years provided by different authors. These 

classifications are collected from four papers: Rao et al., 2002; Yamagata et al., 2004; Meyers et al., 

2006; and Ummenhofer et al., 2009, and represented in Figures 1.3.3 to Fig. 1.3.6. All of the figures 

are included in Figure 6.1.1 below. We can see that in many cases the years that are considered as 

IOD years by one author are not consider as such by others. For example, during 1950-2000, Rao et 

al (2002) consider 18 years as IOD years, Ummenhofer et al. (2009)- 15 years, and only 8 of them 

are classified by both authors as years of IOD, that is less than 50%. This shows that the 

classification ofIOD years is a quite complicated and not straightforward task. 

For a clearer picture we introduce the IOD activity index as explained below. From the available 

four classifications we use only two. We do not use the classification by Yamagata et al. (2004) 

because they selected years of IOD and ENSO for purposes of composite analysis only and we do 

not use the classification by Meyers et al. (2006) because the classification by Ummenhofer et al. 

(2009) is an extended and corrected version of classification by Meyers et al. (2006) (G. Meyers, 

2009 - personal communication). 

The activity index is derived as follows. In Figure 6.1.1 red and blue indicate years of positive and 

negative IOD events according to the classifications of Rao et al. (2002); Yamagata et al. (2004); 

Meyers et al. (2006), and Ummenhofer et al. (2009). For calculation of IOD activity index we used 

only classifications by Rao et al. (2002) and Ummenhofer et al. (2009). The column labelled R+U 

contains a 1 if an event is identified in one of the classifications and a 2 if an event is identified in 

both. The right hand column in Figure 6.1.1 is the three-year running sum that we consider as the 

IOD activity index. This index is plotted in Figure 6.1.2. 
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Figure 6.1.1. Classifications of !OD years by Rao et al. (2002); Yamagata et al. (2004); Meyers et 

al. (2007), and Ummenhofer et al. (2009) . Here the red colour shows positive IOD events, blue color 

- negative. The R+U column is a sum of !OD events from classifications by Rao et al. (2002) and 

Ummenhofer et al. (2009); and the last column contains a three years running sum of the R+U 

column. 
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Figure 6.1.2. IOD act ivity index, ca lculated as a three-year running mean of the IOD occurrence 

(see Fig. 6.1.1) based on two c lassifications by Rao et al. (2002) and Ummenhofer et al. (2009). 

Th is figure shows two long periods of high consistent activity of 100: from 1952 to 1964 and from 

1989 to 1998, and shorter period from 1980 to 1985. These periods of IOD activity agree with the 

previous findings by Annamalai et al. (2005); Ashok et al. (2004); and Tozuka et al. (2007). 

6.1.3 Reconstructed sea level data 

In previous chapters, based on several different data sets, we found that during IOD years 1989-1998 

and 2005-2007 two clear and dominant signals developed in the Indian Ocean with periods of 18 and 

36 months. To investigate the existence of these signa ls on a longer time sca le and their relationship 

with the introduced above !OD activity index, we now analyse the availab le longer time series. 

We use the reconstructed sea level data for 1950-2000 hosted by CS I RO Division of Marine and 

Atmospheric Research, Ho bart (Church et al., 2004). To investigate variabi li ty during different time 

periods, we subdivide this 5 1 year data set into four different time intervals, of 15 years each , and 

analyse them separate ly. The periods are : 

• 1987 to 200 I as a recognized period of high IOD activity that largely coincides with the period of 

avai labi lity of altimetry SLA data; 

• 1951 to 1965 as the second recognized period of high IOD activity (Fig.6 . 1.2); 

• 1966 to 1980 with has lower activity in Figure 6.1 .2; 

• 1972 to 1988 which has an intermediate level of activity, with gap (Fig. 6 .1.2). 

Figure 6.1.3 presents the wave let (a) and spectral (b) analysis of the SSH in a centre of action for 

IOD (7°S, I 05°E) for the above four time intervals : 195 1-1965 , 1966-1980, 1972-1988, and 1987-

2001 . 

The spectral analysis shows that the 18-month signal is noticeable, as expected, in 1987-200 I (Fig. 

6 . 1.3 ( 4b) and in 195 1-1965 ( 1 b ), but there is no such signal in 1966-1980 (2b) and 1972-1988 (3 b ). 

The wavelet analysis shows that the 18-month signal exists during 1992-1999 ( 4a) and during 1952-
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1959 (I a), although according to I band 4b its amplitude in the 1990s is two times bigger than in the 

1950s. During both these periods, along with the 18-month signals, we can clearly see the 3-year 

signal (Fig. 6. 1.3 I a and 4a). From 1959 to 1964, the 18-month and 3-year signals merged into one 

signal with a period a little bit longer than two years - of about 26 months (from the wavelet 

analysis, Fig. 6.1.3 I a); it also can be seen in the frequency spectrum (Fig 6.1.3 I b). 
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Figure 6.1.3. Wavelet (a) and spectral (b) analysis of reconstructed sea level data for the location 

7°S, I 05°E for four time intervals : (I) 1951-1965, (2) 1966-1980, (3) 1972-1988, and (4) 1987-200 I. 

White dashed lines correspond to periods of 18- and 36- months. 

Below we present the spectral density maps for each frequency for three 15-year periods: 1951-1965, 

1966-1980, and 1987-200 I (Fig. 6.1.4 - Fig. 6.1.6). The maps are calcu lated using the algorithm 

described in Section 3.3.3. 

Analysing these maps, we can note that generally the variance of SSH was higher in 1987-2001 than 

during the two other periods and that their amplitude in 1987-2001 is at least two times bigger than 

in 1952-1965. As expected, Figure 6.1.6 shows a clear 18-month and 3-year signal that developed in 

the eastern Indian Ocean close to Indonesia during 1987-200 I. This map is very similar to the one 

obtained from altimetry SLA data (see Fig. 3.3.7). Further on , the I 8-month signal, is clearly 

presented in this SSH reanalysis data during 1951-1965 (Figure 6.1.4). This 18-month signal exhibits 
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high variability south-west of the Sumatra-Java coast, with another area of weaker variability in the 

western part of the Indian Ocean south from the equator. There is also a weak 26-month signal with 

the spatial distribution simi lar to that of the 18-month and 3-year signals. The 18-month signal is 

almost completely absent during 1966- 1980, but instead there appears a signal with a longer time 

scale of about 26 months. 
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Figure 6.1.4. Maps of PSD of reconstructed sea level for individual spectral components in 1951-

1965. 

Therefore, during the periods of high IOD activity (F ig. 6.1 .2) the SSH reanalysis data shows the 

presence of the 18-month and 3-year signals in the Indian Ocean, while outside these periods it 

shows signals with a different time scale. The spatial distribution of the 18-month signal during 

1952-1965 is very similar to that during 1987-200 I. 
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Figure 6.1.S. As in Figure 6. 1.4 but for 1966-1980. 
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Figure 6.1.6. As in Figure 6.1.4 but for 1987-200 I . 
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6.1.4 Preconditions for development of the 18-month signal 

As we outlined in introduction to this Chapter, Annamalai et al. (2005) demonstrated that the depth 

of the thermocline (h) in the eastern equatorial India Ocean can be considered as a precondition for 

the IOD because "the IOD events are favoured only when h is shallow enough in the eastern 

equatorial Indian Ocean for SST to cool water below 27.5°C, the threshold required for deep 

convention in the Tropics". They introduced the IOD preconditioning index (Fig. 6.1. 7) that 

represents a decadal time scale of difference in h. We can see from this figure that shallower-than­

normal h was observed in 1958-1969 and 1990-1996. In the previous section based on the 

reconstructed sea level data, we found that during these years the 18-month signal has developed in 

the eastern tropical Indian Ocean. Based on this and previous analyses, we suggest that during 

periods when the thermocline in the eastern equatorial Indian Ocean is shallow enough, the 18-

month and, possible, 3-year signals start to develop and, most importantly, are supported by the 

response of the Indian Ocean system during several successive years. 
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Figure 6.1.7. Time evolution of the preconditioning index representing the decadal time scale 

difference in h (depth of thermocline) over the eastern equatorial Indian Ocean, from (a) the ocean 

model and (b) SODA-POP (the Simple Ocean Data Assimilation Parallel Ocean Program). The 

dotted vertical lines indicate years of strong IOD events (after Annamalai et al., 2005). 
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6.2 Historical data analysis 

6.2.1 Introduction 

In the previous section we documented the 18- and 36-month signals in the Indian Ocean since 1950 

(Fig. 6.1.3). It is now interesting to see whether this variability is mainly a feature of that particular 

period, or if it also existed before 1950. The answer can provide important clues to our 

understanding of the origin of these signals, their behaviour, and their role in the IOD. 

In this section we analyse a number of available historical data sets for the presence of the 18- and 

36-month signals. The availability and quality of the historical data impose rather big limitations and 

restrictions for this investigation, for the following reasons: 

(a) Spectral analysis is very sensitive to the accuracy of each point in the time series. A single 

wrong value in the time series can produce unpredictable (aliased) results. This particularly applies 

to using the coral data as proxy climate records. 

(b) Reconstructed data sets often use the data for the last two decades to obtain the basis 

vectors for the subspace of the system. This may implicitly propagate the characteristic features of 

the system for the last decades over a much longer time period, regardless of whether these features 

existed in reality. We are not sure if this applies to the temporal variability, but comparisons between 

some available reconstructed products with reanalysis products points towards such a possibility. 

(c) The 18-month signal has biggest variability in most data sets (SSH, SST, depth of 

thermocline) in a very limited area over the Indian Ocean - the narrow strip along the Sumatra-Java 

coast (Fig. 3.3.7, Fig. 6.1.4, and Fig. 6.1.6). This substantially restricts the suitability of the existing 

historical and reanalysis data sets for searching for the presence of this signal in the past. 

(d) Uncertainty in the existing classifications of the past IOD events, particularly before 1950. 

For example, for the period from 1874 to 1940, there are a total of 33 IOD events in three different 

classifications (by Rao et al., 2002; Meyers et al., 2007; Ummenhofer et al., 2009), and only 7 of 

them are classified as IOD years by all three studies. 

6.2.2 Classifications of IOD before 1950 

We start with presenting existing historical classifications of IOD. The table with these 

classifications for the period after 1950 has been shown in Figure 6.1.1. Figure 6.2.1 presents the 

classifications of IOD years before 1950. It can be seen that the classification ofIOD years differs 

significantly, particularly when comparing classifications by Rao et al. (2002) with those by Meyers 

et al. (2007) and Ummenhoffer et al. (2009). The differences occur because Rao et al. (2002) 

focused the classification on the SST difference across the Indian Ocean, while Meyers et al. (2007) 

and Ummenhoffer et al. (2009) focused on the upwelling region off Sumatra and Java. Taking 

account of the times when Rao agrees with Meyers and Ummenhoffer (noted in the column labeled 
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all), there are several periods when !OD events happened in a sequence: in 1885-1896, 1901-1910, 

1917-1926, and , possibly, 1942-1946. These time intervals can be assumed to be the periods of high 

IOD activity. 

Rao lileyeB Ummenh. a ll Rao MeveB Ummenh. a ll 
1881 1916 
1882 1917 1917 
1883 1918 
1884 1919 
1885 1920 
1886 1921 
1887 1922 
1888 1923 
1889 1924 
1890 1925 
1891 1926 
1892 1927 
1893 1928 
1894 1929 
1895 1930 
1896 1931 
1897 1932 
1898 1933 
1899 1934 
1900 1935 
1901 1936 
1902 1937 
1903 1938 
1904 1939 
1905 - 1940 
1906 1906 1941 
1907 1942 
1908 1943 =-::: 19()9 1909 1944 
1910 1945 
191 1 1946 
1912 1947 
1913 1948 
1914 1949 
1915 

Figure 6.2.1. Classifications of IOD events prior to 1950 by Rao et al. (2002); Meyers et al. (2006); 

and Ummenhofer et al. (2009). Red colour denotes a positive IOD event, blue - a negative event. 

The last column marks years considered as lOD years by all three authors. 

6.2.3 Tide gauge data 

The records of tide gauge data are dated back to 1700 (see Chapter 2.1.1 for data description). This is 

the longest existing observation record of any type. Unfortunately, due to the location of tide gauge 

stations they do not reveal much about the open ocean signals. Never-the-less, we searched for the 

18-month and 3-year signals in the available data. Results are discussed below. 

First, we select the tide gauge stations that are located in regions associated by the previous analyses 

with high levels of the 18-month signal. There are very few tide gauge stations with historic records 

over the Indian Ocean (see Fig. 2.1.1 for station positions and Fig. 2.1 .2 for data descriptions). 

Unfortunately, in most locations, the data were collected irregularly, with big gaps between 

measurements, which make these data unsuitable for reliable use of spectral analysis. Below we 

describe several tide gauge data sets and results of their analysis. 
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Christmas Island station (10.25°S, 105.40°E) N 563/001. This station is near the Java upwelling 

region, which represents the best possible location for our purposes. But, unfortunately, the records 

were made only from 1962 to 1991, and the measurements are very sparse, with the longest period of 

continuous measurements of 18 months, and with only 45 monthly measurements during 30 years of 

observations altogether. 

Cocos Island (12.07°S, 96.53°E) station N 680/520, (West Island) has good data for 3 years of 

observation 1968-1970, and station N 680/521 (Home Island) has good data starting from 1986 (up 

to 2007). Spectral analysis of this later data set (not shown) shows the absence of an 18-month 

signal. This agrees with the distribution of SSH anomaly in this frequency band (Fig. 3.5.2), with no 

significant variability of the 18-month band in this area. 

Diamond Harbour (22.12°N, 88.10°E) station N 500/131 has a very good and long data set (from 

Jan. 1948 to Dec. 2006), but its position does not allow us to observe any interesting variability. 

Ko Taphao Noi (07.50°N, 98.26°E) station N 545/001. Spectral and wavelet analyses of data from 

this station are presented on Figure 6.2.2 a,b,c. The wavelet decomposition (Fig. 6.2.2 a) is very 

similar to that of altimetry (Fig. 3.3.4 d) and subsurface temperature (Fig. 3.2.9) during 1992-2000. 

Similar to other locations, this station clearly shows the existence of signals with periods of 18 

months and 3-4 years. We find that the wavelet decomposition exhibits a similar shape also in the 

1940s, with a maximum at 20 months (Fig. 6.2.2 c). This is one of the suggested periods of high 

activity of the IOD (Fig. 6.2.1). 

Colombo-A (06.56°N, 79.51°E) station N 520/002 has data from January 1953 to December 1965, a 

total time span of 13 years. The spectrum has maxima at 4 years and at 22 months (Fig. 6.2.2 d). 

Cochin (09.58°N, 76.l6°E) station N 500/081 (Fig. 6.2.2 e,f) as well as the Colombo-A station are 

interesting only because they show some variability around 18-months during periods of high IOD 

activity in 1990-1999 (Fig. 6.2.2 e) and more clearly during 1945-1951. 

Overall, our analysis of the historic tide gauge data does not yield particularly convincing results, 

except, possibly, the fact that Ko Taphao Noi station can register a signal very similar to that from 

the Sumatra-Java upwelling region in 1992-1999. This happens due to the propagation of the signal 

to the north that can be seen from Movie movie_SLA_l8m.avi from Appendix. It is interesting that 

in 1944-1952, the signal from this station has a similar spectrum to that in 1992-2002, although 

much weaker in amplitude. 
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Figure 6.2.2. Wavelet and spectral analyses of tide gauge data for different stations: (a)-(c) Ko 

Taphao Noi (07.50° , 98.26°E); (d) Colombo-A (06.56° , 79.51 °E) ; (e)-(f) Cochin (09.58° , 

76. I 6°E). White dashed lines denote 18-and 36-month signals. 

6.2.4 Coral data as proxy climate records 

Below we analyse a different data sets: coral Oxygen Isotope data from Bali (8 . I 5°S, I I 5.30°E) 

( 1782 - 1989) and Mentawai ls lands (2 .5°S, 99°E) ( 1858 - 1997). 

Figure 6.2 .3 shows a wavelet decomposition of coral records from Bali for the period from 1782 to 

1989. Most of the signal variance is in the low frequency part of the spectra. The variability with 

period between I and 3 years does exist, but is rather patchy, so it is difficult to make any 

conclusions. Let us examine two periods that according to the 100 classifications may be the periods 

of high !OD activity: 1901-1910 (Fig. 6.2 .1) and 1953-1964 (Fig. 6.1.1 & Fig. 6.2.1 ). The wavelet 

and spectral analyses of these periods are shown in Figures 6.2.4 and 6.2 .5. 

In ten years from 1901-1910 there were possibly six 100 events; three of them are recognized by all 

three authors (Fig. 6.2.1 ). The variability during these years in the coral records is not very strong 

(Fig. 6.2 .3), but (and this is very interesting) it has a clear signal with the 18-month period 

143 



Chapter 6. Periods of !OD Activity and historical Data Analysis 

(Fig. 6.2.4 b, low panel). This signal started in 1900 and decayed in 1910 (Fig. 6.2.4 a, upper panel), 

showing a good match with the period of high IOD activity (Fig. 6.2.4 a,b ). There is no significant 

signal with a 3-year period during this time in the spectrum of coral data. 

16 

~ ..c 32 
c 
0 
E 

.....,, 64 
"O 
0 ·;:: 
Q) 

a.. 128 

256 

Figure 6.2.3. Wavelet and spectra l analyses of coral data set from Bali (8. I 5°S, I 15.30°E). White 

dashed lines correspond to periods of 18-, 24- and 36-months. 
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Figure 6.2.4. The same as Figure 6.2.3 but for: (a) 1894-1913 and (b) 1898-1912 years. 

.... 

During 1950-1964 there is a clear peak in the spectrum at 18 months (Fig. 6.2.5 b, lower panel). The 

wavelet decomposition shows that this 18-month signal started in 1949 and decayed in 1959 

(Fig. 6.2 .5 a). It seems that the period of this signal gradually changed from 18 to 28 months. During 

this period of 12 years from 1953 to 1964, there are 11 years considered as 100 years by at least one 

of the classifications in Fig. 6.1.1. Similarly in the period 1898-1912, no significant 3-year signal is 

found . We stress that for both of these examples, the 18-month signal exists only during the periods 

of JOO activity and is absent both before and after this period (Fig. 6.2.4.a & Fig. 6.2.5 a, upper 

panels) . 
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Figure 6.2.5. The same as Figure 6.2.3, but for: (a) 1947-1966 and (b) 1950-1964 years. 

Analysis of the coral data set from the Mentawai location shows the same (as for the Bali data set) 

high variability of signals with different time scales (not shown). Figure 6.2 .6 shows the wavelet and 

spectral analyses for the same periods of high IOD activity as above. The 18-month signal ( 16-

month for 1949-1963) is present during both periods in the wavelet decompositions (upper panels) 

and also can be clearly seen in spectra (lower panels). 

1903 19m f907 1909 1911 1913 

2.,110 

Period (months/cycle) Period (months/cycle) 

Figure 6.2.6. The same as Figure 6.2.3 but for the Mentawai data set: (a) 1899-1913 and (b) 1949-

1963 years. 

Regarding the other periods characterised by high IOD activity, such as 1917-1926, one still can find 

some signature of the 18-month signal , but the spectra are usually very wide with the maximum at a 

period longer than 18 months. 
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6.2.S Reconstructed SST 

ln the previous section, we found evidence of the existence of the 18-month signal during 1900-1910 

in coral data sets. Because the coral data were collected I 0 metres below the sea surface, we can 

expect to find this signal in the SST reanalysis data. As an example, we use the HadlSST reanalysis 

data. Figure 6.2 .7 represents the wavelet and spectral analysis of SST, these data have been averaged 

along quite a big area of the equatorial easterly Indian Ocean used for calculation of DMI - IODE 

for the same time period as for coral data analysis in Figure 6.2.4 . The existence of the 18-month and 

3-year signals is still quite clearly evident (lower panels). The wavelet decomposition shows the 

presence of the 18-month signal during 1902-1910. The 3-year signal , that was absent in the coral 

data, is quite strongly presented in the HadlSST data. A possible explanation for this discrepancy is 

that for calculation of the IODE, a very large area in the equatorial eastern Indian Ocean was used 

that is strongly influenced by the Pacific and therefore contains the 3-year component, while the 

coral data were collected in a particular local location where the ratio of these two signals favours 

the 18-month signal. 

(a) 

.. 
- ,~ ,~ ~ 1m ,~ ·~ ,~ 1m 1m 1000 1002 1004 1006 19:8 1910 1912 

Period (months/cycle) Period (months/cycle) 

Figure 6.2.7. Wavelet and spectral analyses of IODE from the HadISST data set. White dashed 

lines correspond to periods of 18-, 24- and 36-months. 

Analysis of HadlSST data during 1947-1966 shows strongest variability at periods of approximately 

24-26 months (not shown) . 

6.3 Conclusions 

In this Chapter we have tried to extend the previous analysis of the !OD and associated it with ocean 

variability to time prior to the epoch of satellite observations. We considered the existing 

classifications of the IOD; reanalyses of SST; reconstructed sea level data; DMI index derived from 

the SST reanalysis ; and finally , historic tide gauge and coral data. 
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To confirm the findings of a number of previous studies suggesting that IOD events occur mostly 

during some continuous periods of time that we refer to as the periods of IOD activity, we 

introduced the IOD activity index. It is based on the existing classifications of IOD and represents 

the certainty of occurrence of IOD in particular years. In the following analysis of various data for 

the last six decades we confirmed that during each period ofIOD activity, a strong 18-month signal 

has always developed in the Indian Ocean. 

We also attempted to confirm the main findings of previous chapters by analyzing the available 

historic data sets (tide gauge data and coral data); however, due to the limitations of these datasets, it 

is difficult to draw any definite conclusions in regard to quantitative characteristics of the interannual 

variability of the Indian Ocean. At this stage it seems that the available data do not contradict the 

findings of the previous chapters of this thesis, and in some cases corroborate nicely with those 

findings. For example, the wavelet analysis of the coral data shows the presence of a strong 18-

month signal during the period oflOD activity in 1898-1912, and to a lesser degree, in 1947-1966 

(Fig. 6.2.4 and 6.2.5). Hence we believe that the 18-month signal seen in the Indian Ocean is a 

permanent feature and is not restricted to events of the last century (since the 1950s). 
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Chapter 7. 

Conclusions 

This thesis has investigated the low-frequency variability of the Indian Ocean, by which we 

understand processes with characteristic periods from 6 months to several years. The analysis is 

based on a number of observational and reanalysis data sets including altimetry SLA, SST, 

subsurface temperature from the XBT lines, surface winds, DMI, historic tide gauge records and 

coral core records. To a large degree the analysis that was undertaken became possible because of 

the availability of sufficiently long time series of satellite SLA observations. 

The main analysis methods used in the thesis are spectral analysis, wavelet analysis and a variety of 

other methods including EOF analysis. Our principal approach was to decompose a complex signal 

into a number of simpler signals and try to understand the variability of the Indian Ocean based on 

studying the properties and behaviour of these more basic signals. Despite the extensive literature on 

the variability of the Indian Ocean, to the best of our knowledge no systematic analysis of this kind 

has been conducted so far. 

The commonly accepted, present-day division of the variability of the Indian Ocean distinguishes the 

following characteristic time scales: semi-annual (6 months), annual (1 year), quasi-biennial (2-3 

years), ENSO (3-7 years), decadal and bi-decadal. In this thesis, based on the results of analysis of a 

number of independent data sets, we argue in favour of a different division for the signals with 

periods from I year to 3 years. In particular, we discover a strong 18-month signal. We demonstrate 

that this signal, overlooked or misunderstood in previous studies, plays a major role in the variability 

of the tropical Indian Ocean in general, and specifically in the life cycle of the IOD. We consider 

implications of this finding for understanding of the physical nature ofIOD and its prediction. 

The main results of our analysis are as follows. 
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1. It is found that in most regions of the Indian Ocean, the low-frequency variability is 

concentrated in five spectral bands: semi-annual, annual, 18-20 months, 3 years, and 4 years 

and longer; at least during the last two decades. 

2. Using several data sets as: altimetry SLA, reconstructed sea level, wind and SST, the spatial 

distributions of the power spectral density of signals in each major band have been 

investigated, as well as their spatio-temporal variability by means of movies. 
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3. The presence of a strong and well defined 18-month signal is one of the main findings of 

this study. The 18-month signal presents only during years when the IOD is active or begins 

to develop. That points on a close connection of this signal with the IOD mode. 

4. Despite the conclusions of previous studies pointing at the existence of the quasi-biannual 

mode, no substantial signal with the bi-annual (24 month) period was found; at least during 

the last 20 years. 

5. Contrary to the common view, we argue that the IOD represents a continuous oscillatory 

process rather than every event is triggered by a particular ocean-atmosphere state. This is 

confirmed by finding that the IOD events come in groups, when positive IOD are followed 

by a negative IOD and vice versa. This phenomenon can be largely described as the 

interference of two quasi-periodic 18-month and 3-year signals. 

6. Consistent with some prior studies (Annamalai et al., 2005; Ashok et al., 2004), it is found 

that there are periods of high and low activity of the IOD, so that the IOD events do mostly 

occur in a sequence during the periods of high IOD activity. 

7. The analysis of long-term reconstruction and reanalysis data shows that during the last 60 

years periods of developed 18-month signal strongly correlate with periods of high IOD 

activity. 

8. We hope that knowledge of continuous character of IOD events can help for the IOD 

prediction, which have a major economic impact on the countries in the Indian Ocean 

region including Australia. Our pilot attempts of forecasting the known behaviour of the 

IOD mode in the past indicate that the development of the 18-month signal can considered 

as a precondition of the IOD and may provide now the best opportunity for the medium­

term (about 2 seasons in advance) forecast. 

The above findings pose a number of questions for future research. What is the relation between the 

18-month and 3-year signals? What is the degree of their independence or interconnection? What 

physical mechanisms are behind the 18-month and three-year time scales? 

The existence of strong 18-month and 3-year signals in SST and surface wind points at the 

importance of considering the whole ocean-atmosphere system for understanding of the variability 

of the Indian Ocean at these time scales. Further analysis and comparison of features of the 18-

month and 3-year signals in both the ocean and atmosphere can yield important findings for 

understanding of the functioning of this coupled system. 
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A signal with a period of about 18-months was recently discovered in the Pacific Ocean (Keenlyside 

et al., 2007). The authors call it a sub-ENSO mode. Our research indicates that the 18-month signal 

is a mode of the Indian Ocean and likely to be connected in some way to the Pacific signal. It is 

interesting to investigate the connection between the 18-month signals in the Indian and Pacific 

oceans in more detail. 

Overall, it seems to us that this study has posed more questions than it has provided answers. 

However we hope that the findings and analyses of this thesis, and in particular the concepts of the 

18-month and 3-year signals and their connection with the IOD, will be gradually accepted by the 

scientific community and prove to be productive in future research, both observational and 

theoretical. 
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Figure 1.1.1. Topography of the Indian Ocean. The 1000, 3000, and 5000 m isobars are shown, and 

regions shallower than 3000 m are shaded (after Tomczak and Godfrey, 2002). 

Figure 1.1.2. Surface winds derived from the CEP CAR reanalysis data for the periods 

December-February and June-August (after Behera et. al, 2000). 

Figure 1.1.3. Schematic representation of identified current branches during the summer (a) and 

winter (b) monsoons . Current branches indicated are the South Equatorial Current (SEC), South 

Equatorial Countercurrent (SECC), Northeast and Southeast Madagascar Current (NEMC and 

SEMC), East African Coastal Current (EACC), Somali Current (SC), Southern Gyre (SG) and Great 

Whirl (GW) and associated upwelling wedges (green shades), Southwest and ortheast Monsoon 

Currents (SMC and MC), South Java Current (SJC), East Gyral Current (EGC), and Leeuwin 

Current (LC) . The subsurface return flow of the supergyre is shown in magenta. Depth contours 

shown are for 1000 m and 3000 m (grey). Red vectors (Me) show directions of meridional Ekman 

transports. ITF indicates Indonesian Throughflow (after Schott et. al, 2009). 

Figure 1.2.1. Spatial distribution of the semi-annual altimetry sea surface heights: (a) by 

Sakova et al. (2006b), in units of (power spectral density) · ~f (cm2
) , with the black rectangle 

corresponding to the region analyzed in Fu (2007); and (b) by Fu (2007), where the upper panel -

amplitude (in arbitrary units) and low panel - phase (in degrees) of the leading complex-valued EOF 

of the band-passed signal. 

Figure 1.3.1. OM I ca lculated as the SST difference between two regions in the western tropical 

Indian Ocean (WTIO), at 50°E-70°E, I 0°S- I O°N, and south-eastern tropical Indian Ocean (SETIO), 

at 90°E-1 I O°E, I 0°S-O : OM! = SST(WTIO) - SST(SETIO). 

Figure 1.3.2. Schematic of a positive 100 (left panel) and a negative 100 event (right panel). SST 

anomalies are shaded (red for warm anomalies and blue for cold anomalies) . White patches indicate 

increased convective activities, and arrows indicate anomalous wind directions 

(http ://www.jamstec.go.jp/frcgc/research/d l/iod/). 

Figure 1.3.3. Years of strong 100 events . Italic values identify years when positive (negative) 100 

events co-occurred with strong El ino (La Nina) in the Pacific. The value in bold indicates the 

negative 100 event that occurred along with El ino (after Rao et al. , 2002) . 

Figure 1.3.4. Years of 100 and ENSO events. The asterisk denotes pure events, i.e. no El Nino (La 

Nina) during a positive (negative) 100 event (after Yamagata et al. , 2004). 
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Figure 1.3.5. Classification of years of positive/negative 100 along with El Nino or La Niiia events. 

Boldface (lightface) indicates a higher (lower) level of certainty in the classification. A year is given 

a lower certainty if either the ENSO phenomenon or the 100 phenomenon is not clear (after Meyers 

et al. , 2007). 

Figure 1.3.6. Classification of years of positive/negative !OD along with El Nino or La Niiia events 

(after Ummenhofer et al. , 2009). This is an extended version of classification provided by Meyers et 

al. (2007). 

Figure 2.1.1. Positions and names of tide gauge stations in the Indian Ocean. 

Figure 2.1.2. Tide gauge stations used for analysis. 

Figure 2.1.3. Positions of XBT lines over the Indian Ocean 

(http ://www.clivar.org/organization/ indian/ lndOOS/XBT.php). 

Figure 2.1.4. Locations of subsurface temperature profiles from IOTA along XBT line section IX-I . 

The data are spatially averaged inside each box shown in the figure . 

Figure 2.1.5. Subsurface temperature profiles for Boxes 1-6 from Figure 2.1.4 . 

Figure 2.2.1 Example of spectral analysis of a SLA time series. (a) SLA variabi lity in the Indian 

Ocean near Sumatra coast at ( I 03 E, 5.8 S). (b) PSD of this signal. (c) Temporal behavior of a single 

harmonic with the period of 18 month (dashed line) and of a sum of four harmonics with periods 

close to 18 months that are marked by diamond markers in panel (b) (solid line). 

Figure 3.1.1. Multi-taper frequency-domain singular value decomposition (MTM-SVD) localized 

variance spectrum of (a) joint analysis of historical GISST, and (b) separate analysis of historical 

GISST and GMSLP (after Allan , 2000). 

Figure 3.1.2. Local fraction variance spectrum (represents a fraction of variance in a particular 

frequency band) as a function of frequency (cyc les per year) for SST and sea level pressure anomaly. 

Vertical dashed lines represent bi-decadal (BOO), ENSO and quasi-biennial (QBO) signals (after 

Tourre and White, 2003) . 

Figure 3.1.3 Power spectrum of the domain-averaged Indian rainfall time series for a period of 

1949-1998 . The dashed line shows the 95% significance level (after Li and Zhang, 2002) 

Figure 3.1.4 (a) Spectra of seasonal Indian monsoon rainfall ; (b) spectra of area-averaged monthly 

anomaly Indian monsoon region rainfall (all months); (c) spectra of seasonal Australian monsoon 

rainfall ; (d) spectra of area-averaged monthly anomaly Australian monsoon region rainfall (all 

months) (after Meehl and Arblaster, 2002). 
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Figure 3.1.5 (a) Time series of normalized Monsoon rainfall index (ell) and westerly shear index 

anomalies (WSn). Black dots signify strong and weak TBO years, where both the en and WSil are 

relatively greater or less than in preceding and following years. (b) Power spectrum of the monthly 

values of en, with the 95% significance level shown as the dotted line. ( c) Power spectrum of the 

monthly values ofWSn (after Loschnigg, 2003). 

Figure 3.1.6. Variance preserving spectra ( cm2) of dynamic height anomaly from ( a,c) XBT data and 

(b,d) the POP model at the southern (a, b) and northern (c, d) ends of the IX 1 line (after Mcelean et 

al., 2005; the mark at 16.4 months estimated and added by Sakova). 

Figure 3.1.7. Spectra of SSH (upper curve; cm2 cycles-I day-I) and zonal wind stress [lower curve; 

0.1 x (dyne cm-2
)
2 cycles-1 day-I]. The spectra are averaged over 10°S-10°N, 40°-100°E. The 

periods for the major spectral peaks are indicated. The 95% error bar for the spectra is shown (after 

Fu, 2007). 

Figure 3.1.8. (a) Time series of interannual anomalies of along path wind averaged along the 

equatorial and coastal waveguides in the Indian and Pacific Oceans (see text). (b) Variance­

preserving spectra of the wind series in (a). The line frequencies plotted are, from left to right, for 

10, 5, 2, 1, and 0.5 yr (after Wijffels and Meyers, 2004). 

Figure 3.2.1. Standard deviation of the sea surface height anomaly in the tropical Indian Ocean (in 

cm). The shaded areas correspond to standard deviation larger than 5 cm. The straight lines show 

XBT sections IX-1 and IX-12 (after Feng and Meyers, 2003). 

Figure 3.2.2. Time series of temperature profile (upper panel) and interannual temperature anomaly 

profile (lower panel) at the northern end ofIX-1 section ofXBT line, 6.78°S, 105.17°E. The station 

position is marked as a red dot in the inset of the upper panel (after Feng and Meyers, 2003). 

Figure 3.2.3. Annual mean temperature structure (upper panel) and interannual temperature 

standard deviation (lower panel) in the upper 440m along the XBT IX-1 section. The shaded areas in 

the lower panel denote standard deviation larger than 0.5°e. The inset shows the location of the XBT 

IX-1 section (after Feng and Meyers, 2003). 

Figure 3.2.4. (a) IOTA temperature data in Box 2 (Fig. 2.1.4) with comers at 7.0°S, 104.0°E and 

8.0°S, 106.0°E. The yellow line represents the depth of the 20°e isotherm. (b) PSD of the depth of 

the 20°e isotherm. Here psd is power spectral density, and Af is frequency resolution in cycles per 

month; psd·Afis equal to the time averaged variance, with units ofm2
• 

Figure 3.2.5. Subsurface temperature from IOTA data set averaged in Box 2 (Fig. 2.1.4) with 

comers at 7.0°S, 104.0°E and 8.0°S, 106.0°E at different depths: Sm, 30m, 70m, lOOm, 120m, and 

140m. 
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Figure 3.2.6. Power spectral density of subsurface temperature from IOTA data set averaged in Box 

2 (Fig. 2.1.3) with corners at 7.0°S, 104.0°E and 8.0°S, 106.0°E at the same depths as in Figure 

3.2.S: Sm, 30m, 70m, lOOm, I20m, and I40m. 

Figure 3.2.7. Distribution of variance over depth for four frequency bands: 6-month (gray), I-year 

(green), I8-month (red), and 3-year (blue) near Sumatra-Java coast at 7°S-8°S. 

Figure 3.2.8. 6-month running average of the subsurface temperature from IOTA data set at 30m, 

70m, and I20m in Box 2 (see Fig. 2. I.4 for Box description). 

Figure 3.2.9. (a) Wavelet spectrum of20° C isotherm in Box 2 (Fig. 2.1.3) with corners at 7.0°S, 

104.0°E and 8.0°S, 106.0°E , where the white solid line represents the cone of influence; (b) Global 

wavelet spectrum ofD20. 

Figure 3.2.10. Power spectral density of subsurface temperature from IOTA data set averaged in 

Box 3 (Fig. 2.1.3), with corners at 8.0°S, 104.S0 E and 9.0°S, 106.S0 E, at the same depths as in 

Figure 3.2.5: Sm, 30m, 70m, IOOm, I20m, and I40m. 

Figure 3.2.11. Power spectral density of subsurface temperature from IOTA data set averaged in 

Box 4 (Fig. 2.1.3), with corners at 9.0°S, 10S.0°E and I0.0°S, 107.0°E, at the same depths as in 

Figure 3.2.5: Sm, 30m, 70m, IOOm, I20m, and I40m. 

Figure 3.2.12. Distribution of variance over depth for four main frequency bands: 6-months (black), 

I-year (green), I8-months (red), and 3-years (blue) in I2 boxes along XBT IX-I line. 

Figure 3.2.13. Deviation from long term monthly mean temperature in I2 boxes along XBT IX-I 

line. 

Figure 3.2.14. Wavelet spectrum of temperature at 7S m; in (a) Box I with latitude 6°S-7°S, (b) 

Box 2 with latitude 7°S-8°S, and (c) Box 4 with latitude 9°S-10°S. 

Figure 3.3.1. First leading EOF mode ofaltimetry SLA anomaly. Left panel - as calculated by Rao: 

(a) spatial function and (b) temporal function; dashed (solid) lines denote negative (positive) 

loadings (after Rao at. al, 2002). Right panel - as calculated by Feng and Meyers, the units are in cm, 

and the contour interval is 2cm (after Feng and Meyers, 2003). 

Figure 3.3.2. Same as Figure 3.3. I but for EOF-2 mode. 

Figure 3.3.3. PSD of SLA in different locations of the Indian Ocean: a - 7.7°S, 7S 0 E; b - 13.6°8, 

87°E; c - 24°S, 7S 0 E; and d - S.7°S, 104°E, and over the region enclosed by the dashed line (e). 

Figure 3.3.4. Wavelet spectra and Fourier spectra of SLA for the same locations as in Figure 3.3.3. 

White dashed lines in wavelet spectra denote the half-year, one-year, I 8-month, and 3-years signals. 
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Figure 3.3.5. A frequency spectrum of altimetry SLA for 728 weeks for the period from October 

1992 to September 2006, at 5.7°S, 104°E. 

Figure 3.3.6. Conversion of frequencies in the spectrum in Figure 3.3.5 to period, for the points 3 to 

31 in the frequency spectrum (spectral components 2 to 30). 

Figure 3.3.7. Maps of power spectral density ofSLA for individual spectral components (cm2
). 

Figure 3.3.8. Spatial spectral density ofSLA for signals: (a) 6-month; (b) 1-year; (c) 18-20-month; 

(d) 3-year; and (e) 4-7-year, where psd is the power spectral density and Mis the frequency 

resolution. 

Figure 3.3.9. Sequence of maps for the filtered 6-month signal. 

Figure 3.3.10. Sequence of maps for the filtered I-year signal. 

Figure 3.3.11. Sequence of maps for the filtered 4-7-year signal. 

Figure 3.3.12. Sequence of maps for the filtered 3-year signal. 

Figure 3.3.13. Sequence of maps for the filtered 18-month signal. 

Figure 3.3.14. EOFs oflow-pass filtered SLA for the period from October 1992 to December 1999. 

Panel (a)- normalized variance ofEOF modes(%). Other panels: spatial patterns for the first five 

leading EOF modes; the corresponding temporal functions; and frequency spectra of the temporal 

function. 

Figure 3.3.15. (a) Temporal behavior ofEOF-1 (blue line) and EOF-2 (red line) from Fig. 3.3.14; 

(b) the same but with a time shift of 31 weeks. 

Figure 3.3.16. Two snapshots of the filtered 3-year SLA signal separated by 1 year. 

Figure 3.3.17. Same as Figure 3.3.14, but with the annual and semi-annual signals not filtered out. 

Figure 3.3.18. The same as Figure 3.3.14, but for a longer time period (October 1992-April 2007), 

and for the tropical Indian Ocean only (20.3°S - 20.8°N, 40°E - l 10°E). 

Figure 3.4.1. Maps of the power spectral density of u- and v-wind components at each frequency 

for the period from January 1990 to July 2002. 

Figure 3.4.2. Maps of the power spectral density of u- and v-wind components for the one-year 

signal ((m/s)'"'2). 
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Figure 3.4.3. Maps of the power spectral density of u- and v-wind components for the 6-month 

signal ( (m/s)"2). 

Figure 3.4.4. SLA map and wind vectors over the Indian Ocean for two spectral bands: 3-year (a,c) 

and 18-month (b,d). Snapshot from Movies: movie_SLA_Wind_l8m.avi and 

movie _ SLA _Wind_ 3y .avi 

Figure 3.4.5. Wavelet analysis ofu-wind (at 2.9°S 86°E) and v-wind (at 4.7°S 97.5°E) for the time 

interval from January 1979 to December 2006. 

Figure 3.4.6. Maps of the power spectral density of u- and v-wind for the spectral components with 

periods from 31 to 48 months, for the time interval from 1979 to 2006. 

Figure 3.5.1. Maps of the power spectral density of SST for each frequency component. 

Figure 3.5.2. Power spectral density of SST for 33.5-month (left panel) and 18.6-month (right 

panel) signals. 

Figure 3.5.3. SST (reconstructed NOAA) in Java upwelling region (-5.5°S, 102.5°E). The upper 

panel - the unfiltered signal (blue line) and low-pass filtered signal (black line) with cut-off at 14 

months. The lower panel- power spectral density of the unfiltered SST. 

Figure 3.5.4. Analysis of Kaplan SST anomaly dataset at (-7.5°S, 105°E). (a)- the signal; (b)-the 

signal (blue) and low-passed signal (black) with the cut-off at 14 months; (c)-the signal (blue) and 

its running average over 5 months (red); (d) - as (b), with some time intervals (in months) between 

the signal maxima and minima shown; ( e) - wavelet spectrum of the signal (left) and its global 

wavelet spectrum (right); (f) - PSD. 

Figure 3.7.1. Maps of power spectral density for the 6-month signal: (a) altimetry SLA; (b) u-wind; 

(c) SST; and (d) v-wind. 

Figure 3.7.2. Maps of power spectral density for the 1-year signal: (a) altimetry SLA; (b) u-wind; 

(c) SST, and (d) v-wind. 

Figure 3.7.3. SLA over the Indian Ocean between 45°E - 85°E and 6°S - 10°S for the 3-year signal 

(left panel) and 18-month signal (right panel). 

Figure 4.2.1. Analysis of the D20 in a rectangle with comers at 7.0°S, 104.0°E and 8.0°S, 

106.0°E. (a) Temperature data; the depth of the D20 shown by the black line. (b) PSD of the depth 

of D20, where psd is the power spectral density, and Af - frequency resolution in cycles per 

month; so that psd·Af is equal to the time averaged variance, with the units of m2
• (c) Low-pass 

filtered depth of D20 using the cut-off frequency at ~ 1/14 months (black line) and the original 
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signal (blue thin line). ( d) Green line - 34-month signal, red line - 18-month signal, and black line 

- sum of two these two signals. (e) Wavelet spectrum. 

Figure 4.3.1. Analysis of altimetry SSH at 7.7°S, 105.0°E. (a) Wavelet spectrum; the white 

dashed lines correspond to 6-, 19-, and 34-month signals. (b) PSD of SSH, where psd is power 

spectral density, and Af is frequency resolution in cycles per month; psd·Af is equal to the time 

averaged variance, with units of m2 • (c) Low-pass filtered SSH with cut-off frequency at -1114 

months (black line) and original SSH (thin blue line). (d) Band passed signals: 34-month (green 

line); 19-month (red line), and the sum of the two signals (black line). 

Figure 4.3.2. Same as Figure 4.3.1, except location at 7.7°S, 76°E. 

Figure 4.3.3. Low-frequency SSH at different locations in the Indian Ocean. The solid line 

represents the eastern location (7.7°S, 105.0°E), the dashed line - western location (7.7°S, 76.0°E): 

(a) low-pass filtered SSH with cut-off frequency at -1114 months; (b) 19-month signal; and (c) 3-

year signal. 

Figure 4.4.1. Analysis of the SST anomaly using Kaplan reanalysis data at 7.5°S, 107.5°E. (a) 

Wavelet spectrum, with the 19-, and 34-month signals shown by white dashed lines. (b) PSD of 

SST anomaly, where psd is power spectral density, and Af is frequency resolution in cycles per 

month; psd·Afis equal to the time averaged variance, with units of deg. C2
• (c) Low-pass filtered 

SST anomaly with cut-off frequency at -1114 months (black line) and the original SST anomaly 

(thin blue line). (d) 34-month signal (green line), 19-month signal (red line), and their sum (black 

line). 

Figure 4.4.2. Spectral decomposition ofD20 (a) and SST anomaly (b) in Java upwelling region 

into signal longer than 4 years (blue signal), 34-month signal (green line), and 18-month signal 

(red line). 

Figure 4.5.1 Wavelet power spectrum (using the Morlet wavelet) of the DMI. Shaded is the wavelet 

power at each period being normalized by the global wavelet spectrum, and the thick black contour 

is the 5% significance level (after Behera and Yamagata, 2003). 

Figure 4.5.2. Spectral analysis of DMI used by Saji (Saji et al., 1999) for the period Mar.1958 -

Oct.1999. (a) - time series; (b) - wavelet analysis; (c) - spectral analysis. White dashed lines in (b) 

correspond to periods of 18 and 36 month; solid white line - to the cone-of-influence. 

Figure 4.5.3. Spectral analysis of DMI calculated from NOAA reanalysis (Reynolds et al., 2002). 

The panels (a), (b), (c)-as in Figure 4.2.8. 

Figure 4.5.4. Decomposition of the DMI from NOAA reanalysis. Red line represents the 18-month 

signal, green line -the 3-year signal, and black is sum of these two signals. 
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Figure 4.6.1. Wavelet analysis of dipole indices (left panels) and global wavelet spectrum (right 

panels). (a)-DMI; (b)- IODE; and (c) - IODW (see Fig.1.3.1 for region description). Dashed lines 

correspond to periods of 18 months and 3 years. 

Figure 4.6.2. Low-frequency SST for two regions used for DMI calculation - south-eastern tropical 
I 

Indian Ocean (90°E-110°E, 10°S-0°), and the western tropical Indian Ocean (50°E-70°E, 10°S-

100N). 

Figure 4.6.3. Low-frequency SSH for two regions used for DMI calculation - south-eastern tropical 

Indian Ocean and the western tropical Indian Ocean (see text for details). 

Figure 4.7.1. Wind over the SSH for low-pass filtered signal and for two frequency band: 3-year 

and 18-months. For different condition of IOD: neutral (no IOD) - upper row (November 2002); 

positive IOD - second row (November 1994); negative IOD - third row (November 1996); and 

neutral condition oflOD but when 18-month and 3-year signals exist in the Indian Ocean 

Figure 4.7.2. Hovmoeller diagrams of the Indian Ocean SSH anomalies, u-wind and v-wind for 

low-frequency signal, with cut-off at 14 months for the period from January 1993 to January 2008. 

The SSH anomaly is averaged over l l.7°S-4.8°S, u-wind (blue - westward, red - eastward) and v­

wind (blue - southward, red - northward) are averaged over 4.8°S -2.9°N. 

Figure 4.7.3. The same as Figure 4.7.2, but for the 3-year signal. 

Figure 4.7.4. The same as Figure 4.7.2, but for thel8-months signal. 

Figure 5.2.1. Hovmoeller diagrams of the low-frequency signal with cut-off at 14 months over 

Indian and Pacific Oceans for: (left) altimetry SLA; (middle) u-wind; and (right) v-wind. The SLA is 

averaged over l l.7°S-4.8°S (blue - negative, red - positive), u-wind (blue - westward, red -

eastward) and v-wind (blue - southward, red - northward) are averaged over 4.8°S -2.9°N. 

Figure 5.2.2. The same as Figure 5.2.1 but for the period from 1990 to 2008. Oscillations of the u­

and v-wind components in the Indian Ocean are denoted by arrows. 

Figure 5.2.3. (a) Low-frequency u-wind with cut-off at 14 months over the Indian Ocean for five 

longitudes from 78.7°E to 86.2°E (a) and their spectra (b).The wind is averaged over 4.8°S -2.9°N, 

as in Fig.5.2.l and Fig.5.2.2. 

Figure 5.2.4. Subsurface temperature anomaly (0 C) in the Java upwelling region, averaged in 

rectangle with comers at 7.0°S, 104.0°E and 8.0°S, 106.0°E. 

Figure 5.3.1. Analysis of the altimetry SSH at 7.7°S, 105.0°E for the period from October 1992 to 

September 2006. (a) Wavelet spectrum; the white dashed lines correspond to 6-, 19-, and 34-month 
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signals. (b) Global wavelet spectrum; the black dashed lines correspond to 6-, 19-, and 34-month 

signals. (c) PSD of SSH, where psd is power spectral density, and Af is frequency resolution in 

cycles per month; psd·Af is equal to the time averaged variance, with units of cm2
• (d) Low-pass 

filtered SSH with cut-off frequency at -1114 months (black line) and original SSH (thin blue line). 

(e) Band passed signals: 36-month (green line); 19-month (red line), and low-pass filtered SSH 

(black dashed line). 

Figure 5.3.2. Analysis of the altimetry SSH at 7.7°S, 105.0°E for the period from October 1992 to 

December 2008. (a) Low-pass filtered SSH with cut-off at 14 months (black line) and original SSH 

(thin blue line). (b) Band passed signals: 18-month (red line); 3-years (green line); with periods 

longer than 4 years (blue line); and low-pass filtered SSH (black dashed line). 

Figure 5.3.3. Analysis of the altimetry SSH at 7.7°S, 105.0°E and forecast of the 18-month signal. 

On all subplots the black lines represent low-pass filtered SSH with cut-off at 14 months, and thin 

blue lines represent the 18-month signal calculated from the time series for the whole period from 

October 1992 to December 2008. The thick magenta lines represent 18-month signal calculated from 

the time series ending in April 2005 (a); in April 2006 (b); in April 2007 (c); and in April 2008(d). 

The red dashed lines represent the forecasts of the 18-month signal from April to November 2006 (b) 

and from April to November 2007 (c). 

Figure 6.1.1. Classifications ofIOD years by Rao et al. (2002); Yamagata et al. (2004); Meyers et 

al. (2006), and Ummenhofer et al. (2009). Here the red colour shows positive IOD events, blue color 

- negative. The R+U column is a sum of IOD events from classifications by Rao et al. (2002) and 

Ummenhofer et al. (2009); and the last column contains a three years running sum of the R+U 

column. 

Figure 6.1.2. IOD activity index, calculated as a three-year running mean of the IOD occurrence 

(see Fig. 6.1.1) based on two classifications by Rao et al. (2002) and Ummenhofer et al. (2009). 

Figure 6.1.3. Wavelet (a) and spectral (b) analysis of reconstructed sea level data for the location 

7°S, 105°E for four time intervals: (I) 1951-1965, (2) 1966-1980, (3) 1972-1988, and (4) 1987-2001. 

White dashed lines correspond to periods of 18- and 36- months. 

Figure 6.1.4. Maps of power spectral density of reconstructed sea level for individual spectral 

components in 1951-1965. 

Figure 6.1.5. As in Fig. 6.1.4 but for 1966-1980. 

Figure 6.1.6. As in Fig. 6.1.4 but for 1987-2001. 

Figure 6.1.7. Time evolution of the preconditioning index representing the decadal time scale 

difference in h (depth ofthermocline) over the eastern equatorial Indian Ocean, from (a) the ocean 
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model and (b) SODA-POP (the Simple Ocean Data Assimilation Parallel Ocean Program). The 

dotted vertical lines indicate years of strong IOD events (after Annamalai et al., 2005). 

Figure 6.2.1. Figure 6.2.1. Classifications of IOD events prior to 1950 by Rao et al. (2002); 

Meyers et al. (2006); and Ummenhofer et al. (2009). Red colour denotes a positive IOD event, blue 

- a negative event. The last column marks years considered as IOD years by all three authors. 

Figure 6.2.2. Wavelet and spectral analyses of tide gauge data for different stations: (a)-(c) Ko 

Taphao Noi (07.50°N, 98.26°E); (d) Colombo-A (06.56°N, 79.51°E) ; (e)-(f) Cochin (09.58°N, 

76.16°E). White dashed lines denote 18-and 36-month signals. 

Figure 6.2.3. Wavelet and spectral analyses of coral data set from Bali (8.15°S, 115.30°E). White 

dashed lines correspond to periods of 18-, 24- and 36-months. 

Figure 6.2.4. The same as Figure 6.2.3 but for: (a) 1894-1913 and (b) 1898-1912 years. 

Figure 6.2.5. The same as Figure 6.2.3, but for: (a) 1947-1966 and (b) 1950-1964 years. 

Figure 6.2.6. The same as Figure 6.2.3 but for the Mentawai data set: (a) 1899-1913 and (b) 1949-

1963 years. 

Figure 6.2.7. Wavelet and spectral analyses ofIODE from the HadISST data set. White dashed 

lines correspond to periods of 18-, 24- and 36-months. 
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List of Acronyms 

List of Acronyms 

D20 

DFT 

DMI 

ENSO 

EOF 

FFT 

GISST 

IFFT 

IOD 

IODE 

IODW 

IOTA 

IOZM 

JAMSTEC 

NCAR 

NCEP 

NOAA 

PSD,psd 

QB 

SLA 

SSH 

SST 

TBO 

XBT 

- Depth of the 20°C Isothennal Surface 

- Discrete Fourier Transfonn 

- Dipole Mode Index 

- El Nifio - Southern Oscillation 

- Empirical Orthogonal Functions 

- Fast Fourier Transfonn 

- Global Sea-Ice and Sea Surface Temperature Data Set 

- Inverse Fast Fourier Transfonn 

- Indian Ocean Dipole 

- South-Eastern Tropical Indian Ocean Dipole Mode (see Fig.1.3.1) 

- Western Tropical Indian Ocean Dipole Mode (see Fig.1.3.1) 

- Indian Ocean Thennal Archive 

- Indian Ocean Zona! Mode 

- Japan Agency for Marine-Earth Science and Technology 

- National Center for Atmospheric Research 

- National Center for Environmental Prediction 

- National Oceanic and Atmospheric Administration 

- Power Spectra Density 

- Quasi-biennial 

- Sea Level Anomaly 

- Sea Surface Heights 

- Sea Surface Temperature 

- Tropospheric Biennial Oscillation 

- Expendable Bathythennograph 
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