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ABSTRACT

The Antarctic Ice Sheet, which comprises the largest volume of ice on our planet, is losing
mass due to ocean-driven melting of its fringing ice shelves. Efforts to represent basal
melting in sea level projections are undermined by poor understanding of the turbulent
ice shelf-ocean boundary layer (ISOBL), a meters-thick band of ocean that regulates
heat, salt and momentum transfer between the far field ocean and the ice. Regional
ocean models cannot resolve the ISOBL and instead rely on parameterisations to predict
melting. However, observations suggest that these parameterisations only perform well
for a subset of relevant ocean conditions, namely in cold, energetic environments. This
thesis uses both observational data and turbulence-resolving model simulations to ad-
dress this shortfall by characterising melting and ISOBL dynamics across a broad range

of ocean states.

Chapter 1 of this thesis outlines the motivation and context for the work that follows,
highlighting the urgent knowledge gaps that will be addressed. In chapter 2, a unique
set of observations from beneath the Amery Ice Shelf, including in situ basal melt rate,
ocean velocity, temperature and salinity data are analysed and ocean conditions are
characterised. The mean basal melt rate at the site (0.5 m yr') is a factor of 2-4 lower
than predicted from common ice-ocean parameterisations. This result suggests an im-
portant role for stratification at this site, either through suppression of heat transport
to the ice-ocean interface or a shoaling of the mixed layer depth. These processes can-
not be unraveled from the available observational data, further motivating the need for

turbulence resolving simulations.

In chapter 3, large-eddy simulation is used to model the ISOBL. The model domain con-
sists of a horizontal ice-ocean interface with a melting boundary condition at the upper
surface, underlain by a stratified ocean. The domain is periodic in both horizontal direc-
tions, and is forced with a steady flow in geostrophic balance. At relatively warm, low
velocity conditions a small-scale mixing process (double-diffusive convection) is shown to
determine ice shelf melt rate and the properties of the mixed layer that forms beneath the

ice. In double-diffusive regime, melting is found to be inherently unsteady in time and



insensitive to shear from the imposed current. Simulated melt rates and water column

structure are consistent with observations made near the grounding line of the Ross Ice
Shelf.

In chapter 4, model forcing conditions are expanded to encompass colder and more
energetic cavity environments in which current shear controls melting. Two distinct
mixing regimes emerge: a stratified regime in which boundary layer turbulence is strongly
affected by the surface buoyancy flux due to melting and a well-mixed regime in which
buoyancy has little effect. The stratified regime supports strong temperature and salinity
gradients near the ice, decoupling the interface and far field conditions. The relative
strength of the surface buoyancy flux and shear, characterised by the Obukhov length

scale, is shown to be critical to both heat flux and boundary layer depth.

Results from chapters 3 and 4 are used to develop a regime diagram for ISOBL dynamics
beneath horizontal, melting ice in discussion chapter 5. This novel diagram provides new
insight into the varied and nonlinear responses of basal melting and ISOBL dynamics to
local conditions around Antarctica. Comparison to observed sub-ice shelf conditions and
melt rates from chapter 2 and other published studies is favorable and demonstrates the
relevance of these regimes over a broad range of realistic conditions. Insights from this
thesis significantly extend the current understanding of the ISOBL and basal melting.
The inclusion of the double-diffusive and stratified regimes in future parameterisations of
ice-ocean interactions will significantly improve melt rate estimates, with consequences

for predictions of ice sheet stability.

viil
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CHAPTER 1

Introduction

The Antarctic Ice Sheet is losing mass at an accelerating rate, contributing to rising sea
level (Paolo et al., 2015; Shepherd et al., 2018; Bamber et al., 2018; Rignot et al., 2019;
Smith et al., 2020). In many areas around the Antarctic coast the thick, meteoric ice
that makes up the Antarctic Ice Sheet extends beyond the land and floats on the ocean.
It is through these floating extensions, known as ice shelves, that the Southern Ocean
and the Ice Sheet exchange heat and mass. The processes responsible for this exchange
are melting and freezing of the ice shelf base and front (basal melting/freezing) and the
loss of large chunks of ice from the leading edge of the ice shelf (ice-berg calving). The
processes of basal melting and ice-berg calving each account for roughly half of the mass
loss from the continent (Depoorter et al., 2013; Rignot et al., 2013). In a steady state,
this mass loss is balanced by mass gain through snow accumulation in the interior of the
continent. However, mass loss and mass gain are not balanced at present. Enhanced
basal melting of ice shelves is driving thinning of the Antarctic Ice Sheet (Pritchard et al.,
2012; Cook et al., 2016; Adusumilli et al., 2018; Meredith et al., 2019). Consequently, the
Antarctic contribution to global sea level rise is accelerating, presenting a major threat to
coastal regions (Cazenave and Llovel, 2010). Enhanced basal melting of ice shelves also
contributes a freshwater flux to the ocean, impacting the production of Antarctic Bottom
Water which supplies the lower limb of the global thermohaline circulation (Jacobs and
Giulivi, 2010; De Lavergne et al., 2014; Purkey and Johnson, 2013).

Despite the importance of basal melting to sea level and global ocean circulation, many
aspects of the interactions between ice shelves and the polar oceans are poorly under-
stood. These interactions involve processes operating on a range of spatial scales, from
large-scale ocean processes that transport warm water to the Antarctic coastal seas, to

the cavity-scale ocean circulation beneath ice shelves, to the micro-scale boundary layer
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processes that regulate the transport of heat and salt to the ice-ocean interface (Dinni-
man et al., 2016; Noble et al., 2020). Observations beneath and near ice shelves are sparse
due to the extreme Antarctic environment and challenging logistics. Consequently, nu-
merical ocean models are heavily relied upon for studies of ice-ocean interactions, and
are critical for projections of future ocean circulation, basal melting and ice sheet sta-
bility. On the micro-scale, basal melting is regulated by the ice-shelf ocean boundary
layer; a narrow band of ocean that controls heat, salt and momentum transfer to the
ice (McPhee, 2008). The ice shelf-ocean boundary layer is on the order of metres thick
(Davis and Nicholls, 2019) and cannot be resolved in regional- and global-scale ocean
models (e.g Naughten et al., 2018b; Gwyther et al., 2020a). The objective of this thesis
is to enhance our understanding of the ice shelf-ocean boundary layer, and work to-
wards accurate parameterisation of the fine-scale processes controlling basal melting of

Antarctic ice shelves.

This chapter details the motivation and context for the work undertaken in this thesis.
The role of ice shelves in ice sheet stability and sea level is outlined in §1.1. The large-
scale ocean processes responsible for basal melting are described in §1.2. Ice shelf-ocean
boundary layer processes, including the effects of buoyancy and convection, are discussed
in §1.3. Observations from beneath ice shelves are reviewed in §1.4, and the structure of
this thesis is outlined in §1.5.

1.1 Sea level, ice sheets and ice shelves

Ice sheets have enormous potential to cause large changes in sea level. The Antarctic
Ice Sheet alone contains 58 m of sea level equivalent (Fretwell et al., 2013b), while
the Greenland Ice Sheet contains 7 m (Dowdeswell, 2006). Both ice sheets are losing
mass at an accelerating rate (Bamber et al., 2018; Rignot et al., 2019; Van den Broeke
et al., 2016; King et al., 2018). The rate of mass loss from the Antarctic Ice Sheet has
accelerated from 51 £ 73 Gt yr~! in the period 1992-2001 to 199 4= 26 Gt yr—! in the
period 2012-2016 (Bamber et al., 2018). For Greenland, the rate of loss increased from
8+82 Gt yr~! to 247415 Gt yr~! over the same time interval (Bamber et al., 2018). The
corresponding contribution to sea level rise from both ice sheets combined increased from
0.16 + 0.3 mm yr—! to 1.24 + 0.1 mm yr—! (Meredith et al., 2019). In Greenland, mass
loss is primarily driven by changes to the surface mass balance (SMB) of the Ice Sheet,

dominated by increased surface melt and runoff, and dynamic thinning (acceleration)

2



1.1. SEA LEVEL, ICE SHEETS AND ICE SHELVES

of glaciers (Andersen et al., 2015; Van den Broeke et al., 2016; King et al., 2018). In
Antarctica, mass changes are also a result of SMB and dynamic thinning. However,
unlike in Greenland, Antarctica’s SMB is dominated by increased snowfall which partially
offsets the mass loss from dynamic thinning (Meredith et al., 2019; Gardner et al., 2018).

The role of ocean forcing in Greenland remains somewhat uncertain (Straneo et al.,
2013), however, there is significant evidence that basal melting of ice shelves is playing
a key role in Antarctica’s mass loss (Khazendar et al., 2013; Meredith et al., 2019; Cook
et al., 2016; Adusumilli et al., 2018; Minchew et al., 2018). Increased basal melting
thins ice shelves, reducing their ability to buttress (restrain) the glaciers that feed them.
Reduced ice shelf buttressing causes dynamic thinning of these glaciers (Meredith et al.,
2019; Dupont and Alley, 2005; Furst et al., 2016), resulting in a net discharge of ice
from the Antarctic Ice Sheet into the ocean. The spatial distribution of basal melting is
also important, as some regions of the ice shelf are more important to buttressing than
others. For example, some ice shelf fronts are “passive” and can be lost with no dynamic
effect (Fiirst et al., 2016) while other areas, such as grounding zones, are critical to the
stability of the ice sheet (Reese et al., 2018).

Dynamic thinning of the ice sheet is concentrated in the areas closest to the warm, salty,
subsurface watermass called circumpolar deep water (CDW) (Rignot et al., 2019). Figs.
1.1, 1.2 from Noble et al. (2020) show the spatial distribution of ice sheet thinning in
Antarctica and the ocean bottom-temperature, respectively. The highest rates of mass
change coincide with the presence of warm CDW on the continental shelf. Variability in
melting in these areas, as well as on the Antarctic Peninsula, is controlled by variability
in the depth of the thermocline, which modulates the flow of CDW onto the continental
shelf (Paolo et al., 2015; Jenkins et al., 2018; Cook et al., 2016; Roberts et al., 2018).
The thermocline depth in turn is driven by wind variability (Thoma et al., 2008; Kimura
et al., 2017; Dotto et al., 2019) among other processes. Links between wind variability,
ice shelf melting and glacier flow response have also been demonstrated for the Totten
Glacier in East Antarctica (Roberts et al., 2018; Greene et al., 2017a).

The response of the Ice Sheet to increased basal melting is sensitive to the geometry of the
underlying bedrock, and is subject to dynamical instabilities such as the marine ice sheet

instability (MIST) !, which occurs when ice is grounded on bedrock that slopes downwards

IMISI: On a retrograde slope, ice shelf thinning causes grounding line retreat, which drives an increase
in the flux of ice across the grounding line. In turn, this increased flux thins the ice margin and causes
further grounding line retreat (Weertman, 1974).
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Figure 1.1: The connection between Antarctic ice mass loss and ocean forcing from
Noble et al. (2020). Gravimetric Mass Balance data for 2002-2016 shows ice mass changes
across the continent. Annotations in magenta have been added to show the locations of
ice shelves mentioned in this thesis.
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Figure 1.2:  The connection between Antarctic ice mass loss and ocean forcing from
Noble et al. (2020). Map of the Southern Ocean bottom potential temperature highlights
the presences of warmer waters along the West Antarctic margin, based on the WOCE
global hydrographic climatology.
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moving inland (a “retrograde” slope). Nearly 45% of the Antarctic Ice Sheet is grounded
below sea level (Fretwell et al., 2013b), thus many areas are potentially subject to MISI.
The timescales for these dynamic ice sheet responses (years—decades) are much longer
than the oceanic timescales on which melting varies (months—years). It takes time for
thinning signals to propagate inland. Consequently, present day thinning of glaciers
may have its origin in past melting events (e.g. Jenkins et al., 2018). Furthermore, the
response of individual glaciers to the same forcing depends on their geometry and the
stability of their grounding line position (Konrad et al., 2017). In addition, the geometry
of the ice shelf cavity affects the ocean circulation (Stern et al., 2014), feeding back into
melting. As a consequence of the inter-dependent nature of these processes, coupled
ice sheet-ocean models are needed for accurate prediction of the ice sheet response to

changes in ocean temperatures, especially over long timescales.

The complex and inter-dependent nature of ice sheet, ice shelf and ocean processes
contributes to the deep uncertainty in future sea level contribution from the Antarctic Ice
Sheet (van de Wal et al., 2020). Accurate representation of ice shelf-ocean interactions
in ocean-climate models is a key challenge for sea level science (Fox-Kemper et al.,
2019). Ice-ocean boundary layer processes, including effects of the morphology of the
ice, strongly influence heat transport across the ice-ocean interface and the rate of basal
melting. Consequently, better understanding and representation of these processes in

ocean models is necessary for accurate predictions of the evolution of the Antarctic Ice
Sheet (Noble et al., 2020).

1.2 Ice shelf-ocean interactions: large-scale
processes and circulation

Basal melting is controlled by ice-ocean interactions on a range of temporal and spa-
tial scales (Dinniman et al., 2016) from large-scale circulation to micro scale ice-ocean
boundary layer processes (Gayen et al., 2016; Keitzl et al., 2016b; Vreugdenhil and Tay-
lor, 2019). This section deals with the watermasses, large-scale circulation and shelf

processes responsible for basal melting around Antarctica.

The properties of the watermasses that interact with ice shelves are critically important
for the magnitude and spatio-temporal variability of basal melting. In the polar ocean,

the density of seawater is a strong function of salinity, but only a weak function of tem-
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perature due to the smallness of the thermal expansion coefficient at cold temperatures
(McDougall and Barker, 2011). Consequently, salinity dominates over temperature in
determining the neutral buoyancy depth of a watermass, and it is common to find warmer
water at depth. Fig. 1.3 shows the dependence of density on temperature and salinity

over a relevant range of ocean conditions.

Temperature, T(°C)

—_— .
Liquidus at 1,000 m
— |

-3 1 I 1 I
26 28 30 32 34 36

Salinity, S (g/kg)

Figure 1.3: Density contours for seawater from Hewitt (2020) at conditions relevant
to the polar ocean. The grey lines show liquidus (freezing temperature) curves. The
addition of meltwater causes T — S properties to evolve along the purple line, assuming
equal eddy diffusivities of heat and salt (e.g. McDougall et al., 2014).

In the Southern Ocean, Ekman divergence upwells a relatively warm, salty watermass
known as Circumpolar Deep Water (CDW). In many areas, the ice shelves are shielded
from CDW by the Antarctic Slope Front (ASF)?, which provides a dynamic barrier
separating the relatively the cold, fresh water on the continental shelf from the warmer
saltier water offshore (eg. Fig 1.4A). However, factors such as deep shelves, a weak
ASF (e.g. Fig. 1.4C & D) or bathymetric features such as troughs and canyons cutting
across the continental shelf provide routes by which CDW can access ice shelves (e.g.
Wahlin et al., 2010; Morrison et al., 2020). In coastal areas of Antarctica “Shelf Water”,
characterised by temperatures close to the surface freezing point, is prevalent. At the
sea surface, salt rejection during sea ice formation in wintertime densifies the surface
waters and drives deep convective mixing forming “Dense” or “High Salinity” Shelf Water
(DSW/HSSW). The lightest watermass on the continental shelf is Antarctic Surface

2The ASF is a persistent cross-slope density gradient, with density surfaces (isopyncals) that dip
down on the approach to the continental shelf. The ASF is associated with the Antarctic Slope Current
(ASC), which flows along the continental shelf.
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Water (AASW). A product of sea ice-melt and seasonal solar heating, AASW is relatively
warm and fresh. Finally, Ice Shelf Water (ISW) is produced by the interactions between
ice shelves and the ocean at depth and is characterised by temperatures lower than
the surface freezing point. This is possible due to the depression of the freezing point
temperature with pressure; for every km of depth the freezing point lowers by ~ 0.75 K
(Fofonoft and Millard, 1983) as shown in Fig. 1.3.

A. Eastern Weddell Sea B. Western Weddell Sea C. Bellingshausen Sea
Polynya
0 4

Depth (k)

0 50 100 150 0 50 100 150 0 50 100 150
(d) Along-section distance (km) (e) Along-section distance (km) (f) Along-scction distance (km) 0 (°C)

Figure 1.4: The Antarctic Slope Front. (A-C) Different shelf types via density (black
contours) and temperature (shading) along three different sections. This figure is repro-
duced from Figs. 3d—f from Thompson et al. (2018), annotations were added a posteriori
for clarity and are based on Figures 3a—c from Thompson et al. (2018). Sections originate
from Heywood and King (2002); Thompson and Heywood (2008); Orsi and Whitworth
(2005).

The presence and geometry of ice shelves exerts a unique influence on the underlying
ocean. The ocean beneath an ice shelf is shielded from wind stress, yet subject to strong
buoyancy forcing both near the surface and at depth through thermodynamic interaction
with the ice shelf (Williams et al., 1985). As the densest watermass on the Antarctic
continental shelf, DSW can access the deepest parts of the ice shelf cavity (Fig. 1.5). Ice
shelf cavities flooded with DSW are called cold cavity or “mode 1”7 ice shelves (Jacobs
et al., 1992). Many of the largest ice shelves, such as the Ross, Filchner-Ronne and Amery
Ice Shelves are cold cavity ice shelves. While melt rates are typically low in these cavities,
the pressure dependence of the freezing temperature means that even watermasses at the
surface freezing temperature (~ —1.9 °C) can drive high melting at depth. For example,

at the 2200 m-deep grounding line of the Amery Ice Shelf the freezing temperature is
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depressed by almost 2°C, resulting in melt-rates that exceed 30 m yr—! (Galton-Fenzi
et al., 2012). The resulting meltwater mixes with the ambient ocean, forming buoyant
Ice Shelf Water which ascends the underside of the ice shelf. The cavity-scale circulation
associated with the inflow of DSW, melting at depth and the outflow of ISW is known as
the ice-pump (Lewis and Perkin, 1986). At some point, the ascending ISW may become
colder than the in situ freezing point, allowing frazil ice to form and accumulate on the
underside of the ice shelf (Fricker et al., 2001; Craven et al., 2009; Herraiz-Borreguero
et al., 2013).

—
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Ice Shelf Water l l
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Figure 1.5: Idealised schematic of processes operating in an ice shelf cavity at cold or
“mode 1” conditions. Fig. adapted from Stern et al. (2014).

Warm cavity or “mode 2” melting is driven by modified CDW (mCDW). Despite being
modified by mixing with colder watermasses as it intrudes onto the continental shelf,
mCDW is still warm (~ 0 °C) when it enters the ice shelf cavity. Because CDW resides
at depth, the pressure dependence of the freezing temperature gives it even greater
melting potential. Consequently, warm cavities exhibit the highest melt rates (Rignot
et al., 2019). Mode 2 melting is prevalent in West Antarctica (Cook et al., 2016; Jacobs
et al., 2011; Jenkins et al., 2018), however, factors such as wide or shallow continental
shelves, or a deep thermocline, tend to protect East Antarctic ice shelves from mCDW,
with exceptions such as the Totten Glacier Ice Shelf (Roberts et al., 2018) and Shirase Ice
Tongue (Hirano et al., 2020). “Mode 3” or shallow melting is driven by Antarctic Surface
Water (AASW), another relatively cold watermass. In wintertime and at depth, AASW
is at surface freezing temperature (7' ~ —1.9 °C) and drives low melt rates much like
DSW. However, in summertime, AASW is warmed by interaction with the atmosphere
and drives much higher melt rates in the shallower parts of the cavity (Arzeno et al.,
2014; Stewart et al., 2019).
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1.3 Ice shelf-ocean interactions: the ice shelf-ocean
boundary layer

Basal melting is limited by the rate of transport of both heat and salt through the oceanic
boundary layer beneath an ice shelf. At the stationary ice-ocean interface, both ocean
velocity and turbulent fluctuations go to zero. Thus, the transport of heat and salt must
occur by molecular diffusion alone. Outside of this diffusive layer, turbulent transport
dominates. The source of this turbulence may be shear instability due to friction between
the ocean and ice (e.g. Davis and Nicholls, 2019; Vreugdenhil and Taylor, 2019) or con-
vection due to the buoyancy supplied by meltwater (e.g. Kerr and McConnochie, 2015;
Gayen et al., 2016). An extensive review of the roles of current shear and convection in
ice-ocean interactions can be found in Malyarenko et al. (2020). For a sloping ice shelf,
buoyant meltwater drives a turbulent plume up-slope (McConnochie and Kerr, 2018;
Mondal et al., 2019), while for a flat or quasi-flat ice shelf, meltwater tends to stratify
the boundary layer and suppress turbulence (McPhee, 1994; Vreugdenhil and Taylor,
2019). In this section we describe the thermodynamic conditions at the ice-ocean inter-
face, outline physical models of the ice shelf-ocean boundary layer, and discuss insights

from laboratory and high-resolution modelling studies.

1.3.1 Melting and the ice-ocean interface

QT,ice
ice
. A ®DiccLAM @ PiceSpMm
interface - T
(Tb/ Sb)

Qr Qs

ocean mixed layer (Ty, Sm)

ambient ocean

Figure 1.6: Schematic of the ice-ocean system showing the balance of heat and salt at
the ice-ocean interface.

At thermodynamic equilibrium, the ice-ocean interface temperature (7,) and salinity

(Sp) satisfy the freezing temperature (liquidus) relationship:
Ty, = Tt (Sp, pv), (1.1)
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where T} is the freezing temperature and p, is the interface pressure (see Fig. 1.3).
Heat and salt fluxes from the ocean to the interface (Qr, Q)s) are balanced by latent
heat (Qatent) and brine (Qprine) fluxes from melting and, for heat, conductive fluxes
away from the interface within the ice Q7 ., as shown in Fig. 1.6. These balances are

expressed as:

Qlatent = QT - QT,ice (12)
Qbrine = QS (13)

where Qiatent = Lympi, Qurine = Semp;, m is the melt rate, L is the latent heat of
freezing and p; is the ice density. The volume input of water due to ice melt is assumed
to be zero, based on the expectation that the melt rate is extremely small with respect
to ocean velocities (Holland and Jenkins, 1999). The ice salinity is also assumed to be
zero, as is typical for ice shelves (Oerter et al., 1992). These flux balance equations
can be solved alongside the liquidus relationship for the interface conditions m, T, and
Sp. Heat conduction into the ice shelf can be incorporated by modelling the steady state
temperature profile within the ice (Holland and Jenkins, 1999), however, the oceanic flux
terms are poorly constrained. This system of equations, often called the “three-equation
parameterisation”, was first applied by Hellmer and Olbers (1989) and is still used today.
However, the details of the ocean flux parameterisations have evolved from constant
rates of heat and salt diffusion (Hellmer and Olbers, 1989; Determann and Gerdes, 1994)
to current speed dependent models in which heat and salt transfer are represented by
empirical functions (Jenkins, 1991; McPhee et al., 1987) or observationally-constrained
coefficients (Jenkins et al., 2010b). Here, we will explore the physical basis of these

formulations.

1.3.2 The frictional ice shelf-ocean boundary layer

Typically, the ice shelf-ocean boundary layer (ISOBL) refers to the frictional boundary
layer that forms adjacent to the (stationary) ice due to a mean flow or current. The
presence of Coriolis gives the boundary layer a natural depth scale which depends on the
Coriolis frequency (f) and the strength of the turbulence which is characterised by the
friction velocity (u*), a function of shear stress at the interface (u* = 7,/po). In an
unstratified environment this scale, often called the planetary scale, is given by 07 ~ u*/ f

(e.g. McPhee, 2008). Beneath ice shelves, the planetary scale is on the order of 10 m.

Within the boundary layer there are several distinct regions (Fig. 1.7). Close to the ice
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is the viscous sublayer, a region of laminar flow. The thickness of the viscous sublayer
is proportional to the viscous scale 0, ~ v/u* which depends on molecular viscosity v
and friction velocity uw*. Within the viscous sublayer the velocity scales with distance
from the ice (u(z) ~ zu*/v). Analogous to the viscous sublayer, diffusive sublayers
for temperature (7') and salinity (S) form adjacent to the ice-ocean interface. The
molecular diffusivities of heat (k1) and salt (kg) are smaller than molecular viscosity; the
Prandtl and Schmidt numbers are Pr = v/kp ~ 14 and Sc¢ = v/kg ~ 2500 respectively.
Consequently the diffusive boundary layers for heat and salt are thinner than than the

viscous sublayer.

ice viscous
“«sublayer

ocean . surface/log layer

outer layer

free stream flow

Figure 1.7: A frictional ISOBL consists of a viscous sublayer, surface or “log” layer and
a turbulent outer layer. In systems where planetary rotation (Coriolis) is important, the
boundary layer depth is expected to scale with the Planetary scale (dy).

The surface or log layer occupies the ~20% of the turbulent Ekman layer nearest the ice.
Within the surface layer, the size of the turbulent eddies increases with distance from the
solid ice-ocean boundary. Vertical shear is inversely proportional to the distance from

the surface (z) and proportional to the friction velocity as:

ou u*

(e.g. Pope, 2001). Integrating this relationship vertically yields a logarithmic scaling of
velocity with height:

*

u(z) = %lnzio (1.5)

where k£ = 0.41 is the von-Karman’s constant and zj is the roughness lengthscale.

The assumption of similarity between velocity and scalar profiles follows from Monin-
Obukhov (MO) similarity theory, which is commonly applied to wall-bounded strati-

fied shear flows. Based on similarity, expressions for heat and salt transfer coefficients
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(I'y, T's) are derived based on the dynamics of the surface layer (Kader and Yaglom,
1972). These transfer coefficients relate the total heat and salt transfer across the bound-

ary layer to the mean properties of the flow. Coefficients I'r and I'g are given by:

Iy = (212In(u*h/v) + 12.5Pr?2 — 9)~! (1.6)

I's = (2.12In(u*h/v) 4 12.55¢%% — 9)~1, (1.7)

Because of the appearance of Pr and Sc the heat transfer coefficient is larger than that for
salt (Sc > Pr, therefore I'r > I'g). These expressions also have a functional dependence
on a Reynolds number (Re = u*h/v), which compares viscous and inertial forces, using
the friction velocity u* and boundary layer depth h. Using 'z and I'g, Jenkins (1991)
formulated expressions for the oceanic heat and salt fluxes r and Qg, allowing Eqgs.
1.1-1.3 to be solved for interface conditions T3, S, and m. Assuming boundary layer
turbulence produces a well-mixed layer in temperature and salinity adjacent to the ice,
Jenkins (1991) set the heat flux as proportional to the product of the friction velocity
u*, the temperature difference between the interface T, and the mixed layer Ty, and a

thermal exchange coefficient I'r, with an equivalent expression for salinity:

Qr = cppl'ru* (Tarr — Th) (1.8)

Qs = pl'su™(Smr — Sp) (1.9)

Under the assumption of hydraulically smooth ice®> While Eqs. 1.6 and 1.7 have a solid
basis in empirical studies, there have been few occasions to test the functional form of
these expressions beneath melting sea ice, and none beneath ice shelves. Sea ice- and ice
shelf-ocean interactions differ in that ice shelves are stationary while sea ice moves under
wind stress, independently of the ocean currents beneath it. Heat flux measurements
made beneath smooth melting sea ice do not support the Reynolds number dependence
of Egs. 1.6 and 1.7. Instead, McPhee et al. (1999) found that a constant transfer

coefficient was more appropriate?.

3A hydraulically smooth boundary is one for which the interface roughness is thinner than the laminar
sublayer of the flow. In this case zg ~ 59, in Eq. 1.5.

4This work used a reduced “two-equation” formulation which, instead of solving for the interface
temperature, considers the temperature difference between the mixed layer and the local freezing tem-
perature at mixed layer salinity and interface pressure.
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Buoyancy effects on the frictional ice shelf-ocean boundary layer

Thus far we have not considered the effect of buoyancy on the dynamics of the ISOBL.
The addition of meltwater cools and freshens the ocean beneath the ice. With respect
to density, meltwater is less dense than the ambient ocean, and will tend to stratify or
stabilise the water column. Meltwater therefore constitutes a stabilising flux of buoyancy
at the ice-ocean interface. For flow that is strongly affected by stratification, the velocity
profile in the surface layer is expected to depart from a simple logarithmic relationship.
Monin-Obukhov similarity theory extended for stratified shear flow allows the velocity
shear to be expressed as a function of the distance from the ice base, z, divided by the
Obukhov lengthscale, L (Monin and Obukhov, 1954), where the Obukhov length is an
estimate of the distance away from the ice where stratification starts to dominate the
flow (Obukhov, 1946). The velocity gradient is given by:
u* z
ézmw—f(z> (1.10)

z
where the Obukhov lengthscale is given by L = u*3/(kB) where B (m? s73) is the surface
buoyancy flux (Obukhov, 1971). For a stabilising buoyancy flux, the Obukhov lengthscale
compares the roles of shear and buoyancy in the production/suppression of turbulence,
where a large, positive L indicates that the flow is unaffected by stabilising buoyancy.
This expression (1.10) implies that stratification is affecting the mixing length, or the

maximum vertical distance over which eddies can diffuse momentum (McPhee, 1994).

Including the effects of both rotation and stratification, McPhee et al. (1987) developed
expressions for heat and salt transfer beneath sea ice, which have since been applied to
ice shelves (e.g. Holland and Jenkins, 1999). The effects of rotation and stratification

are encapsulated in the stability parameter (1), which is given by:

cur —1/2
fLR. ’

where f is the Coriolis parameter and £ = 0.052 and R, = 0.2 are constants. Assuming

n= 1+ (1.11)

a hydraulically smooth interface, the transfer coefficients from McPhee et al. (1987) can
be expressed as:

-1

1 wn’ 1 2
Ir= =1 — +125Pr*% -85 1.12
TSR T, Tagy TN (1.12)
* 02 1 -1
T's m L L ossen g (1.13)

ko fh, 21
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following Holland and Jenkins (1999). In these expressions, h, ~ 5, is the viscous
sublayer thickness. Because L is a function of the surface buoyancy flux due to melting,

Eqgs. 1.1-1.3 must be solved iteratively for the melt rate.

For large L, when the flow is relatively unaffected by buoyancy, the stability parame-
ter n — 1 and the transfer coefficient formulations 1.12 and 1.13 are equivalent to 1.6
and 1.7. Despite many ocean models implementing 1.12 and 1.13 to parameterise melt-
ing, it is common practise to set n = 1 (e.g. Galton-Fenzi et al., 2012; Gwyther et al.,
2016; Naughten et al., 2018b). Holland and Jenkins (1999) showed that the stability
parameter made less than a 10% difference to the predicted melt rate for temperatures
less than 0.5 °C above the freezing temperature and friction velocities greater than 0.1

cm st

(corresponding to a free stream flow of ~2 cm s™'). However, subsequent work
suggests that neglecting the effect of stratification on boundary layer dynamics could
cause melt rates to be significantly overestimated. In high resolution numerical simula-
tions, Vreugdenhil and Taylor (2019) showed that stratification is extremely important
in determining the transfer across the ISOBL. They found that transfer coefficients I'p
and I's depend on the frictional Obukhov lengthscale® (LT). At relatively warm, low u*
conditions, which correspond to low L™, they found that the efficiency of heat and salt
transfer decreased, melt rates were suppressed and the boundary layer was overall more
stratified. This study considered only the surface layer, and did not include the effects of
rotation. Further work is required to understand rotation, buoyancy and the usefulness

of the stability parameter 7.

Friction velocity and the effects of interfacial roughness

The friction velocity u* appears in the expressions for the oceanic heat and salt fluxes
(Egs. 1.8 and 1.9). However, in practise, u* is not carried in an ocean model and
must be expressed as a function of the mean flow speed U, some distance from the
ice base. Assuming a quadratic relationship between the shear stress and the mean
flow 7 = poCyUZ, where Cy is the dimensionless drag coefficient, gives an expression
for u* in terms of the mean flow u* = +/CyU,. In reality, C; also depends on the
roughness of the ice-ocean interface, which can exert more drag on the ocean current than

a hydraulically smooth ice base. However, C, is extremely poorly constrained beneath

5The frictional Obukhov lengthscale (LT) is the ratio of the Obukbov lengthscale to the viscous
scale Lt = L/§, and determines whether any portion of the flow is unaffected by either stratification
or viscosity.
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ice shelves. In keeping with the assumption of hydraulically smooth ice, relatively low
drag coefficients in the range C; =0.0015-0.003 are typically implemented in ice-ocean
models (e.g. MacAyeal, 1984; Gwyther et al., 2015; Naughten et al., 2018b).

There have been extremely few opportunities to investigate this assumption. Beneath
the Filchner-Ronne Ice Shelf at melting conditions Davis and Nicholls (2019) reported a
value of C; = 0.0022. Observations beneath melting sea ice have yielded values of Cy in
the range 0.002-0.009 (e.g. McPhee, 1992). Recent studies of the sea ice-ocean boundary
layer have found values up to two orders of magnitude larger than this for regions where
platelet ice (the sea ice analogue to marine ice) is present (Robinson et al., 2017), thus
we expect that Cy may also be considerably higher beneath marine ice than in melt zones

on ice shelves.

1.3.3 Convection-driven melting

The ice-ocean parameterisations outlined thus far have focused on the case where melting
is proportional to the intensity of turbulence generated by current shear. One interpre-
tation of this parameterisation is that the width of the laminar sublayer, across which
heat and salt must diffuse, is controlled by the shear stress exerted by the flow (Wells
and Worster, 2008; McConnochie and Kerr, 2017a). However, this is not the only pos-
sible mechanism. In the case of a vertical or sloping ice shelf, buoyant instability of the
sublayer itself could instead play this role (Wells and Worster, 2008). In this paradigm,
buoyant meltwater drives a plume up the slope and along the ice (Fig. 1.8) as investi-
gated in laboratory and high resolution numerical studies of a melting, vertical or sloping
ice shelf (Josberger and Martin, 1981; Kerr and McConnochie, 2015; Gayen et al., 2016;
McConnochie and Kerr, 2018; Mondal et al., 2019). Kerr and McConnochie (2015) and
Gayen et al. (2016) showed that the melt rate of vertical ice m, depends upon the thermal
driving 7 (the difference between the ambient temperature and the local pressure and
salinity dependent freezing temperature) as m, ~ T**3 and is independent of the plume
velocity. McConnochie and Kerr (2018) and Mondal et al. (2019) extended this result to
sloping ice, independently determining that the melt rate for sloping ice (ms) was propor-
tional to m, scaled by the basal slope angle from the horizontal (6) as ms ~ m, sin%/3 6.
While the sin*? 6 dependence of the melt rate on slope angle was only demonstrated
experimentally for 8 > 50°, the simulations showed that this relationship holds down

to 8 = 10°. The effect of ambient stratification on melting has also been investigated
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in a laboratory setting. McConnochie and Kerr (2016a) showed that stratification has
a strong influence on convectively-driven melting and plume velocity when the ambient

stratification is large compared to the plume buoyancy flux.
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Figure 1.8: Direct numerical simulation of convective melting of a vertical ice face from
Gayen et al. (2016). Panels are (a) vertical velocity w, (b) horizontal velocity u and (c)
melt (dissolution) rate and interface temperature (7;).

As the buoyant plume accelerates, it is anticipated that shear will become increasingly
important and a transition may occur between convective and shear dominated melting
(Wells and Worster, 2008). Because of the small physical scale of the laboratory and
numerical experiments conducted thus far, this transition has not yet been observed.
However, McConnochie and Kerr (2017a) suggest that a transition from a convectively-
controlled to a shear-controlled diffusive sublayer is expected above a critical velocity in
the range 2-4 cm s~! for a vertical ice face at T* ~ 0.5 °C, based upon their empirical
melting parameterisation and a critical Rayleigh number argument. The effects of slope
angle and stratification are not taken into account in this critical speed. A recent review
paper by Malyarenko et al. (2020) used observational data to estimate a critical Reynolds
number for the transition from convective to shear-controlled melting. Based upon the
ability of shear and convective parameterisations to represent observed melt rates be-
neath the Filchner-Ronne and Ross Ice Shelves, Malyarenko et al. (2020) suggest that
this transition occurs at Res = W /v = 20, where 0 is the molecular sublayer thickness
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and W is the velocity at the edge of that sublayer.
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Figure 1.9: Direct numerical simulation of double-diffusive convection (semiconvection)
beneath melting ice from Keitzl et al. (2016b). Colour shows normalised buoyancy.

Beneath a flat ice shelf, stabilising buoyancy from melting cannot drive a mean flow.
Experimental and direct numerical simulation (DNS) studies have investigated melting
of flat ice at quiescent (zero mean flow) conditions. In this case, the boundary layer is
characterised by a diffusive sublayer near the ice with a gravitationally unstable bound-
ary layer beneath it and a deeper region of convection below (Martin and Kauffman,
1977; Keitzl et al., 2016b). For a flat ice-ocean interface, the buoyancy supplied by
melting at Antarctic conditions is stabilising. However, a type of convection known as
double-diffusive or ‘semi-’ convection can occur. Double-diffusive convection is a conse-
quence of the rapid diffusion of heat (kr) compared to salt (kg) which allows the thermal
diffusive boundary layer to grow more quickly than than its saline counterpart, creating
an unstable density boundary layer and driving convection. Both Martin and Kauffman
(1977) and Keitzl et al. (2016b) found that the diffusive region near the ice grew in time,
resulting in time-dependent fluxes to the ice-ocean interface. Fig. 1.9 shows convective
plumes caused by double diffusion beneath melting ice (Keitzl et al., 2016b). Small-scale
convective processes such as double-diffusive convection and buoyant plumes are not re-
solved or well-parameterised in regional ocean models, and thus their effect on melting

and cavity-scale circulation is not accounted for.

1.4 Observations beneath ice shelves

Observations from within ice shelf cavities are relatively sparse due to the difficulty of
accessing the ocean through hundreds of meters of ice. Available observations show a

broad range of environmental conditions. Here, we focus on the observations relevant to
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melting and the ISOBL, such as the temperature, salinity and stratification, the strength
and drivers of currents near the ice, the roughness and slope of the ice base, and evidence

of turbulence intensity and mixing.

Amongst the ice shelves classified as “cold cavity”, a wide variety of conditions have been
observed. Boreholes drilled through the Filchner-Ronne Ice Shelf show cold conditions,
low stratification, strong tidal currents and melt rates on the order of 1 m yr ~! (Jenkins
et al., 2010b; Nicholls, 2018). Similar conditions have been observed beneath the Larsen
C Ice Shelf (Davis and Nicholls, 2019), where turbulence measurements from within the
ISOBL show that buoyant meltwater does not play a strong role in the boundary layer
turbulence at these conditions. Beneath the Amery Ice Shelf, another cold cavity ice
shelf, significant zones of refreezing have been observed. The western flank of the ice
shelf is characterised by a thick, well mixed boundary layer, negative thermal driving
(i.e. “supercool” water with temperature colder than the in situ freezing temperature)
and the presence of accreted frazil ice (ice crystals that form within the water column

and settle on the underside of the ice shelf; Herraiz-Borreguero et al., 2013).

Cold temperatures are also typical of the interior of the Ross Ice Shelf cavity, where
observations show temperatures within ~ 0.01°C of the in situ freezing temperature near
the ice base (Stevens et al., 2020). Measurements made in the 1970s show a well mixed
boundary layer (Foster, 1983) and slow refreezing on the order of 2 cm yr—! (Zotikov
et al., 1980). More recent observations found a similar well-mixed boundary layer and
marginal intermittent melting/freezing conditions (Stevens et al., 2020). Melting is much
stronger at the front of the RIS due to the influence of seasonally warmed surface waters
(Arzeno et al., 2014; Stewart, 2018; Stewart et al., 2019). Here, ocean temperatures
in the range 0.1-1°C above the in situ freezing temperature drive melt rates of several
meters per year (Stewart et al., 2019). Seasonal variation in melting is also a feature of
the Fimbul Ice Shelf, where temperatures vary seasonally from supercool in winter to
above freezing in summer, when fresh surface waters enter the cavity (Hattermann et al.,

2012).

Beneath the Pine Island Ice Shelf, CDW is present and consequently thermal driving
is high (~ 1.5 °C). Concurrent measurements also showed relatively strong, steady flow
(10-15 cm s™!) and high melt rates (~15 m yr~') (Stanton et al., 2013). The steady
flow is attributed to a buoyant meltwater plume based on the density structure and the
basal slope of the ice. Another warm, CDW-flooded cavity is the George VI ice shelf.
Despite being subject to even larger thermal driving (~ 2.3 °C) than Pine Island Ice
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Shelf, George VI melt rates are an order of magnitude lower. As well as low melt rates, a
diffusive convection-favorable thermohaline staircase was observed (Kimura et al., 2015).
Thermohaline staircases are the hallmark of double-diffusive convection. The remarkable
difference in melt rates between the Pine Island and George VI Ice Shelf cavities may
be attributed to the presence of a basal slope and associated turbulent plume at the
Pine Island Ice Shelf site, as compared to the flatter, more highly stratified George VI
Ice Shelf site. Observations from the grounding line of the Ross Ice Shelf suggest that
stratification effects are not limited to CDW-affected, high thermal driving locations.
At this grounding zone site, which was characterised by low-moderate thermal driving
(~ 0.1°C) due to the presence of DSW and weak currents (~ 1 cm s™!), the thermohaline

structure was suggestive of double-diffusive convection (Begeman et al., 2018).
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Figure 1.10: Ice base geometry under Pine Island Glacier ice shelf from Fig. 2 of
Dutrieux et al. (2014). (c) Basal elevation (color) of a longitudinal channel. (d) Basal
slope angle from horizontal in the area indicated in (c).

The morphology of the underside of the ice shelf is also crucial to melting and flow on
both large and small scales. With respect to the slope of the ice base, Antarctic ice shelves
have small aspect ratios (vertical/horizontal lengthscales of ~ 2/100 km) corresponding
to a small overall basal slope (f# < 1°). However, on smaller scales, steep slopes have been
observed associated with terraces and channels in the ice base (e.g. Jenkins et al., 2010a;
Stanton et al., 2013; Dutrieux et al., 2014), as is shown in Fig. 1.10. These features
are certain to influence basal melting, and some may be formed or reinforced through
melting. Features at even smaller spatial scales may affect melting by increasing the
roughness of the ice base, which is expected to increase the heat flux to the ice (Gwyther
et al., 2015). However, no observational studies to date have investigated the effect of

roughness on basal melting of ice shelves.

Another crucial set of observations for understanding the ISOBL are turbulence quan-

tities such as dissipation (€¢). However, only a handful of measurements of turbulence

20



1.5. THESIS OBJECTIVES AND OUTLINE

dissipation have been made beneath Antarctic ice shelves. Beneath the Pine Island
Ice Shelf a large spatial survey was conducted, finding average and maximum values of
e=3x10"" W kg ! and 6.2 x 107® W kg™! respectively near the ice (Kimura et al.,
2016). Within the cold, tidally-dominated boundary layer beneath Larsen C Ice Shelf
dissipation values in the range 107-107% W kg~! were measured (Davis and Nicholls,
2019), while Venables et al. (2014) reported much lower dissipation values from beneath
George VI Ice Shelf (~ 4 x 1071 W kg™!). This latter value is consistent with the ob-
servation of a thermohaline staircase beneath the George VI Ice Shelf, as thermohaline

staircases are not expected to coexist with strong turbulence (Radko, 2013; Shibley et al.,
2017).

These observations have revealed a wide range of cavity environments and phenomena
that challenge the assumption, inherent in common ice-ocean parameterisations, of a
well-mixed, turbulent boundary layer formed by flow over smooth, melting ice. Crucially,
observations of features such as thermohaline staircases (Kimura et al., 2015; Begeman
et al., 2018), buoyant plumes and near-ice stratification (Stanton et al., 2013) suggest
that the role of buoyancy in melting, mixing and circulation beneath Antarctic ice shelves

has thus far been underestimated and requires further study.

1.5 Thesis objectives and outline

The preceding text has shown that ocean-driven melting of ice shelves is a leading cause
of mass loss from Antarctica and is crucial to ice sheet stability and global sea level.
Furthermore, efforts to predict the melting response of Antarctic ice shelves to a warming
ocean are undermined by poor understanding of the small-scale ice-ocean boundary layer
processes that control melting. This thesis seeks to address this knowledge gap by
characterising melting and ISOBL dynamics across a broad range of ocean states. The

aims of this thesis are to:

e Describe and contextualise the processes influencing basal melting of the Amery
Ice Shelf

o Evaluate the performance of common ice-ocean parameterisations in reproducing

observed melt rates beneath the Amery Ice Shelf using in situ ocean data
o Develop an idealised model configuration of the rotationally and buoyancy affected
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[SOBL guided by and evaluated against available data from within ice shelf cavities

« Investigate the ISOBL under a variety of conditions, especially warm and/or qui-

escent conditions for which existing parameterisations perform poorly

o Determine the physical relationships between melting and ocean state in different
ISOBL “regimes” and develop the capacity to predict the conditions under which

these regimes apply to different Antarctic ice shelves.

The following chapters of this thesis are organised as follows. Chapter 2 presents a
unique set of observations from beneath the Amery Ice Shelf, including in situ basal
melt rate and ocean conditions, and evaluates existing ice-ocean parameterisations using
this dataset. Chapter 3 introduces the numerical model of the ISOBL, and shows that
double-diffusive convection determines ice shelf melt rates and mixed layer properties at
relatively warm, low velocity conditions. Chapter 4 extends the model forcing condi-
tions to encompass colder and more energetic cavity environments in which the current
shear controls the melt rate. The transition from well mixed to stratified conditions,
where ISOBL turbulence is strongly affected by buoyancy, is investigated and the effect
of near-ice stratification on melting is quantified. Chapter 5 discusses the results from
Chapters 2, 3 and 4 and synthesises both simulation and observational data into a regime

diagram. Finally, conclusions and future work are presented in Chapter 6.
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CHAPTER 2

Observations of basal melting and ocean
circulation beneath the Amery Ice Shelf

Abstract

Ocean driven melting of Antarctic ice shelves is causing grounded ice to be lost from the
continent at an accelerating rate. However, the ocean processes governing ice shelf melt-
ing are not well understood, contributing to uncertainty in projections of Antarctica’s
contribution to sea level. Here, we analyse oceanographic data and in situ measurements
of ice shelf melt collected from an instrumented mooring beneath the Amery Ice Shelf.

Results show a moderate annually-averaged melt rate of 0.514£0.18 m yr—!

, consistent
with modelling results and glaciological estimates, driven by temperatures ~ 0.2 °C
above the local freezing point and currents with mean and peak tidal speeds of 5.0 cm
st and 17.0 cm s, respectively. There is significant seasonal variation in melting with
a maximum in May and a minimum in September. We analyse coincident measurements
of ice shelf melt and oceanographic forcing to constrain the oceanic heat transfer through
the ice-ocean boundary layer, and evaluate parameterisations of ice-ocean interactions.
We find that parameterisations in which there is an explicit dependence of the melt rate
on the speed of the currents beneath the ice tend to overestimate the local melt rate by
between 200% and 400%, depending on the drag coefficient assumed. A new convective
parameterisation, in which the melt rate depends on the slope of the ice base, is also
evaluated and is shown to under-predict melting by 20%. We show that the misfit be-
tween current speed-dependent parameterisations of melt rate and observed melt rate is

widespread across available observations.
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2.1 Introduction

The Antarctic Ice Sheet is losing mass, and raising sea level, at an accelerating rate
(Bamber et al., 2018; Shepherd et al., 2018; Meredith et al., 2019). This mass loss is
caused by the acceleration of the glaciers that make up the Antarctic ice sheet in response
to reduced ice shelf buttressing (Meredith et al., 2019), a process whereby floating ice
shelves provide resistance to the flow of grounded ice upstream (Dupont and Alley,
2005; Fiirst et al., 2016; Reese et al., 2018). The reduction of ice shelf buttressing is
driven primarily by increased sub-ice shelf melting (e.g. Khazendar et al., 2013; Cook
et al.,, 2016; Adusumilli et al., 2018; Minchew et al., 2018). Modelling studies have
demonstrated the grounded ice response to enhanced melting is more sensitive in some
areas, like grounding zones, than others (Reese et al., 2018). Accurate modelling of both
the magnitude and distribution of melt rates is therefore critical for accurately predicting
the future sea level contribution from the Antarctic Ice Sheet, which is deeply uncertain
at present (Meredith et al., 2019).

Sub-ice shelf melt rates are controlled by ice-ocean interactions involving a range of tem-
poral and spatial scales (Dinniman et al., 2016) from large-scale circulation to micro scale
ice-ocean boundary layer processes (Gayen et al., 2016; Keitzl et al., 2016b; Vreugdenhil
and Taylor, 2019). Of critical importance to the magnitude, spatial pattern and season-
ality of the melt rate are the properties of the watermass/es that intrude into the ice shelf
cavity. For example, some ice shelves are flooded by Dense Shelf Water (DSW), a cold
(T' ~ —1.9 °C) watermass generated by sea ice formation. As the densest watermass on
the Antarctic continental shelf, DSW can access the deepest parts of the ice shelf cavity,
where the pressure dependence of the freezing temperature allows it to drive high melt
rates. This is known as mode 1 melting, where three modes were described by Jacobs
et al. (1992). Mode 2 is driven by relatively warm Circumpolar Deep Water (CDW;
T ~ 1 °C) which intrudes onto the continental shelf and, after some modification, into
ice shelf cavities where is drives rapid melting. Mode 2 melting is particularly preva-
lent in West Antarctica (e.g. Cook et al., 2016; Jacobs et al., 2011; Jenkins et al., 2018).
However, factors such as wide or shallow continental shelves, or a deep thermocline, tend
to protect East Antarctic ice shelves from CDW. Mode 3 melting is driven by Antarctic
Surface Water (AASW), another relatively cold watermass. In wintertime and at depth,
AASW is at surface freezing temperature (7'~ 1 °C) and drives low melt rates much like

DSW. However, in summertime, AASW is warmed by interaction with the atmosphere
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Figure 2.1: Ice thickness map of the Amery Ice Shelf in polar stereographic projection
with borehole sites AM01-6 labelled. The floating ice shelf is denoted by the bold colours.
Map produced with Antarctic Mapping Tools (Greene et al., 2017b) using the Bedmap2
product (Fretwell et al., 2013a)

and drives much higher melt rates in the shallower parts of the cavity (e.g. Arzeno et al.,
2014).

2.1.1 Amery Ice Shelf

The Amery Ice Shelf (AIS) is an embayed ice shelf in East Antarctica which has an area
of ~62,000 km? and some of the deepest Antarctic ice (~2200 m; Fricker et al., 2001)
in contact with the ocean. Modelling studies (Williams et al., 2001; Galton-Fenzi et al.,
2012) suggest that DSW is present beneath the AIS where it drives moderate melt rates
along the eastern flank of the ice shelf cavity. The deep draft of the AIS allows DSW
to drive strong melting at the grounding line: a draft of 2,200 m depresses the freezing
temperature by almost 2°C, resulting in melt-rates that exceed 30 m yr—! (Galton-Fenzi
et al., 2012). These elevated melt rates at the grounding line produce cold, fresh, buoyant
melt water called Ice Shelf Water (ISW). The ISW ascends the underside of the ice shelf
along the western flank where it becomes colder than the in situ freezing temperature,

allowing frazil ice to form and accumulate on the underside of the ice shelf (Fricker et al.,
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2001; Herraiz-Borreguero et al., 2013). ISW then exits the cavity on the western flank of
the AIS at depth (Herraiz-Borreguero et al., 2016; Williams et al., 2016). The inflow of
DSW on the eastern flank and the outflow of ISW on the western flank create a cyclonic

circulation within the cavity.

A sustained observational campaign has improved our understanding of circulation in
Prydz Bay and beneath the AIS. The Amery Ice Shelf-Ocean Research (AMISOR) project
has been monitoring the ocean beneath the AIS for nearly two decades (2001-ongoing)
(Allison, 2003). The data include oceanographic surveys and moorings from the calving
front of the AIS as well as from boreholes in the ice shelf itself. In total, 6 boreholes
were drilled through the ice and a variety of data and material was collected including
sediments, marine and glacial ice samples and ice temperature measurements. Oceano-
graphic measurements were collected from profiling and the deployment of instrumented
moorings for longer-term monitoring (Craven et al., 2004, 2014; Herraiz-Borreguero et al.,
2013; Post et al., 2014). These moorings confirmed the presence of both DSW and ISW
beneath the ice shelf, but also found that a modified version of CDW was present. Mod-
ified CDW (mCDW) was observed entering the cavity at intermediate depths during the
austral winter (Herraiz-Borreguero et al., 2015). Coincident observations from under-ice
mooring AMO02, approximately 70 km southwest of the calving front, shows ISW with
a fresher source water mass during this time, suggesting that mCDW drives melting in

some areas of the AIS cavity.

Several studies have presented area-averaged melt rate estimates for the AIS, with glacio-
logical studies (Yu et al., 2010; Wen et al., 2010; Rignot et al., 2013; Depoorter et al.,

1

2013) finding values in the range 0.5-0.8 m yr~', and modeling (Galton-Fenzi et al.,

2012) and oceanographic (Herraiz-Borreguero et al., 2016) studies reporting values of

! respectively. Galton-Fenzi et al. (2012) showed a seasonal

0.74 m yr~! and 1.0 m yr—
cycle in area-averaged melt with a maximum of 0.8 m yr—! in winter and a minimum of

0.7 m yr~! in summer.

2.1.2 The ice shelf-ocean boundary layer

The ice shelf-ocean boundary layer (ISOBL) regulates heat and salt exchanges between
the ice and the far-field ocean, and plays a crucial role in determining the rate at which
the ice shelf melts. Close to the ice, where viscosity dominates, these exchanges occur
by molecular diffusion (McPhee et al., 1987; Gayen et al., 2016; Keitzl et al., 2016b).
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Further from the ice, turbulent fluxes dominate (Keitzl et al., 2016b; Sirevaag, 2009;
Vreugdenhil and Taylor, 2019). Often, this turbulence is produced by vertical shear:
velocity must transition from zero at the ice-ocean interface to its free stream value some
distance away. A steep velocity gradient can become unstable, producing a turbulent

boundary layer. Buoyancy fluxes due to melting or freezing can enhance or suppress this
turbulence (McPhee et al., 1987; Vreugdenhil and Taylor, 2019).

The ISOBL is subgrid-scale in ocean models. Typically, the resolution of general circula-
tion models (e.g. Naughten et al., 2018a) and regional models (e.g. Gwyther et al., 2016;
Galton-Fenzi et al., 2012) is far too coarse to capture the ISOBL processes that regu-
late melting. Instead, a parameterisation is used to diagnose the interface temperature,
salinity and melt rate from far-field ocean properties. Basal melting parameterisations
typically assume that melt is controlled by the shear (gradient in velocity) induced by
large-scale currents or buoyant plumes and set the melt-rate as a function of current

velocity.

2.1.3 Modeling ice-ocean interactions

Shear-controlled melting

Ice shelf melt is calculated by balancing fluxes of heat and salt at the ice-ocean interface
(e.g. McPhee et al., 1987; Hellmer and Olbers, 1989; Jenkins, 1991; Holland and Jenkins,
1999), and assuming that the interface temperature T}, is at the freezing temperature at
interface salinity and pressure T, = T¢(Sy, pp). The interface temperature and salinity

are therefore related by the linearised liquidus relationship:
Tb = )\15{, + )\2 -+ )\3pb. (21)

The values of empirical constants A\;, Ay and A3 are given in Table 2.3. As described
in detail in §1.3, the divergence of heat at the interface is balanced by a latent heat
flux due to melting, with an equivalent balance for salt (Egs. 1.2 and 1.3). The melt
rate m appears in the latent heat (Qatent = Lymp;) and brine (Qprine = Spmp;) fluxes,
respectively, where Ly is the latent heat of freezing and p; is the ice density. The heat
balance expression is given by:

J1;

plmLf = piCiHT,ig X — pCpFTU* (Tb — TML) (22)
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where the first term on the right hand side is the diffusive heat flux into the ice shelf,
where (07;/0%), is the ice shelf vertical temperature gradient evaluated at the ice-ocean
interface and ¢; and kr; are the heat capacity and thermal diffusivity of the ice, respec-
tively. The second term on the right hand side is the oceanic heat flux, here parame-
terised in terms of the bulk temperature difference across the boundary layer (7, — Ty,
where Ty, denotes the mixed layer temperature), the friction velocity u* and a transfer
coefficient I'p. Parameters p and ¢, are the density and heat capacity of the ocean mixed

layer, respectively. An equivalent expression is given for the balance of salt:
plm(Sb — Sz) = stu*(Sb — SML); (23)

where I's is the salt transfer coefficient. In this expression the ice salinity and the
diffusive salt flux within the ice are assumed to be zero. The friction velocity u* is
defined as the square root of the kinematic stress at the ice-ocean interface. However, in
this instance u* is estimated as a function of the free-stream current speed U through a

simple parameterisation:
ut = Cy*U (2.4)

where drag coefficient Cy is often taken to be 0.0025 (Gwyther et al., 2015).

Heat and salt flux expressions 2.2 and 2.3, in which m depends upon u*, are common
to many ice-ocean parameterisations (e.g. McPhee et al., 1987; Jenkins, 1991; Jenkins
et al., 2010b). However, the form of oceanic heat and salt transfer coefficients I'z and

I's varies between studies. McPhee et al. (1987) expresses 'y, I'g as:

P Ly Y88 L ospen g B (2.5)
= —In — BHPre® — 8. .
ok fhe 2

1 P 1 -
Pg— 1 L8 L 9560 g5 (2.6)

k [hy 2€n
where Pr (Sc) is the Prandtl (Schmidt) number, & = 0.4 is von-Karman’s constant, f is
the Coriolis parameter, £ = 0.052 is a dimensionless constant, and h, = 5v/u* the thick-
ness of the viscous sublayer. The stability parameter (n; Eq. 1.11) describes the influence
of an interfacial buoyancy flux B, which reduces the ISOBL depth. Buoyancy flux B is
itself determined by the melt rate. Holland and Jenkins (1999) showed that for 7" < 0.5
°C and u* > 0.1 cm s~ ! (corresponding to U ~ 20 cm s~ ') the stability parameter makes

less than a 10% difference to the estimated melt rate. These conditions are thought to
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be applicable to most of Antarctica’s largest ice shelves such as the Ross, Filchner-Ronne
and Amery, thus many ocean models discount the effect of a stabilising buoyancy flux
and set n = 1 (e.g. Galton-Fenzi et al., 2012; Gwyther et al., 2016; Naughten et al.,
2018b). For n = 1, the parameterisation becomes analogous to that presented in Jenkins
(1991) with transfer velocity formulation I'rg = (2.12In(u*h/v) + 12.5(Pr, Sc) —9)7!
from Kader and Yaglom (1990). Melting Eqs. 2.2 and 2.3 are functions of friction veloc-
ity u*. To avoid obtaining m = 0 for cases where the free stream velocity U = 0, a lower
bound on u* is sometimes implemented to represent “diffusive” melting (e.g. Gwyther
et al., 2015).

Several studies have compared observed melt rates to predictions made using parame-
terisations, with varying results (Jenkins et al., 2010b; Kimura et al., 2015; Begeman
et al., 2018). When applied to the cold, energetic ocean conditions observed beneath
the Filchner-Ronne and Larsen C Ice Shelves, the parameterisation outlined in Jenk-
ins (1991) under-predicted melt-rates by 40% (Jenkins et al., 2010b). However, when
applied to warmer, less energetic cavity environments, this parameterisation tended to
over-predict melt rates (Kimura et al., 2015; Begeman et al., 2018), by factors of 4-30.
Unfortunately, no observational study to date has been able to test the functional form

of the parameterisation.

While Egs. 2.5 and 2.6 are still widely implemented, many studies now set I'y and
['s to constant values (e.g. Dansereau et al., 2014; Jourdain et al., 2017). This form
is supported by observations beneath sea ice (McPhee, 2008). Jenkins et al. (2010Db)
used ice shelf melting, upper-ocean temperature and current meter measurements to
observationally constrain these transfer coefficients. As u* was not directly measured,
they inverted for the products v/CyI'y and /CyI'g, which they term thermal and saline
Stanton numbers, using the drag relationship (Eq. 2.4) and assuming constant Cy. The
best fit to the data was found for v/C;I'7=0.0011, v/CyI's= 3.1x10~° assuming the ratio
['r/T's = 35.

Convection-controlled melting

Recent laboratory (McConnochie and Kerr, 2016a), turbulence-resolving numerical (Gayen
et al., 2016; Mondal et al., 2019) and theoretical (Kerr and McConnochie, 2015) studies
have found that melting of sloping or vertical ice is controlled by the thermal driving

(the difference between the ambient temperature and the local pressure- and salinity-
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dependent freezing temperature) and does not depend directly on current speed. In this
“convective” regime, buoyant instability controls the near-wall properties and therefore

melt rates.

Scaling analysis and laboratory experiments were used to develop a model for the ab-
lation of a vertical (Kerr and McConnochie, 2015) or sloping (McConnochie and Kerr,
2018) ice-ocean interface. This model envisages that the thermal and saline boundary
layers adjacent to the ice grow diffusively until some characteristic timescale when they
are periodically removed by the eddies associated with turbulent convection. The con-
vection is driven by destabilising buoyancy associated with the fresh meltwater flux. The

interface temperature is given by:

piLs + pici(Ty — T;) ks /2 Soo — Sb

Too -1y = )
b PCp K Soo — S

(2.7)

where k7 and kg are the molecular diffusivities of heat and salt and the subscript oo
denotes the ambient ocean values. The melt rate is then given by:

1/3
2/3 ¢ 9(poo — po) K2 Seo — Sb | (2.8)

m = 7y sin Py S5

where 7 is a constant of proportionality equal to 0.09 (Kerr and McConnochie, 2015) and
0 is the angle of the ice-ocean interface to the horizontal. The liquidus relationship 2.1
allows this system of equations to be solved for interface conditions and melt rate. This
model implies that m scales as AT*?, where AT = T, — T}, is the temperature difference
between the interface and ambient ocean, and with the basal slope € as sin??6. An
equivalent expression for melting of a sloping ice face was determined using turbulence-
resolving numerical simulations (Mondal et al., 2019). While the sin??3# dependence of
the melt rate on slope angle was only demonstrated experimentally by McConnochie and
Kerr (2018) for angles greater than 50°, the simulations of Mondal et al. (2019) showed
that this relationship holds for slope angles of 10° and greater.

2.1.4 Present study

This chapter is presented as follows. The data collection and processing are described in
§2.2. Ocean and melt rate variability is quantified at seasonal and higher frequencies in
§2.3. In §2.4, ocean and melt rate observations are used to evaluate shear and convective

parameterisations of ice-ocean interactions. Finally, in §2.5, the comparison between
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observed and predicted melt rates is expanded to include other published studies of melt

rates and in situ ocean observations.

2.2 Data and Methodology

2.2.1 Instrumentation

The borehole at AM06 (70°14.7° S; 71°28.1° E) was hot water drilled during the 2009/2010
summer at a site that was predicted to be melting (Galton-Fenzi et al., 2012). The ice
shelf is 607 m thick, with 73+2 m of freeboard, and the water column thickness is 295
m. The ice ocean interface and seafloor are at 523+2 (upper limit) and 83742 dbar,

respectively.

Before the mooring was deployed, several CTD casts were collected over the full depth
of the cavity during a two day period using a Falmouth Scientific Instruments (FSI)
3” Micro Conductivity Temperature Depth (CTD) instrument (serial 1610). Pre-season
laboratory calibrations of the FSI CTD temperature, pressure and conductivity sensors
were done at the Commonwealth Scientific and Industrial Research Organisation Division
of Marine Research, however no in situ calibrations were performed due to the difficulty
of deploying Niskin bottles through the ice shelf, nor was a shipboard calibration check
performed. Based upon the largest corrections from previous AMISOR sites (using the
same instrument) the error is expected to be less than 0.005°C, 0.3 psu and 3 dbar for
temperature, salinity and pressure, respectively. In situ temperature (1) and Practical
Salinity (5) are converted to Conservative Temperature (©) and Absolute Salinity (Sa)
using the Gibbs Seawater Matlab package (McDougall and Barker, 2011).

A mooring, comprising three Seabird SBE37IM Microcats and one upward looking
RDI 300kHz Workhorse Acoustic Doppler Current Profiler (ADCP), was then deployed
through the ice. All instruments sampled at 30 minute intervals. In the vertical, the
ADCP sampled 27 bins at 4 m resolution, where 23 of the bins were within the water
column. The ADCP uses four beams to calculate velocity, and each beam is at an angle
of 20° from the vertical. The locations of the instruments with respect to the ice-ocean
interface are outlined in Table 2.1. The duration of the ADCP record is 366 days, thus

we restrict the analysis of the Microcat data to the same period for this study.
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Table 2.1: Type, duration and depth of measurements from the AM06 borehole. Depth
given with respect to the ice-ocean interface.

start date duration pressure depth
(days) (dbar) (m)

interface ~ ~ 047 0
CTD 01/01/10 2 0-837 0286
mCAT1  07/01/10 366 551 4
ADCP 07/01/10 366 640 92
mCAT2  07/01/10 366 681 132
mCAT3  07/01/10 366 790 286

2.2.2 Melt rate measurements

The rate of melting of the ice shelf base at AMO6 is calculated from the rate of change of
the range from the upwards facing ADCP to the ice. Range from the ADCP to the ice
shelf is obtained by post-processing the echo amplitude (intensity) of the ADCP pings,
rather than using the Bottom Tracking functionality. Following the method outlined
in Shcherbina et al. (2005), a modified Gaussian is used to approximate the surface

reflection peak profile A(z):

2
Z—ho

J

A(z) =apexp — + a1z + ag (2.9)
where ag, aq, as, hg and 6 are obtained by a least squares fit of Eq. 2.9 to the echo
amplitude data in the vicinity of the surface peak. The fitted value of hg is an estimate
of the range from the ADCP to the ice shelf.

The fit is found for each of the four ADCP beams independently. Ideally, an average over
the four beams would be used to decrease the statistical error (Shcherbina et al., 2005),
however this was not possible due to the shape of the ice shelf base. We show that the
ice shelf draft changes by 20 m over a horizontal distance of only 40 m. The method of
fitting a curve to the echo amplitude relies on having data on both sides of the surface
reflection peak. In the case of the ice with shallower draft (longer range), the peak is not
resolved and therefore cannot be fitted with Eq. 2.9. Consequently, range is calculated
only for headings —30 < # < 50 and melt rate estimates are only possible over this area.
The heading, pitch, and roll data recorded by the ADCP are used to map the range data

onto a plane in polar coordinates. The data are then binned and all four ADCP beams
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Figure 2.2: (A) Conservative Temperature © and (B) Absolute Salinity Sa profiles from
the two CTD casts at AM06. Individual up- and down-casts are shown (grey lines)
as is the four-profile mean (black line). Overlain at the appropriate pressures are the
mean (£ 20) microcat © and Sy for the month following the CTD data collection. (C)
Squared buoyancy frequency N2, where the grey and black buoyancy frequency curves
were obtained using 10 and 40 dbar running window averages, respectively. The shaded
grey region shows range in the ice-ocean interface position above the instruments due to
the sloping ice base.

are averaged together over a month-long period to obtain a mean ice-surface position for

that month. Differencing these surfaces yields monthly melt rate estimates.

2.3 Observations

2.3.1 Oceanographic setting

CTD casts collected before the deployment of the mooring at AM06 show a water column
stratified in both temperature and salinity, with cooler, fresher water overlying warmer,
saltier water (Fig. 2.2). There is no discernible difference between the up- and down-
casts of the CTD. The water column is stably stratified with depth-mean stratification
N? ~ 3.5%x107% 572, where N = [—(g/po)(0p/0z)]*/? is the buoyancy frequency. There is
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no clear mixed layer beneath the ice, in fact temperature gradients are especially strong
in the upper 30 m of the water column. There is some evidence for a basal mixed layer
below ~790 dbar, although this was not consistently sampled by the CTD.

Fig. 2.4 shows the four cast-mean © — S, properties from the CTD. A defining feature of
ocean properties beneath ice shelves is the presence of meltwater from meteoric (fresh)
ice, which causes ocean properties to evolve along nearly-straight line in © — Sy space
(e.g., Gade, 1979; Hattermann et al., 2012; Stevens et al., 2020). Under the assumption
of equal eddy diffusivities for heat and salt, the gradient (d©/dSa) of this “meltwater
mixing line” can be calculated (Gade, 1979; McDougall et al., 2014). At local conditions
Eq. 16 of McDougall et al. (2014) gives d©/dSy = 2.38 C g~! kg, and explains the
© — Sa properties well over the pressure range 560-650 dbar. Near the interface, the
dO/dS, gradient steepens, deviating from the meltwater mixing line. A line of best fit
over this 15 m thick layer has slope d©/dSy = 4.8 C g~! kg. This result indicates that
the turbulent diffusivities of heat and salt are not equal over this region, which could be
explained by a mixing process such as double-diffusive convection (Kimura et al., 2014)

or the presence of stratification (Jackson and Rehmann, 2014).
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Figure 2.3: ©-Sa plots for months January, July and October in 2010 at AM06 and
AMO2 (5 year composite of years 2001, 2003-2006). Freezing temperature curves at
surface, AMOG6 interface (543 dbar; solid blue) and AMO02 interface (326 dbar; dashed
blue, bottom panel only) pressure are also shown. The dashed grey line is the meltwater
mixing line from Fig. 2.4.

The timeseries of temperature and salinity measurements from the upper water column

suggest that AMO06 is a site of melting year-round. For the whole period sampled, the
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Figure 2.4: ©-SA plot of the four-profile mean from Fig. 2.2 coloured by pressure.
A meltwater mixing line with gradient d©/dS,=2.38 °Cg~'kg calculated following Mc-
Dougall et al. (2014) is shown (dashed grey line), as are the local isopycnal slopes (dotted
grey lines). The inset shows a line of best fit for the upper 15 m of the water column
(red line) which has gradient d©/dSy=4.8 °Ckg g~

temperature recorded by the upper microcat is greater than the in situ freezing tempera-
ture at the interface pressure (543 dbar), by 0.2 °C on average (Fig. 2.5). Temperatures
recorded at all depths are colder than the surface freezing temperature (-1.9 °C) indi-
cating the presence of ISW, and show similar seasonality at all depths (Fig. 2.5). The
water column, which is warmest in summer and autumn, cools over winter and reaches a
minimum temperature in spring. The cooling is coincident with freshening at all depths.
In October, the cooling and freshening trend reverses, and temperatures and salinities

increase rapidly towards their previous summer values.

Microcat temperatures and salinities fall on a melt-freeze line (McDougall et al., 2014),
demonstrating that the water masses arriving at AMO06 have been modified by the addi-
tion of fresh water due to ice melt, with the highest fraction of melt-water at the microcat
nearest the ice base. The ISW present at AMO06 follows a single melt-freeze line year
round (Fig. 2.3), suggesting a single ISW source water mass with Sy ~34.68 g kg1
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Whilst it is not possible to use the melt-freeze relationship to unequivocally identify the
source water masses of the ISW, the salinity suggests that it is DSW driving melt at
AMO6. Figure 2.3 shows that ® — Sy minimum in spring is the result of a high degree
of modification of DSW by meltwater.

A multi-year composite of © — Sy from mooring AM02 (Herraiz-Borreguero et al., 2015),
situated mid-way (~70 km) from AMO6 to the calving front and spanning the years
2001, 2003-2006, is also shown in Fig. 2.3. The data from AMO02 microcats at 561 and
770 dbar show similar seasonality and properties to AM06. The © — S, properties at
the two mooring locations follow the same meltwater mixing line, suggesting the same
source watermass, however the ocean is typically warmer and saltier at AM02 than at
AMO6 at an equivalent depth. These observations suggest a pathway for DSW from the
calving front along the eastern flank of the AIS, consistent with the modelling results
of Galton-Fenzi et al. (2012). The warm, fresh ISW observed by the upper microcat at
AMO2 in winter (Fig. 2b), which has been identified as ISW with mCDW as its source
(Herraiz-Borreguero et al., 2015), is not observed at AMO06 in 2010.

Tidal currents are evident in the ADCP velocity measurements beneath AMO06 (Fig.
2.6). Harmonic analysis (Pawlowicz et al., 2002), restricted to frequencies higher than
semi-annual due to the limited duration of the ADCP record, shows that the tides have
mixed semi-diurnal and diurnal properties. The ellipse semi-major velocities of semi-

diurnal constituents Sy and M, are 3.3 and 3.0 cm s~}

, respectively; larger than than
those of diurnal constituents K; and O;, which are 1.9 and 1.8 cm s~! (Table 2.2).
Ellipse semi-minor velocities for both diurnal and semi-diurnal constituents are positive,
indicating clockwise rotation of the current vector in time. However the semi-minor
velocities are also small, as tides are close to rectilinear. Tides are oriented NNE/SSW/,
roughly normal to the AIS calving front. These findings are consistent with results from
a barotropic tidal model which showed mixed semidiurnal and diurnal tidal currents
beneath the AIS, with the magnitude of the semi-major axis generally less than 5 cm s+
for the semidiurnal tide and less than 2 cm s~ for the diurnal tide (Hemer et al., 2006).
An estimate of the typical tidal current magnitude is given by:

4
Utyp = (ugz + v} )1/2 (2.10)

e,z
i=1
where u, and v, are the magnitude of the semimajor axis and semiminor axis of the
tidal ellipse, with subscript ¢ representing the four main tidal constituents. Using the

constituents in Table 2.2 yields Uy, = 9.8 cm s~! at AM06. Uy, is roughly the maximum
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Figure 2.5: Time-series of (A) © (B) S from all three microcats. The freezing temper-
ature (black) at upper microcat salinity and interface pressure is also shown in (A).

current speed available from these four constituents. Instantaneous current speeds at
AMOG6 in excess of 15 cm s (Fig. 2.6) are a consequence of the superposition of mean

and tidal currents.

In order to consider the tidal and non-tidal (residual) currents separately, we remove the
modelled tidal velocities from the depth-mean velocities. Fig. 2.6 compares the total
and residual flow speeds, where the residual flow is smoothed with a Gaussian filter with
a half width of one week. The residual flow U, is oriented into the cavity (220°N) and

has an annual mean speed of 3.2 cm s~ .

The strength of U, varies seasonally and at
higher frequencies. Notably, in the period August—December, the residual circulation is
much weaker (~2.0 cm s™1). This period of weaker circulation is coincident with a cold,
fresh water column (Fig. 2.3), suggesting increased residence time beneath the ice and

a higher meltwater fraction.
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Figure 2.6: (A) Depth-mean current speed U = vu?+v? from the ADCP (grey).
Overlaid is the smoothed, depth-mean current speed with tides removed U, =
V(u—ur)?+ (v—ovr)? (blue). (B) Current direction (grey) and smoothed current di-
rection with tides removed (red).

Beyond measuring the water column velocities, the ADCP also reveals a large, step-
like feature in the underside of the ice shelf at AM06. The base of the ice is mapped
out using the range from the ADCP to the ice as a function of the instrument bearing
(heading) and angle (pitch, roll). The bottom tracking function of the ADCP provides
four independent estimates of range from four separate beams, each oriented at 20° to
the vertical and at 90° to each other. The instrument rotates about the mooring line
due to currents, allowing the ADCP beams to map out a circular swath of the underside
of the ice (Fig. 2.7) and revealing a significant feature in the ice above. This feature has
a vertical extent of ~ 20 m and a maximum slope of 45°. The horizontal extent of the
ADCP coverage is ~ 80 m square. The sloped feature is continuous across this distance,

but the total extent of the feature cannot be determined using the available data.
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Table 2.2: Ellipse parameters for tidal current constituents of the depth-mean flow over
the upper 90m of the water column. Presented are velocities of the ellipse major and
minor axes, the inclination of the semi-major axis (counter-clockwise from east), and
phase of the tidal vector relative to equilibrium tide at Greenwich.

name frequency major minor inclination phase

cph cm st cmsT! ° °
S2 0.0833 3.30 0.37 69 56
M2 0.0805 2.95 0.01 72 313
K1 0.0418 1.79 -0.01 71 23
01 0.0387 1.75 0.04 72 17

2.3.2 Basal melt rate

The annual mean melt rate at AMO06 is 0.514+0.18 m yr~! (Fig. 2.8). Monthly-averaged
melt rates range from a maximum of 0.8 m yr~! in late Autumn to a minimum of 0.2
m yr~! in Spring. The seasonality in melting is consistent with the seasonality of upper
microcat temperatures. Broadly speaking, when temperatures are warmer, higher melt
rates are observed (Fig. 2.5). However, the period of maximum melt in June does
not coincide with the warmest ocean temperatures, which are observed in April for the
upper microcat. The dominance of tidal currents in the velocity record means that
seasonality in the current forcing is less pronounced. The weak residual flow period

August—November is coincident with the period of low melt rates (Fig. 2.6).

The melt rate measured here in situ is consistent with the modelled melt rate in the
vicinity of AM06 (Galton-Fenzi et al., 2012, ~1 m yr~!), and more broadly with AIS area-
averaged melt rates from models (0.74 m yr—!; Galton-Fenzi et al., 2012), oceanographic
proxies (1.0 m yr—!; Herraiz-Borreguero et al., 2016) and glaciological studies (0.5-0.8
m yr—!; Yu et al., 2010; Wen et al., 2010; Rignot et al., 2013; Depoorter et al., 2013).
However, the seasonal cycle in melting at AMO06 is somewhat out of phase with the
modelled cavity-average, which has a maximum in July and a minimum in January
(Galton-Fenzi et al., 2012). The maximum modelled cavity-average meltrate in July
leads the period of cooling and freshening at AMO06 in July—October, suggesting that the
high degree of meltwater modification at AMOG6 is the result of strong melting elsewhere

in the cavity.
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Figure 2.7: Depth of the ice shelf base relative to zero depth (defined in Table 2.1),
where a more negative depth indicates a thinner ice column above. The area mapped
out by the ADCP is determined by the beam angle (20°) and the distance to the ice shelf
(92-114 m). Overlain is an outline of the region of the ice base over which melt rates in
Fig 2.8 are calculated.

2.4 Comparison with models

2.4.1 Choice of data

Here we use the concurrent temperature, salinity and velocity measurements from site
AMO6 to predict the local melt rate using three different melt-rate parameterisations.
We test two shear-dependent parameterisations solving 2.1, 2.2 and 2.3, one with the
constant transfer coefficients recommended in Jenkins et al. (2010b) (hereafter J10) and
the other using 2.5 from McPhee et al. (1987) (hereafter M87). We also test the convective
parameterisation solving 2.1, 2.7 and 2.8 from McConnochie and Kerr (2018) (hereafter
MK18). The temperature and salinity are taken from the upper microcat. Because of
the sloped interface, the positioning of this instrument with respect to the interface is
somewhat ambiguous. Here we use the lower bound on the interface position (z=-541
m) as our reference depth. The upper microcat is therefore situated at a depth of 4 m

(Table 2.1).

All parameterisations included in this study assume a water column structure where
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Figure 2.8: Observed melt rates at monthly resolution for (grey) each grid cell (d¢, dr)
and (red) the area average, where the area is outlined in Fig. 2.7.

strong mixing in a boundary current or plume produces a well mixed layer of water
near the ice such that, so long as they are measured within the layer, temperature and
salinity do not vary in depth. However, the CTD profiles collected at the start of the
observational period do not convincingly demonstrate the presence of a mixed layer
adjacent to the ice (Fig. 2.2). As such, our results will be sensitive to the depth at which
Ty, and Sy are taken. Over the upper 10 m of the water column the temperature
gradient is d©/dz = 0.0017 °C m~!. We assess the sensitivity of the predicted melt rate
to the depth at which the temperature is taken in §2.5.

The melting (2.2 and 2.3) and transfer coefficient (2.5 and 2.6) equations call for the
friction velocity v*. The assumption that u* specifies the structure of the flow near the
ice results in the logarithmic Law of the Wall (LOW) with the form u(z) = u*/k1In(z/2),
where k£ = 0.41 is Von-Karman’s constant and z; is the roughness length. The region
over which the LOW holds is also called the surface layer. The velocity profiles recorded
by the ADCP were analysed for a logarithmic profile, however the vertical resolution
proved to be insufficient to capture the surface layer. As such, in Eq. 2.5 we model u*
using 2.4 with Cy = 0.0025.

In order to use the quadratic drag relationship 2.4 with fixed Cy we require the flow speed
U measured outside the surface layer. Typically, the surface layer occupies ~10% of the

total boundary layer depth, and for the polar oceans is typically in the range 2—4 m deep
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(McPhee, 2008). The Ekman layer depth scales as 0 ~ u*/|f|, where f is the Coriolis
frequency. For a free stream velocity U = 5.0 cm s™! and f = —1.4 x 107* s7! we find
0 ~ 18 m and therefore a surface layer depth of ~1.8 m. The uppermost bin sampled by
the ADCP is 3 m below the ice, however, this data point is likely to be contaminated
as it falls within the upper 6% of the instrument range (Teledyne, 2006). This point
has therefore been discarded. As the upper water column velocity structure is relatively
homogeneous in depth we use the four-bin mean over 7-19 m. This averaging gives a
continuous record of velocity data, and does not bias the speed low or high compared
to taking the velocity at 7 m only. There is a significant amount of missing velocity
data in the upper water column from January through to early April. As such, the

shear-dependent parameterisations are tested using data from April onwards.

To test the constant transfer coefficient parameterisation outlined in J10 we take the
recommended values v/Cy'r=0.0011 and +/C,I's= 3.1x107°. Inherent in these values is
the assumption that I'r/T's=35. Various laboratory (Martin and Kauffman, 1977) and
modelling (eg. Holland and Jenkins, 1999; Keitzl et al., 2016b) studies have attempted
to estimate the ratio I'r/T's, however the range of values obtained by these studies is

large, from 30 to 100, resulting in a large uncertainty in the calculated fluxes.

Finally, to apply the MK18 model, the basal slope 6 is needed. As the melt rate was
measured over the section of ice bounded by —30° < ¢ < 50°, 6 is taken to be the
local slope within this region, ~ 9°. It is worth noting that this is a large slope with
respect to the overall ice shelf slope; the mean slope of this ice shelf will be of the order
tan~'(H/L) = 0.2°, where H (~2 km) is the approximate thickness change and L (~600
km) is the approximate length of the AIS.

2.4.2 Ice shelf heat flux

Some of the heat supplied to the ice-ocean interface by the ocean is lost to the ice. In
order to estimate how much, the heat transport within the ice shelf is approximated as
a balance between vertical advection and diffusion. We assume that the vertical velocity
is equal to the basal melt rate and constant within the ice shelf and that the ice shelf is
in a steady state, meaning all ice added at the base is balanced by surface accumulation

(for a thorough discussion around different ice shelf heat transport approximations see
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Table 2.3: Physical parameters used in melt parameterisation calculations

name symbol unit value
Thermal diffusivity ocean K m? s ! 1.4 x 1077
Thermal diffusivity ice shelf KT m? s7! 1.1 x 1076
Salt diffusivity of ocean Kg m? s7! 1.3 x 107°
Latent heat fusion Ly J kgt 3.34 x 10°
Specific heat capacity ice shelf Ci J (kg K)7! 2009
Specific heat capacity ocean p J (kg K)7! 3974.0
Ocean reference density p kg m~3 1030.0
Ice shelf reference density i kg m~3 920.0
Liquidus slope (salinity) A1 °C kg g1 -0.069
Liquidus slope (pressure) A2 °C dbar~! -7.6x107*
Liquidus offset A3 °C 0.0826
Von-Karman’s constant k ~ 0.41

Holland and Jenkins, 1999):

022 Kkp; 0z

0 (2.11)

where m; = py,/pimy. We can solve 2.11 over an ice shelf of thickness H with surface
temperature T, and basal temperature T,. At AM06 H = 607 m, T, ~ —20 °C and
T, ~ —2.1 °C. At the annual average melt rate of 0.51 m yr~! this model gives a heat
flux into the ice of Q7=-0.5 W m~2 (Fig. 2.9A). The ratio of heat lost to the ice QF
to the latent heat flux Quen: as a function of melt rate m is constant and equal to
0.095 for m > 0.2 m yr~! (Fig. 2.9B), indicating that ~ 10% of the heat supplied by
the ocean is lost to the ice. Based upon this result, Eq. 1.2 may be approximated as
Q1 ~ 1.095Q 4tent at AMOG.

2.4.3 Results

We first investigate the different behaviours of the J10, M87 and MK18 parameterisations
by considering the melt rates they predict when applied to a short slice of observational
data (Fig. 2.10). On short timescales the shear-dependent parameterisations exhibit
large variability in melting, primarily due to the tidal flow at AM06 which varies between
1 and 14 cm s ! over the two week period shown in Fig. 2.10. Variability in melting as

predicted by the convective parameterisation is much smaller in magnitude as it driven
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Figure 2.9: (A) Heat flux into the ice Q7 as a function of melt rate m from a one-
dimensional advection-diffusion model for a 607 m thick ice shelf with a —20 °C surface
and —2.1 °C basal temperature. (B) Ratio of Q7 to latent heat flux due to melting Q7% .
as function of melt rate. The vertical dashed lines correspond to the annual average melt
rate of 0.51 m yr—1.

solely by fluctuations in temperature, which are small in amplitude. Both the J10 and
MS87 parameterisations predict much higher melt rates than are observed, while the

MK18 convective parameterisation prediction is similar to observations.

The parameterisations are evaluated quantitatively by calculating the mean of the pre-
dicted melt rate over different averaging periods and comparing to the observed melt
rate for the same period. The periods were chosen to minimise the uncertainty in the
observed melt rates yet still capture some of the seasonal variability in the record. The
observed T™, U and m are presented in Table 2.4 alongside the predictions. The model
that best fits the observations is the convective parameterisation based on the local
slope angle, which under-predicts melt by 20% over period February—November. The
shear-dependent parameterisations (M87 and J10) are not evaluated over the full period
February—November due to missing upper water column velocity data. J10 melt rates
are 400% larger than the observed melt rates, while M87 melt rates are roughly 200%
the observations. In all cases, the fit worsens by ~6% if the heat flux into the ice is
neglected. CTD profiles taken at the beginning of the observational period (Fig. 2.2)
measure a temperature gradient of d®/dz = 0.0017 °C m~! over the upper 10 m of the
water column. Accordingly, if the melt rate calculated using J10 for ©(d = 4) is 2 m
yr1, taking ©(d = 1) yields 1.95 m yr~! while ©(d = 10) results in 2.1 m yr—'.
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Table 2.4: Melt rates from observations and parameterisations. Columns 2-4 are average
values observed over the periods given in column 1, where the period starts on the 7th
day of the month. To calculate myss7 a drag coefficient of Cy = 0.0025 is used. The
upper and lower bounds on the observationally constrained transfer coefficient I'r are
based on using Cy = 0.0025 and C; = 0.0097, respectively. The bracketed melt rate
estimates show the effect of setting the heat flux into the ice shelf QT to zero.

period 1 U mops  TMMK18 mjio mayg7 Lz
°C ems™?t myr! myr?! myr! myrt  x1073
Feb—Nov  0.20 ~ 0.51 0.41 ~ ~ ~

Apr-Jul 023 4.2 062 046  2.35(2.49) 1.35(1.44) 2.7-5.3
Aug-Nov 0.16 3.9 030 029  1.44(1.52) 0.83(0.89) 2.1-4.2
Apr-Nov 020 4.0 046  0.37  1.85(1.96) 1.07(1.13) 2.5-5.0

The final column in Table 2.4 shows the best-fit (constant) transfer coefficient I'z ob-
tained by solving Eqgs. 2.1, 2.2 and 2.3 given the observed melt rate and assuming
I'r/T's = 35. For Cy = 0.0025 we obtain I'r ~ 5.0 x 1073 and for Cy = 0.0097 we obtain
't ~ 2.5 x 1073 over the period April-—November.

2.5 Discussion

2.5.1 The suitability of shear and convective melting parame-
terisations at AMOG6

In the preceding section we evaluated both shear and convective melting parameterisa-
tions using melt rate and ocean observations from site AMO06, finding that the convective
parameterisation performed better. Here, we will briefly address the suitability of both
types of parameterisation to the study site, based on the topography of the ice base and
the flow conditions. While the local topography at AMO6 is steep (above the mooring
we observe a sloping feature in the ice base with a maximum slope of 45°), we measure
the melt rate on an adjacent section of ice with a mean slope of 9°. Thus, the basal slope

angle of 9° is most relevant to this discussion.

The MK18 convective parameterisation is only relevant for sloping ice, where melting is
controlled by buoyant instability of the saline sublayer adjacent to the ice. In principle,

shear parameterisations such as J10 and M&87 may be applied to both flat and sloping
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Figure 2.10: (top) © and S from the upper microcat 4 m below the ice, (middle) ocean
velocity magnitude averaged over 7-19 m below the ice base and (lower) modelled melt
rates for the three parameterisations compared in this study. While the J10 and M87
melt rates are strongly modulated by the tidal flow at AM06, MK18 varies only with
temperature.

ice, providing that the shear is sufficiently strong. However, as mentioned in §1.3.3,
the threshold between convection and shear controlled melting is poorly constrained,
although may be in the range 2-4 cm s™! for vertical ice at T* ~ 0.5 °C (McConnochie
and Kerr, 2017a). The mean speed over the upper 7-19 m of the water column is ~ 4.0
cm s~ 1, close to the suggested transition value. However, due to the presence of tidal
currents, instantaneous speeds can be in excess of 15 cm s~!'. Thus, we are in a situation
where the basal slope of the ice permits either shear or convective melting, while the
magnitude of the tidal current speeds suggests that shear should dominate. However, we
find that the convective parameterisation better replicates the observed melt rates at the
site. On the basis of these observations, we cannot make a definitive statement about
which process is dominant at AMO06. Should the melting be convection-dominated, the
variation in observed basal slope at the site is expected to affect melting. For example, an

increase in basal slope from 9° to 45° (the maximum observed at AMO06), would increase
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the melt rate by a factor of 3 based on convective melting Eq. 2.8. Consequently, the

melt rate presented here may not be representative of a larger area.

An important consideration for the application of slope-dependent convective parame-
terisations in regional ocean models is the ice shelf basal topography. Here, we apply
the MK 18 parameterisation to the local slope measured by the ADCP, however, features
such as this will be subgrid-scale in the circumpolar or regional-scale ocean models for
which ice-ocean parameterisations are needed. These models have resolution beneath ice
shelves on the order of kilometers (e.g. Naughten et al., 2018b). Basal topography such
as the sloped feature observed at AMO06, or the basal terraces beneath Pine Island Glacier
(Dutrieux et al., 2014), will either be non-existent or considerably smoothed in the ice
shelf thickness products used in regional and circumpolar ocean models. As such, while
the convective melt rate parameterisation is a relatively good fit for our observations,
there remain significant challenges to the implementation of such a parameterisation in

ocean models, where these features are not resolved.

2.5.2 Sampling depth considerations

Poor agreement between the parameterised and observed melt rates may be a result of
the depth at which the temperature, salinity and velocity are measured. At AMO06 we
observe the near-ice region is stratified in both temperature and salinity, contrary to the
paradigm of a well mixed ISOBL on which the three-equation parameterisation is based.
Other boreholes such as those in the McMurdo (Robinson et al., 2010) and George VI
(Kimura et al., 2015) ice shelves also show stratification in temperature and salinity
below the ice. Beneath the Ross Ice Shelf, the absence of a well mixed layer beneath
the ice was found to reduce the fit between the three-equation parameterisation and the
observed melt rates (Stewart, 2018), and result in a sub-linear dependence of melt rate
on thermal driving. The importance of measuring the current speed at an appropriate
depth has also been demonstrated. Beneath the Larsen C Ice Shelf, Davis and Nicholls
(2019) found that at low flow speeds, when their fixed-depth velocity measurements were
taken outside of the log layer, the drag relationship (Eq. 2.4) did not estimate the friction

velocity accurately, introducing large errors in the predicted melt rate.

In the present study, there are additional uncertainties due to the steep slope in the
ice base. Fig. 2.11 shows the position of the upper microcat on the mooring, as well

as the location that where basal melt rates are measured. While the upper microcat is
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only at 4 m depth, it is laterally displaced from the location where basal melt rates are
measured. Thus, while we consider it likely that the upper microcat temperature and
salinity measurements are representative of the ice shelf-ocean boundary layer, horizontal
gradients in temperature and salinity may be supported by flow dynamics associated with

the steep slope.

~80 m
ice base
~20m
__.d=0m ________ X ,
Cbhd=4m _________ 2 N melt rate
measured
here
ADCPd=92m________ l
East
—>

Figure 2.11: Simplified schematic of the ice base and upper water column showing the
position of the upper microcat and ADCP.

The problem of correctly identifying the depth at which ©, Sa and U should be sampled
is not limited to observational studies. The numerical models for which these parame-
terisations were developed are also sensitive to the choice of sampling depth, as well as
the way in which the meltwater flux is distributed (Gwyther et al., 2020a). Sampling
and distributing meltwater at the upper grid cell introduces a dependence of the melt

rate on the grid resolution.
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2.5.3 Transfer and drag coefficients

A lack of information about the frictional properties of the ice base at AMO06 forces an
arbitrary choice of Cy in order to apply the shear-dependent parameterisations to the
oceanographic data. This issue is not just specific to our study—in general, Cy is ex-
tremely poorly constrained beneath ice shelves (e.g. Gwyther et al., 2015). Furthermore,
C, is often used as a tuning parameter when attempting to reconcile observed and param-
eterised melt rates (e.g. Jenkins et al., 2010b; Nicholls, 2018). In ice-ocean models, drag
coefficients in the range 0.0015-0.003 are typical (e.g. MacAyeal, 1984; Gwyther et al.,
2015; Naughten et al., 2018b). Recent turbulence measurements beneath the Larsen C
Ice Shelf were used to infer a drag coefficient of C; = 0.0022 at a melting site with a
cold, unstratified, tidally forced ISOBL (Davis and Nicholls, 2019). Beneath melting sea
ice, values in the range 0.0025-0.01 have been measured (McPhee, 1992), while values
in excess of 0.01 have been observed beneath sea ice in the presence of rough platelet
ice (Robinson et al., 2017). The drag coefficient C; = 0.0097 recommended by Jenkins
et al. (2010b) is within this range of estimates.

In the preceding section, observed melt rates were compared to predictions from the
three-equation parameterisation using the constant Stanton number (v/CyI'r = 0.0011)
formulation from Jenkins et al. (2010b). This was motivated by the fact that the Stan-
ton number (as opposed to the individual parameters Cy = 0.0097 or I'y = 0.011) is the
parameter constrained most robustly in their study. However, the turbulence-resolving
simulations of Vreugdenhil and Taylor (2019) for melting of smooth, planar ice yielded a
remarkably similar transfer coefficient of I'y = 0.012 for their coldest and most energetic
(least buoyancy-affected) experiment. They found I'r/T's = 31, close to the assumed
ratio of 35, while the drag coefficient in the simulation was C; = 0.0015. The similar-
ity between the simulated and observationally-derived transfer coefficients supports the
notion of a constant heat transfer coefficient of I'y ~ 0.011 when buoyancy is relatively
unimportant. This result suggests that it may be more appropriate to adopt the heat
transfer coefficient from Jenkins et al. (2010b), rather than the Stanton number with its

implicit drag coefficient.

When surface buoyancy flux due to meltwater is important, heat and salt transfer are
reduced. Vreugdenhil and Taylor (2019) showed, for constant friction velocity, that
increasing ocean temperatures results in near-ice stratification which decreases the effi-

ciency of heat and salt transfer to the ice. Thus, it is possible that stratification effects
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are responsible for the misfit between the parameterised and observed melt rates at
AMO6. This theme will be further explored in Chapter 5 of this thesis.

2.5.4 Extension to other published studies

In this section the comparison between observed and parameterised melt rates is extended
to include other published studies of ice shelf melt rate and in situ ocean observations
from around Antarctica. Due to limitations in the data available, this comparison is
made for the J10 parameterisation only. The observed and parameterised melt rates,
mean thermal forcing and current speed at each location are presented in Table 2.5, where
the data are sourced from the relevant publications. More detail on the observational

data is provided in Appendix B.

The ratio of observed to parameterised melt rates mopgs/m 1o is plotted as a function
of the local thermal driving and flow speed in Fig. 2.12. The misfit between the J10
parameterisation and observations is widespread. For the majority of sites mogs/mio
is less than 1/3, indicating that J10 tends to significantly over-predict melt rates. The
exceptions to this are beneath the Filchner-Ronne Ice Shelf (FRIS), to which the transfer
coefficients were tuned, and the Larsen C Ice Shelf (Davis and Nicholls, 2019). Both the
FRIS and Larsen C sites are characterised by low thermal driving (7% ~ 0.05 °C) and
strong, tidally-dominated flow.

For large areas of relevant T*-U parameter space, J10 does a poor job of capturing the
observed melt rates. Beneath George VI Ice Shelf, where thermal driving is extremely
high, predicted melt rates are ~50 times larger than observed (mops/mjio = 0.02). At
this site, a thermohaline staircase (which is indicative of double-diffusive convection)
was observed (Kimura et al., 2015). Similarly, it was suggested that double-diffusive
convection may play a role in melting at the grounding line of the Ross Ice Shelf (Begeman
et al., 2018). At this site, current speeds are extremely small (U ~ 1.0 cm s™!), while
thermal driving is moderate (7 ~ 0.1 °C). Thus, both these sites are characterised by
strong thermal forcing relative to the current speed. The misfit between parameterised
and observed melt rates may be explained by stratification, which decreases the efficiency
of heat transport to the ice (Vreugdenhil and Taylor, 2019). Alternatively, another
process such as convection (Kerr and McConnochie, 2015; Mondal et al., 2019) or double-
diffusive convection (Kimura et al., 2015; Keitzl et al., 2016b) may dominate over current

shear in determining the melt rate for some of the observed conditions.
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Figure 2.12: Ratio of observed to predicted melt rate for the J10 parameterisation as a
function of thermal driving 7™ and free stream velocity U for published ice shelf datasets.
Map shows the location of the observations.

The Amery (this study) and Ross Ice Shelves (Stewart, 2018) are both “cold” ice shelf
cavities characterised by the presence of DSW and, in the case of the Ross Ice Shelf,
AASW. As such, the thermal driving is only moderate (T* < 0.5°C). Furthermore, the
current speeds are similar to those observed beneath Larsen C and Filchner-Ronne ice
shelves. However, the melt rates at these locations are over-predicted by 300% to 400%
by the J10 parameterisation.

2.6 Summary and conclusions

We have presented a year-long record of observations of the melting and oceanographic
environment beneath the AIS in East Antarctica. Ocean temperatures, which were
consistently greater than the in situ freezing temperature, resulted in year-round melt-
ing with a mean value of 0.5140.18 m yr~!, consistent with previous glaciological and
modelling estimates. The water mass present is ISW with DSW, a product of sea ice for-

mation, as its source water mass. Temperature, salinity and melt rate vary seasonally.
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2.6. SUMMARY AND CONCLUSIONS

The warmest conditions and highest melt rates were observed in the Austral autumn
and the coolest, lowest-melt conditions occurred in the Austral spring. The springtime
minimum in melt is coincident with the most highly meltwater-modified conditions at
AMO6, suggesting a link between high melting elsewhere in the cavity and low melting
at AMOG6.

Flow at AMO6 is oriented into the AIS cavity, even near the surface, consistent with a
“three dimensional” picture of cavity circulation with DSW inflow on the eastern flank
of the cavity being balanced by the outflow of ISW in the west. The currents at AMO06
have both a tidal and residual component. The annual average residual flow speed is 3.2

1

cm s at 220 °N, roughly normal to the calving front. The tidal currents have mixed

semi-diurnal and diurnal properties and are responsible for current speeds of ~10 cm
s~!. The tidal and mean flow combined can result in peak flow speeds of ~ 15.0 cm s™!.
In addition, we mapped a large (~20 m in height) step-like feature in the base of the ice

shelf above the mooring.

In situ oceanographic and melt rate observations were used to evaluate common ice-
ocean parameterisations. Despite the presence of tidal currents, we found that the con-
vective, ice shelf-slope dependent parameterisation of McConnochie and Kerr (2018)
performed relatively well at AM06, underestimating observed melt rates by ~20%. We
also tested the velocity dependent three-equation parameterisation with two different
turbulent transfer expressions. The constant Stanton number parameterisation from
Jenkins et al. (2010b) overestimated melting by 400%, while the expression from McPhee
et al. (1987) overestimated the melt rate at AM06 by 200% using a drag coefficient of
0.0025. Extension of our analysis to other published studies of in situ oceanographic
data demonstrated that the misfit between the Jenkins et al. (2010b) parameterisation
and observations is widespread in temperature-velocity space: the parameterisation only
performs well under the coldest, most energetic conditions. Previous studies have shown
that this parameterisation performs poorly for warm and/or quiescent conditions. How-
ever, here we have shown that even “cold cavity” ice shelves such as the Ross and Amery
Ice Shelves, which have strong currents and only moderate (0.1-0.5 °C) thermal driving,
are not well represented by this parameterisation. Further work remains to understand
the effects of buoyancy on the ISOBL.
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CHAPTER 3

The role of double-diffusive convection in
basal melting of Antarctic ice shelves

Abstract

The Antarctic Ice Sheet loses about half its mass through ocean-driven melting of its
fringing ice shelves. However, the ocean processes governing ice shelf melting are not
well understood, contributing to uncertainty in projections of Antarctica’s contribution
to global sea level. We use high resolution large-eddy simulation to examine ocean driven
melt in the first geophysical-scale model of the turbulent ice shelf-ocean boundary layer,
focusing on the ocean conditions observed beneath the Ross Ice Shelf. We quantify
the role of double-diffusive convection in determining ice shelf melt rates and oceanic
mixed layer properties in moderately warm and low velocity cavity environments. We
demonstrate that double-diffusive convection is the first order process controlling the melt
rate and mixed layer evolution at these flow conditions, even more important than vertical
shear due to a mean flow, and is responsible for the step-like temperature and salinity
structure, or thermohaline staircase, observed beneath the ice. A robust feature of
the multi-day simulations is a growing saline diffusive sublayer adjacent to the ice-ocean
interface that drives a time-dependent melt rate. This melt rate is lower than current ice-
ocean parameterisations, which consider only shear-controlled turbulent melting, would
predict. Our main finding is that double-diffusive convection is an important process

beneath ice shelves, yet is currently neglected in ocean-climate models.

3.1 Introduction

Ocean driven basal melting, which comprises more than half of the mass loss from Antarc-

tica’s ice shelves (Depoorter et al., 2013; Rignot et al., 2013), is thinning the Antarctic
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Ice Sheet at an accelerating rate (Paolo et al., 2015; Shepherd et al., 2018). The rate
of loss of grounded ice mass from West Antarctica alone has increased by 70% since
2002 (Paolo et al., 2015). Consequently, the Antarctic contribution to global sea level is
accelerating, presenting a major threat to coastal regions (Cazenave and Llovel, 2010).
Melting of ice shelves is also contributing a freshwater flux to the ocean which has a
major impact on the production of Antarctic Bottom Water which supplies the lower
limb of the global thermohaline circulation (De Lavergne et al., 2014). Understanding
the fine-scale processes by which ocean and ice shelves interact, and how they depend on
surrounding water properties, is essential for accurately predicting the response of the

Antarctic Ice Sheet to a changing climate.

Where the ocean meets the ice shelf a boundary layer forms which regulates heat and
salt exchanges between the far-field ocean and the ice, and is crucial in determining
the rate at which the ice shelf melts. Predicting basal melt rates therefore requires
knowledge not only of the ocean properties within the ice shelf cavity but also the
processes controlling transport of heat and salt across the ice-ocean boundary layer
(Dinniman et al., 2016). Basal melt projections of Antarctic ice shelves rely exclusively
on numerical studies using large-scale Reynolds-Averaged Navier Stokes (RANS) models
(Gwyther et al., 2016; Galton-Fenzi et al., 2012). However, the difficulty in accessing
the sub-ice shelf environment to observe fine-scale boundary layer processes means that
there are few observational constraints on how basal melting should be represented in

these models.

RANS models of ice shelf cavities resolve flow at horizontal scales of several hundred me-
ters and vertical scales of meters at best. These scales are too coarse to capture ice-ocean
boundary layer processes, which must instead be represented using parameterisations.
These parameterisations typically assume that melt is controlled by the shear (veloc-
ity gradient) induced by large-scale currents or buoyant plumes (McPhee et al., 1987;
Jenkins, 1991; Holland and Jenkins, 1999) and set the melt rate as proportional to the
plume or current velocity (Jenkins et al., 2010b). This common approach has not been
validated beneath an ice shelf, nor can it be ubiquitously applicable; a counter example
being a run without any mean flow in which melting still takes place (Gwyther et al.,
2016; Keitzl et al., 2016b). Recent laboratory (McConnochie and Kerr, 2016b), turbu-
lence resolving numerical (Gayen et al., 2016; Mondal et al., 2019) and theoretical (Wells
and Worster, 2008; Kerr and McConnochie, 2015) studies have focused on the melting of

sloping or vertical ice, for which meltwater drives a buoyant plume along the ice, finding
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that the melt rate is controlled by the elevation of ambient temperature above the in
situ freezing temperature and is independent of the plume velocity, providing that the
velocity is sufficiently low (Wells and Worster, 2008; McConnochie and Kerr, 2017b).

Under certain ocean conditions, the differing diffusivities of heat and salt give rise to a
type of convection known as double-diffusive convection (DDC) (Turner, 1974; Radko,
2013). Melting of ice shelves releases cold, fresh water above warm, salty water which
can drive a type of DDC known as diffusive convection (DC), so-named to distinguish
it from salt fingering (SF) -type DDC in which salinity is the destabilising component
(Kelley et al., 2003). DC can form “diffusive staircases” composed of well-mixed layers
separated by sharp interfaces. Diffusive staircases have primarily been observed in polar
regions such as the Arctic Ocean (Timmermans et al., 2008), the Weddell Sea in Antarc-
tica (Robertson et al., 1995) and beneath George VI Ice Shelf in Antarctica (Kimura
et al., 2015). Recent observations from the grounding line of the Ross Ice Shelf are also
consistent with DC (Begeman et al., 2018), where well-mixed layers in temperature and
salinity were observed over the 10 m thick water column. Both ice shelf sites recorded
melt rates that were much lower than common ice-ocean parameterisations—which as-
sume turbulent, unstratified low—would predict given the observed ocean conditions.
DC has been investigated in small-scale experimental (Martin and Kauffman, 1977) and
modelling (Keitzl et al., 2016b) studies of ocean-driven melting of horizontal ice. How-
ever, the role of DC remains unclear in the presence of competing processes such as
turbulence and mixing due to ocean currents beneath the ice. Importantly, RANS ocean
models do not capture the effect of DC on basal melting, leading to uncertainties in basal
melting projections. Convection-resolving numerical simulations are urgently needed to
quantify the effect of DC in ice-ocean interactions and develop parameterisations for use
in RANS models.

High resolution modelling techniques such as direct numerical simulation (DNS) and
large-eddy simulation (LES) are being recognised for their capabilities in resolving and
quantifying ice-ocean boundary layer processes. For example, a recent DNS study demon-
strated that DC can drive turbulent fluxes of heat and salt beneath the ice (Keitzl et al.,
2016b). LES has been used to study the effect of current shear and ocean temperature
on basal melting, demonstrating that stratification can inhibit the transport of heat and
salt across the ice shelf-ocean boundary layer under warm and/or low-shear conditions
(Vreugdenhil and Taylor, 2019). However, no studies to date have investigated the feed-

back between mixed layer dynamics and melting for a stratified, geostrophic boundary
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layer, resolving both the near-ice and mixed layer processes.

Here we investigate the processes controlling ice shelf basal melting by modelling the
turbulent geostrophic boundary layer beneath an ice shelf. Using LES, we perform
experiments that demonstrate the dominant role of DC in ice shelf-ocean interactions
at some observed Antarctic conditions. The melting and boundary layer structure in
our numerical model agrees with field observations of the water column and melting
beneath the Ross Ice Shelf (Begeman et al., 2018), and allow us to explain the mechanism

connecting the ocean state to the basal melt rate.

3.2 Methods

To examine the relative importance of current shear and DC in determining flow struc-
ture, turbulent transport and melting beneath an ice shelf, we perform a series of sim-
ulations of the ice shelf-ocean boundary layer, varying far-field flow speed (Uy=0.0-2.0
cm s~1) and temperature (T = —1.9, —2.1 °C). The model domain consists of a planar,
horizontal ice-ocean interface, at which a dynamic melt condition is imposed, over a po-
lar ocean. A schematic of the model domain is shown in Fig. 3.1. The water column is
stratified in temperature (7") and salinity (S), with cold, fresh water overlying warmer,
saltier water and a stable density stratification. This configuration is consistent with
available observations from beneath ice shelves, where the addition of meltwater cools
and freshens the ocean nearest the ice. Model runs are initialised with linear temperature
(Tyy = To—9.5x 1074z °C) and salinity (Sp, = So—4.0 x 107*2 g kg™!) profiles. The flow
velocities in z, y and z directions are u, v and w respectively. The Coriolis parameter
f=—1.37x 1073 s7! is constant within the domain. In the interior of the domain, the

flow is in geostrophic balance, and an Ekman boundary layer forms beneath the ice.

3.2.1 Governing equations

The simulations solve the incompressible, non-hydrostatic Navier-Stokes momentum
equation under the Boussinesq approximation along with the conservation of mass, heat

and salt, and a linear equation of state. In dimensional form, these equations are:
V-u=0 (3.1)

Du
Dt

1 .
:—p—Vp*—I—kau—H/VQu—p—gk—V-‘r (3.2)
0 0

p
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x-y periodic "y =
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Figure 3.1: Schematic of the model domain, which consists of a horizontal ice-ocean
interface with cold, salty ocean below. In the interior of the domain the ocean is in
geostrophic balance and has velocity (u,v) =(Uy,0). Near the ice an Ekman boundary
layer forms.

DT, ATy,

— 20 . \T _
i = keVT, =V - A" —w 7 (3.3)
DS* - 2 S dSbg
D = ksV=S, =V - A" —w 7 (3.4)
Px = pO(BS* - CMT*) (3'5)

Here u = (u,v,w) is the flow velocity, p, and T,, S, and p, are the deviations from
background hydrostatic pressure py,, background temperature T3, salinity Sy, and den-
sity ppg profiles respectively (e.g. S* = S — Sp,). The cold, saline water has molecular
viscosity v = 2 x 1075 m? s7!, thermal diffusivity k7 = 1.4 x 1077 m? s7!, salt diffu-

2 57!, thermal expansion coefficient o = 3.8 x 107® °C~! and

sivity kg = 1.3 x 107 m
haline contraction coefficient 3 = 7.8 x 107% kg g~!, where these values are chosen to
be appropriate for the polar ocean. The quantities 7, AT and A° are the subgrid-scale
stress tensor and temperature and salinity flux vectors respectively. The subgrid-scale
stress tensor is represented with a dynamic eddy viscosity model and the subgrid salin-
ity /temperature fluxes with a dynamic eddy diffusivity model. The expressions for the

subgrid-scale models are as follows:
Tij = _2VTM_ija vVr = CZ2|M| (36)
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oT PN
N =—Kro—,  Kr= CTA’ M| (3.7)
J
oS P
X = —Ksg,  Ks= CSA M (3.8)
J

where M;; is the strain tensor and A is the filter width. Smagorinsky coefficients C,
CT and C° are evaluated through a dynamic procedure introduced by Germano et al.
(1991).

3.2.2 Numerical method

The simulations use a mixed spectral/finite difference algorithm (see Bewely, 2008, for
details). Spanwise derivatives are treated with a pseudo-spectral method, and the wall
normal spatial derivatives are computed with second order finite differences. A third-
order Runge-Kutta method is used for time stepping, and viscous terms are treated
implicitly with the Crank-Nicholson method. Variable time stepping with a fixed CFL
number of 0.9 is used, with typical time steps on the order of 1 s for Uy = 0.014 m
s7! runs. Periodicity is imposed in the horizontal z and y directions. The upper (ice-
water) and lower boundaries are subject to no-penetration conditions, and are no-slip
and free-slip respectively. At the upper boundary, temperature and salinity are given by
the melting boundary condition, while at the lower boundary they are relaxed back to
initial profiles in a sponge region, maintaining an “open” boundary. Within the sponge
layer, all fluctuations of velocity, salinity and temperature are suppressed. Detailed

implementation of the sponge layer can be found in Gayen et al. (2010).

The melt rate m is calculated following Gayen et al. (2016). Oceanic heat and salt fluxes
to the interface are balanced by the latent heat and brine fluxes due to melting, yielding

the balances:

orT

pilym = —pcpkr e b (3.9)
S

pPiSym = —pKg a5 o (3.10)

where (0T/9z), (°C m™') and (95/0z2), (g kg™! m™!) are the temperature and salinity
gradients at the interface, ¢, = 4.18 x 10% (J kg™! K!) is the heat capacity of seawater,
Ly =3.35%x10° (J kg™') is the latent heat of melting, and p = 1030 kg m~® and p; = 917

3

kg m™ are the density of water and ice respectively. The relationship 7, = aSy, + b is

used to relate the freezing temperature 7;, to the interface salinity S;, where a = —0.057
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°C kg g~! is the liquidus slope and b = —0.311 °C accounts for freezing point depression
due to a pressure of 500 dbar. The ice-ocean interface is fixed in space and remains

planar, and there is an infinite supply of ice to be melted.

A geostrophic balance of 1/po(0p/dy) = —fUy holds in the interior of the flow, and
forms an Ekman boundary layer near the ice. As the model domain is periodic in both
horizontal directions, the mean vertical motion is constrained to zero. Therefore, the
features of oceanic boundary layers owing to Ekman pumping/suction driven by large-

scale horizontal gradients in the ambient flow are not present in these simulations.

3.2.3 Domain and initialisation

The domain size is based upon the planetary scale d; = u/ f where f (s7!) is the Coriolis
frequency and uf (m s™!) is the friction velocity, estimated a priori using the drag law
relationship uj = C’;/ Uy taking C; = 0.0025. The domain size LX x LY x LZ is
LX,LY,LZ = 26,206,305 at a minimum. For example, for Uy = 1.4 cm s~! the rotational
boundary layer scale is 6 = 5 m and the domain size is 10 x 10 x 25 m. Domain sizes for
all cases are outlined in Table 3.1. The LES is performed using a grid that is uniform in
both the x and y directions and stretched in the z direction to achieve higher resolution

near the boundary.

Table 3.1: Domain and grid size for the simulations performed. Dimensions of do-
main (LX, LY, LZ); number of grid points (NX, NY, NZ); grid spacing in wall units
(AXT,AY T AZT).

run  LX,LY (m) LZ (m) NX,NY NZ(m) AXT AYT AZ?!

min

1 ) 25 64 641 ~ ~

2 5 25 64 641 14 0.16
3,3" 10 25 128 641 27 0.32
4 14 25 256 641 27 0.5

The grid resolution is expressed in wall units as AXT = AX/§,, with AYT and AZ*
equivalently defined, where 0, is the viscous lengthscale 6, = v/uj. The resolution for
each simulation, which is based on the results of Salon et al. (2007), is found in Table
3.1. The horizontal resolution AXT = AY ' = 27 was found to be sufficient due to
convergence of the friction velocity and interfacial heat flux (Appendix A.2). Crucially,
stretching of the model grid in the vertical direction gives sufficiently high (mm-scale)

resolution to capture the near-ice diffusive sublayers, which are thin due to the realistic
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rkr and kg. Furthermore, high resolution is also needed over the mixed layer in order
to capture the steep gradients in temperature and salinity associated with DC layers.
The grid cell vertical-to-horizontal aspect ratio at the edge of the viscous sublayer was
not found to influence the solution significantly over the range 1/30-1/7, and is between
1/20 and 1/26 for all experiments (Appendix A.2). Finally, at quasi-steady state (when
the time rate of change of Turbulence Kinetic Energy goes to zero), the remaining terms

in the TKE budget are integrated vertically and compared, to ensure closure (Appendix
Al).

Free stream velocity (Up) and initial temperature (7p) are varied between runs, where
each Tj has a corresponding initial thermal driving 77 = Ty — T¢(So), where T7(Sy)
is the freezing temperature at salinity S;. We investigate thermal and current forcing
encompassing Uy = 0.0, 0.7, 1.4 and 2.0 cm s~! and 7% = 0.175 and 0.375 °C. For
each run, a neutral (unstratified) spin-up run is performed to obtain the velocity field
of a steady-state turbulent Ekman boundary layer. At model time ¢t = 0 h, the initial
temperature and salinity profiles are applied, after which time the temperature, salinity

and velocity fields co-evolve. The simulations are run for a minimum of 100 h.

3.3 Results

Beneath the ice, a boundary layer develops which consists of a cm-scale laminar sublayer
beneath the ice and a turbulent region below. This turbulence homogenizes the temper-
ature and salinity to form a mixed layer. The mixed layer properties are important in
determining the melt rate, as the mixed layer may isolate the ice from warmer far-field

! a complex boundary

temperatures. In run 3, with far-field current speed Uy=1.4 cm s~
layer structure and mixed layer are present beneath the ice (Fig. 3.2). The effect of
rotation is visible in the generation of a cross stream (v) component of velocity near
the surface. The temperature field shows a layer of relatively cold and actively mixing
water just beneath the ice. A thermocline is present ~2.5 m from the ice, separating this
region from the warmer and thermally stratified ocean below. The mixed layer is also
visible in the vertical velocity field, where it is associated with three-dimensional small-
scale structures (“eddies”). These small-scale turbulent structures influence the spatial
pattern of melting, as shown in the simulated melt rate at the ice-ocean interface, and
transfer energy into the stratified interior by internal gravity waves. The impingement

of turbulent eddies on the strong density gradient (pycnocline) beneath the mixed layer
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rotation

(x-y periodic) Il

Figure 3.2: Overview of the model domain with flow and melt rate solutions for run 3.
The upper x—y surface shows the instantaneous melt rate m, while vertical y—z and x—z
planes show the vertical velocity w and temperature 1" fields respectively. Overlaid are
the horizontal velocity profiles (u,v: green solid lines) and buoyancy frequency squared
at t = 0 h (NZ: pink dashed line) and ¢ = 30 h (N?% pink solid line) where N =
(—g/po(0p/02))*/? is the buoyancy frequency. Unless otherwise stated, all planes and
profiles are from ¢ = 30 h.
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Table 3.2: Free stream velocity (Up) , reference temperature (1), friction velocity
(u* = (Tw/po)"/?, where 7, is the shear stress at the ice-ocean interface), thermal driv-
ing (T* = Ty, — Ty(Smr,py), the temperature difference between the mixed layer and
the freezing temperature at mixed layer salinity and interface pressure), temperature
difference between the mixed layer and interface (AT = Ty, — T}) and melt rate (m).
Overbar denotes quantities that are averaged over 50-100 h. #Observations reported in
Begeman et al. (2018), from the period 05 Jan 2015-20 Jan 2015.

run Uy Ty u* T* AT m
(ms™) (°C) (ems™) (°C) (°C) (myr )
1 0.0 -2.1 ~ 0.163  0.072 0.042
2 0.7 -2.1 0.033  0.163  0.070 0.044
3 1.4 -2.1 0.050  0.156  0.061 0.045
3* 1.4 -1.9 0.049 0.352  0.147 0.103
4 2.0 -2.1 0.061 0.130  0.048 0.037
Obs” 1.3-1.5 -2.3 ~ ~ 0.1 0.053
(£0.01) (£0.01)  (£0.023)

excites these internal gravity waves, visible as the inclined, large wavelength, periodic
fluctuations in the vertical velocity field. These internal waves are analogous to those
generated by benthic boundary layers in stratified environments (Taylor and Sarkar,
2007; Gayen et al., 2010).

3.3.1 Diffusive convection beneath a melting ice shelf

The proposed mechanism for diffusive convection beneath a melting ice shelf is described
here with the aid of Fig. 3.4. Melting cools and freshens the seawater beneath an ice
shelf. For a horizontal ice shelf base, cooling will tend to destabilise the water column
by producing top-heavy stratification, while the freshening will tend to stabilise the
water column. Close to the ice-ocean interface, the freshening overwhelms the cooling
and the water is stably stratified. However, the differential diffusion of heat and salt
(the ratio of their diffusivities is kp/kg = 110) allows the thermal diffusive boundary
layer to grow more quickly than its saline counterpart, creating an unstable density
boundary layer that results in convective overturning (Martin and Kauffman, 1977).
This mechanism is equivalent to the “diffusive interface” between two well-mixed layers
in a diffusive staircase, which consists of a stable diffusive sublayer (sometimes called a
“core”) with convective boundary layers either side (Linden and Shirtcliffe, 1978; Worster,
2004; Carpenter et al., 2012).
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Figure 3.3: Temporal evolution of the water column for run 3. (a) Plane averaged
temperature; (b) salinity; and (c) normalised buoyancy frequency N?/NZ over the up-
per water column through time. The mixed layers that emerge over the course of the
experiment are annotated as L1, L2 and L3.

In this section we demonstrate the role of DC in basal melting and mixing beneath an ice
shelf. We present qualitative and quantitative evidence for DC based on the thermohaline

structure beneath the ice, density ratio and buoyancy flux.

Thermohaline structure

A mixed layer establishes rapidly at the beginning of the experiment (Fig. 3.3). The

stratification of the water column is characterised by the normalised buoyancy frequency
squared N2/NZ, where N = (—g/po(0p/02))** ~ [g/po(a(0T/0z) — B(0S/02))]/? (s71)

is the buoyancy frequency, py (kg m~3) is the reference density, g (m s~2) is the gravi-
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Figure 3.4: Schematic of the proposed mechanism for DC beneath a melting ice shelf,
where pr and pg are density contributions from temperature and salinity respectively.
The thermal diffusive boundary layer is thicker than its saline counterpart, resulting in
a region with a negative density gradient (grey shading) which will overturn.

tational acceleration, and Ny = 1.6 x 1073 (s7!) is the far-field stratification. A strongly
stratified region (N?/NZ > 1) is present adjacent to the ice due to freshening associated
with melting. Within this region stratification suppresses turbulence, and heat and salt
are transported by molecular diffusion alone. Beneath the diffusive region, the mixed
layer is identified by N?/NZ values which fluctuate around zero (and are frequently neg-
ative), indicating instability and convection. The mixed layer is separated from the
stratified far-field by a pycnocline, which deepens rapidly during the first ~10 h of the
experiment, after which time the depth remains unchanged. Beneath the primary mixed
layer (L1), a second mixed layer (L2) is evident in the temperature, salinity and buoyancy
frequency. This layer begins to emerge at ¢ ~ 15 h after which time it gradually deepens
and shows signs of convection for ¢ 50 h. From ¢ 60 h signs of a third layer (L3)
appear (Fig. 3.3c). This “diffusive staircase” structure, with well-mixed layers separated
by steep gradients, is one of the hallmarks of DC (Radko, 2013). The layer-by-layer way
in which the diffusive staircase forms is qualitatively similar to what is observed when a

stable salinity gradient is heated from below (Turner, 1968; Fernando, 1987).

A similar diffusive staircase structure is observed for runs 1, 2, 3* and 3, supporting
the idea that DC is responsible for mixing beneath the ice. Comparing the T" and S
profiles between experiments shows 2—-3 well-mixed layers separated by steep gradients
in temperature and salinity for runs 1, 2, 3* and 3 (Fig. 3.5). While staircases are not
exclusively formed by double-diffusive effects—layering effects have also been observed

in one-component stratified flows under weak mixing (Ruddick et al., 1989; Holford and
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Figure 3.5: Profiles of ocean properties through time. Columns from L-R: tempera-
ture T'; salinity S; stratification expressed as normalised buoyancy frequency squared
N?/Ng; Stream-wise u and cross-stream v velocity. Rows are labelled by experiment.
Temperature, salinity and stratification for run 2 (not shown) are extremely similar to
run 1.
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Figure 3.6: Density ratio R} as a function of depth for run 3 at ¢t = 1 h (dark blue), t = 35
h (medium blue) and ¢ = 70 h (light blue). Dashed grey line gives the linear stability
criterion R = 1.07. The initial temperature and salinity conditions give R} = 8.6.

Linden, 1999) or as a “secondary” interface beneath a mixed layer formed by surface
shear stress (Manucharyan and Caulfield, 2015)—there is strong evidence for the role
of DC in the present experiments. Our experiments show the same layered structure in
both the absence (run 1) and presence (runs 2, 3 and 3*) of vertical shear due to an
ambient current, indicating that shear is not responsible for the observed thermohaline
structure. The depth of a mixed layer formed by a frictional boundary layer is expected
to increase monotonically with increasing free steam velocity (SI §3.5.1). However, we
observe no systematic change to mixed layer depth with increasing shear for free stream

currents up to 2.0 cm s7L.

Instead, the depth of the primary mixed layer depends on
ocean temperature. For the same far-field current speed, run 3* with warmer ocean
temperatures (7; = —1.9 °C) has a mixed layer that is nearly twice as deep as run 3
(To = —2.1 °C).

1 we do not observe a series of

For our highest velocity run (4) with Uy = 2.0 cm s~
well-mixed layers. In the following section we will show that shear-generated turbulence

has a dominant role in vertical mixing for this run.
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Density ratio and buoyancy flux

The density ratio (R}), a parameter that characterises 7" and S stratification as stable,
unstable to double diffusion (SF or DC mechanism) or convectively unstable, is given
by:

os

R = —2%. (3.11)
oT

" oag

In the present configuration with cold, fresh water overlying warm, salty water the density
ratio is positive, with 0 < R} < 1 corresponding to a gravitationally unstable density
gradient and R, 1 corresponding to T' and S gradients that may be DC unstable.

Linear stability analysis gives a critical density ratio (R};,) below which DC should

*

spontaneously occur, where R ; depends on the Prandtl number (Pr) and the ratio of
thermal to saline diffusivity as R’ ., = (Pr+1)/(Pr + ks/kr) (Radko, 2013). Based

pcrit
*
pcrit

larger density ratio (R} = 8.6), demonstrating that boundary fluxes due to melting are

on our model parameters = 1.07. The initial 7" and S gradients provide a much
needed for DC to occur at these conditions. Fig. 3.6 shows R7 for run 3 at three time
intervals over the course of the simulation. In all instances the density ratio is extremely
high (R} ~ 100) at the interface, indicating the dominance of salinity stratification in
the near-ice region. Beneath this stable region the DC instability criterion (R} < 1.07) is
met. Furthermore, R} enters the convectively unstable parameter space, consistent with
the mechanism presented in Fig. 3.4 in which a stable region is bounded from below
by an unstable density boundary layer. Interestingly, the point at which R meets the
linear DC stability criterion moves deeper in the water column over the course of the
simulation. At ¢t = 70 h the instability criterion is no longer met in the upper part of the
mixed layer, however, it is met either side of the pycnocline separating L1 and L2. We
will see in the following section that this is indicative that DC is no longer active at the
ice-ocean interface, but persists at the interface between L1 and L2. In experimental and
observational settings the density ratio is often evaluated using the difference in T — .S
properties between two consecutive layers. Evaluated in this manner, the density ratio
between L1 and L2 at ¢ = 70 h is 1.6.

The presence and strength of DDC can be better quantified using the plane-averaged
buoyancy flux (buoyancy production) B = ga(w'T’) — gf{w'S’). The buoyancy flux
associated with DDC is positive, corresponding to buoyancy as a source of turbulent ed-
dies. Negative B corresponds to buoyancy as a sink of turbulent kinetic energy (TKE),

typical of a stratified flow in which mean shear is the primary mechanism for generat-
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ing turbulent eddies (for a full explanation and breakdown of the TKE budget see SI
Appendix C). In studies of flows subject to both DDC and shear instability, the sign of
B determines which mixing process is dominant Wells and Griffiths (2003); Smyth and
Kimura (2011). Buoyancy flux is plotted over depth and time in Fig. 3.7a. For run 3*,
B is positive, demonstrating that DC is active beneath the melting ice. Initially B is
large, but decreases in strength over the course of the simulation. For run 3, which is
subject to the same current forcing (Uy = 1.4 cm s™!) but lower thermal forcing than
run 3%, the buoyancy flux is initially positive but changes sign during the simulation
(Fig. 3.7b). The initial growth of the mixed layer coincides with a period of positive
buoyancy flux, however B becomes persistently negative after ¢ = 50 h, indicating a
transition to shear-dominated mixing. Notably, in run 3 the pycnocline at the base of
L1 is still associated with a positive buoyancy flux. Despite shear-generated turbulence

dominating mixing near the ice-ocean interface, DC is still active in the layers below.

The effect of varying Uy and Tj on the emergence and persistence of DC is highlighted in
Fig. 3.7 which compares B at a depth of 2 = —0.2 m, outside the diffusive sublayer. For
runs 1, 2 and 3%, B is positive for the duration of the simulation. For runs 3 and 4, B
changes sign over the 100 h simulation period indicating a transition from DC-dominated
to shear-dominated mixing. Thus, at fixed ocean temperature, increasing the free stream
velocity results in a more rapid transition from DC- to shear-dominated mixing. At fixed
free stream velocity, increasing ocean temperature causes DC to dominate mixing for a

longer period.

The relative contributions of T" and S to buoyancy production B are further broken
down as a function of depth for run 3* in Fig. 3.8. The diffusive contribution By =
g(—arp(0T/0z)+Prs(0S/0z)) is also shown. Fig. 3.8 clearly illustrates the presence of a
diffusive sublayer, within which molecular diffusion dominates transport and a turbulent
mixed layer below. Due to the configuration of the problem (cold, fresh water over warm,
salty water), the temperature contribution to buoyancy is always destabilising, while the
salinity contribution is always stabilising. In the diffusive sublayer, the effect of salinity
dominates and the buoyancy flux is stabilising overall (By;s; < 0), while in the mixed
layer the thermal contribution is larger and the buoyancy flux is positive (B > 0). The
diffusive and turbulent buoyancy flux contributions from heat are close in magnitude,
indicating that the molecular diffusion of heat at the interface is in approximate balance
with turbulent heat transport in the mixed layer. However, this is not true for the salt

flux, which is much higher in the diffusive sublayer than the mixed layer. This imbalance
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Figure 3.8: The contributions of heat and salt to the buoyancy flux at ¢ = 50 h for run
3*. Both diffusive and turbulent contributions are plotted. Horizontal dotted lines show
the thermal and saline diffusive sublayer scales given in Eq. 3.12.

indicates the accumulation of salt at the edge of the diffusive sublayer, allowing it to grow
in time (Worster, 2004), as has been observed in DNS of melting in quiescent conditions
(Keitzl et al., 2016b). This result has important implications for observational studies of
the ice-ocean boundary layer, as the assumption of a balance between turbulent fluxes
in the mixed layer and diffusive fluxes at the interface is commonly made (Sirevaag,
2009). Here we observe that the diffusive and turbulent salt fluxes differ by an order
of magnitude. Consequently the turbulent salt flux cannot be used as a proxy for the

interfacial salt flux that regulates melting.

3.3.2 Friction velocity and drag coefficient

Parameterisations of ice-ocean interactions typically depend on the friction velocity u*
(Jenkins, 1991; Holland and Jenkins, 1999; McPhee, 2008). However, u* is not resolved
in RANS models and is instead estimated as a function of the free stream velocity U
and drag coefficient C;. There have been few opportunities to constrain Cy beneath an
ice shelf, although it is expected to vary with the morphology and “roughness” of the ice
base (Gwyther et al., 2015) as well as the stratification (Mellor et al., 1986). We find that

the near-ice stratification created by meltwater acts to decrease drag at the ice-ocean
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interface. In our experiments, u* increases with the strength of the far-field current (Table
1). Experiments with a far-field current (2, 3, 3%, 4) are initialised with a fully turbulent,
neutral (unstratified) Ekman boundary layer. These spin-up experiments have steady
u* with drag coefficients in the range Cy = 0.0022-0.0034, where the drag coefficient is
defined by u* = Cé/ Up. At t =0 h, the far-field stratification and melting boundary
condition are applied. In response, both the friction velocity and drag coefficient decrease,
an effect that is seen across all experiments. Averaged over the period 50-100 h the new
drag coefficients are in the range Cy; = 0.0009-0.0023. This behaviour is consistent with
previous LES modelling results, which show a marked decrease in the drag coefficient as
thermal driving increases, for fixed friction velocity (Vreugdenhil and Taylor, 2019). This
result indicates that applying a drag coefficient appropriate for a neutral (unstratified)
boundary layer will tend to overestimate u* in areas where melting creates strong near-ice

stratification, such as the DC regime described here.

3.3.3 Melting

Here we investigate the effect of ocean temperature and current shear on the melt rate
(m) and discuss the temporal evolution of melting. Two key results emerge from Fig.
3.9a, which shows the melt rate as a function of time. Firstly, experiments with the
same thermal driving (e.g. 1, 2, 3 and 4 with 7§ = 0.175 °C) have extremely similar
melt rates; there is no clear influence from increasing friction velocity. Secondly, m does
not reach a steady value over the simulation period. We will show that the inherent
time-dependence of m can be understood as a consequence of the continuously growing

saline diffusive sublayer.

Controls on melting

Melting is proportional to the diffusive heat and salt fluxes at the ice-ocean interface m ~
(0T /0z)p ~ (05/0z), (Egs. 3.9 & 3.10). For a given temperature or salinity difference
between the interface and mixed layer, the interfacial fluxes will be inversely proportional
to the diffusive sublayer thickness, assuming linear 7" and S profiles across the diffusive
sublayer. Making this assumption, we define diffusive sublayer scales, analogous to the
“gradient thickness” defined in Gade (1993), for temperature (dr) and salinity (Jg) as:

_ Ty =T, _ SurL — 5

5T— T ) 55— S
0z b 0z b

(3.12)
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where the subscripts b and M L denote the interface and mixed layer values respectively.
Fig. 3.8 shows that 07 and dg accurately represent the thickness of the diffusive sublayer
for heat and salt respectively, although the assumption of a linear gradient is less robust
for salt than heat. Nevertheless, 07 and dg can be used to measure the diffusive sublayer

thickness for each scalar.

For all experiments, d7 and dg are observed to increase with time proportional to t!/2
(Fig. 3.9b). The salinity diffusive sublayer thickness, dg, is well approximated by salinity
diffusion lengthscale hg = (4rst)/? (Martin and Kauffman, 1977). However, é7 is much

/2 This is because p is

smaller than the analogous scale in temperature hy = (4krpt)
limited by the convective overturning of the density boundary layer (Fig. 3.4). The
observation that dg grows with the salinity diffusion scale hg is significant because it
indicates that salt is not being removed or “scoured” by the convective overturns associ-
ated with the unstable density boundary layer. This behaviour is analogous to the high
density ratio (R} > (kg/kr)"/? ~ 10) run for the diffusive interface between two DC
layers (Newell, 1984; Worster, 2004), across which heat and salt fluxes are inherently

time-dependent.

While the dependence is weak, increasing friction velocity does affect the melt rate by
decreasing the thermal diffusive sublayer thickness. This mechanism is demonstrated
by the near-ice temperature profiles for runs 1 and 3 (Fig. 3.9¢). In run 1, with no
mean flow, the thermal diffusive sublayer thickness is solely set by DC. In run 3, with
Up = 1.4 cm s7!, the addition of shear generated turbulence acts to thin the thermal
diffusive sublayer relative to run 1 (Fig. 3.9c). However, the effect of shear on dr, and
correspondingly on m, is relatively minor over the range of conditions simulated here
(Table 3.2). Fig. 3.9d shows the diffusive sublayer thickness ratio dr/dg as a function
of friction velocity for all experiments. Although the diffusive boundary layer thickness
does not reach steady state, the ratio dr/ds varies extremely slowly over the interval
100 < t <200 h (run 1 only). At ¢ =100 h, d7/ds ranges from 2.5 (run 4) to 3.2 (run
1), and decreases with increasing u*. These values of the boundary thickness ratio are
consistent with previous experimental, numerical and field estimates of 2.3 (Gade, 1993),
1.9 (Keitzl et al., 2016b) and 3.3 (Sirevaag, 2009, reported dr/ds ~ Le/33, which is equal

to 07 /ds ~ 3.3 at the Lewis number Le = 110 of our experiments).
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Figure 3.9: Melting and diffusion at the ice-ocean interface. (a) Temporal evolution
of melt rate m and (b) scalar diffusive sublayer thicknesses dr (solid lines) and dg
(dashed lines) for all experiments. Also plotted are temperature diffusion lengthscale
hr = (4kpt)'/? (solid grey line) and salinity diffusion lengthscale hg = (4rgt)'/? (dashed
grey line). (c) Profiles of near-ice temperature and salinity, scaled as (T'—T3) /(T — 1)
and (S—Sp)/(Sar—Sp) for experiments 1 and 3 at ¢ = 100 h. In run 1 turbulence is gen-
erated by convection only whereas in run 3, shear generated turbulence is also present,
resulting in a thinner thermal diffusive sublayer. (d) Diffusive sublayer thickness ratio
as a function of friction velocity at t = 50 h (pale circles), ¢ = 100 h (bold circles) and
t =200 h (square, run 1 only). Lines show previous estimates of dr/ds from Gade (1993)
(dashed), Keitzl et al. (2016b) (dot-dashed) and Sirevaag (2009) (dotted).

Comparison with observations

Our simulated melt rates are consistent with melt rates observed beneath the Ross Ice

Shelf at similar conditions. Fig. 3.10 situates our results in terms of friction velocity
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u* and thermal driving 7% = Ty — T¢(Smr.ps), where Ty(Sar, py) is the freezing
temperature at mixed layer salinity and interface pressure p,. Note that while cases 1, 2,
3 and 4 were all initialised with the same temperature profile, they have evolved to have
different 7™ over the course of the experiment. Averaged over 50-100 h, the simulated
melt rates depend strongly on 7%, but have only a weak dependence on u* (Fig. 3.10).
Fig. 3.10 plots simulated melt rates alongside data from beneath the Ross Ice Shelf,
showing that the two are consistent at similar conditions. The thermohaline structure
in our simulations is also consistent with observations beneath the RIS, which show a
series of well mixed layers separated by strong gradients in 7" and S (Begeman et al.,
2018). Limitations of the RIS data, such as contamination of the upper water column
properties by the borehole opening and possible instrument noise, precluded the authors
from convincingly attributing the water column structure to DC (Begeman et al., 2018).
However, we suggest that the DC mixing observed in our simulations —at conditions
that closely mirror those of the RIS— indicates that DC is likely contributing to mixing
beneath the RIS some of the time.

While the simulated melt rates are consistent with the observed melt rate beneath the
RIS, they are nearly an order of magnitude lower than melt rates predicted by the
commonly used, current-velocity dependent three-equation parameterisation (Jenkins
et al., 2010b) (Fig. 3.10, inset). For example, for run 3 the simulated melt rate averaged
over 50-100 h is 0.045 m yr—!, while the three-equation parameterisation predicts a melt
rate of 0.38 m yr—! at the same conditions. An important limitation of these comparisons
is that time-dependent melt rates were observed in our simulations, and consequently
the average melt rate values reported here are subject to the choice of averaging period.
For example, were we to consider the time interval 5-15 h, the simulated melt rate for
run 3 is 0.12 m yr—!, while the three equation parameterisation predicts 0.47 m yr—!.
We do not consider the rapid transitional period ¢ 5 h, as the diffusive sublayer is still

being established at this time.

3.4 Discussion

The primary objective of this work was to investigate the role that DC plays in the basal
melting of ice shelves by performing simulations of the ice-shelf ocean boundary layer
using high resolution LES. These simulations were targeted at relatively warm, quiescent

environments where existing parameterisations are known to perform poorly. We have

76



3.4. DISCUSSION

0.4
0.4
. 0.3 4 2
0.3 0.2 4 1 0.10
D O oo
0.1 1 ] o
- 0.08
© 0.0 - s
Z 0.2 4 0.00 0.05 c
[ 0.06 &
D OOO E
0.1 | 0.04
0.0 T T T
0.00 0.05 0.10 0.15

u* (cms™1)

Figure 3.10: Melt rate m as a function of thermal driving 7™ and friction velocity u*
from this study (circles), where all quantities are averaged over 50 < ¢ < 100 h, and from
field data collected beneath the Ross Ice Shelf (Begeman et al., 2018) (square). Inset: as
for main figure with melt rate (colour) predicted by the three-equation parameterisation
with parameters recommended in Jenkins et al. (2010b) (See S1 §3.5.2 for details). Note
different scale. For the field observation, u* is calculated from the free stream velocity

as u* = C’;/ Uy for Cy = 0.0025. Error bars show the range of u* values obtained from
choosing C; = 0.01-0.001.

demonstrated that, at sufficiently warm (7% > 0.15 °C) and low velocity (U, <2.0
cm s~!) conditions, the fluxes associated with melting ice can drive DC beneath an
ice shelf. In all simulations, positive turbulent buoyancy fluxes (indicative of DC) were
observed from the onset of the simulation. In some cases, however, a transition from DC-
dominated to shear-dominated mixing was observed over time. Where DC persisted for a
sufficiently long period, a diffusive staircase formed beneath the ice. Despite this observed
transition from DC-dominated to shear-dominated mixing, melt rates were similar across
the experiments. For 7% > 0.15 °C and Uy < 2.0 cm s~! we found that melting was
primarily controlled by ocean temperature and depends only weakly on vertical shear due
to a far-field current. At simulated conditions the thermal and saline diffusive sublayers
adjacent to the ice were not controlled by current shear, and instead grew in time. The
growth of these sublayers was shown to be the rate-limiting process controlling the melt
rate, driving time-dependent heat and salt fluxes to the ice, and consequently a time-

dependent melt rate. This result is counter to the assumption of steady-state melting
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common to typical ice-ocean parameterisations Jenkins et al. (2010b); McPhee et al.
(1987); Jenkins (1991); Holland and Jenkins (1999). Importantly, the transition from
DC to shear-dominated mixing did not correspond to a transition to shear-controlled
melting. Despite dominating turbulent fluxes within the mixed layer, current shear was
not sufficiently strong control the thickness of the diffusive sublayer and drive steady,

friction velocity-dependent melting.

The tendency for the system to transition from DC-dominated to shear-dominated mix-
ing can be understood in terms of competing shear and DC processes. Under low or
weak stratification, shear-generated turbulence is expected to mix heat and salt equally
(i.e. the eddy diffusivities of heat and salt are equal). This tendency is at odds with DC,
which relies on unequal diffusion of heat and salt. For this reason, DC is not expected
to coexist with strong turbulence (Radko, 2013). For example, in the arctic, diffusive
staircases are much less common near boundaries where turbulence dissipation is higher
(Shibley et al., 2017). The strength of the interfacial heat flux that drives convection
beneath the ice in our simulations decreases over time. Consequently, convection weak-
ens over time, while turbulence production from current shear remains steady. Thus,
in the presence of a mean flow or elevated turbulence from other sources, it is expected
that shear will eventually overtake DC and become the dominant mixing process. The
duration of time for which DC persists will depend on the relative strength of the thermal

driving and current shear.

Our findings have important implications for how basal melting of ice shelves is modelled
at conditions favorable to DC. Two of our key results, 1) that the melt rate is unsteady
in time and 2) the melt rate is largely independent of current speed, contradict assump-
tions in commonly used ice-ocean parameterisations, which set melt rate as a function
of current speed and assume a balance between mixed layer and interfacial fluxes. Fur-
thermore, we have demonstrated that DC has a unique influence on the water column
structure, setting the mixed layer depth and properties and driving vertical fluxes of heat
and salt in a different manner to shear-driven mixing. Consequently, DC may influence
the properties and evolution of watermasses beneath ice shelves and have a non-local
influence on cavity circulation and melting. Our results suggest that a new parameteri-
sation is required for the DC regime if we wish to accurately model melt rates in warm

and relatively quiescent environments.

A constraint on the conclusions drawn in this study is that a steady melt rate is not

achieved over the multi-day simulations. The time-dependent melt rate is well explained
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by the continuously growing diffusive sublayer adjacent to the ice, itself governed by salt
diffusion to the ice-ocean interface. However, in a real system, processes such as variable
current speeds, enhanced mixing due to interfacial roughness and non-local sources of
turbulence such as a breaking internal waves may act to limit the growth of, or intermit-
tently destroy, the highly stable diffusive sublayer. In the case of intermittent turbulent
events, the frequency with which the diffusive sublayer and thermohaline staircase are
disturbed will influence the melt rate, which will differ from the values presented in Table
3.2. It is therefore important that future studies of the ISOBL in the DC regime consider
a wide range of ocean processes and how they interact with the highly stable diffusive

sublayer observed in the present simulations.

Our experiments provide strong evidence that DC is capable of dominating shear-controlled
turbulent melting and creating a thermohaline staircase structure beneath an ice shelf,
consistent with what is observed at the grounding line of the Ross Ice Shelf. The moder-
ately warm and low current speed conditions investigated in this study comprise one of
only four “subsets” of conditions that have been observed beneath Antarctic ice shelves:
i) warm and low velocity; ii) warm and high velocity; iii) cold and low velocity; iv) cold
and high velocity. Melting is expected to behave differently at different conditions. For
example, beneath the Filchner Ronne and Larsen C ice shelves, thermal driving is lower
(~0.05 °C) and fast tidal currents (0-20 cm s™') are present. At these cold, high ve-
locity conditions the freshwater released by melting does not significantly influence the
turbulent environment and existing melt rate parameterizations perform well (Jenkins
et al., 2010b; Davis and Nicholls, 2019), provided the drag coefficient is known. How-
ever, at warmer or more quiescent conditions, existing parameterizations perform poorly
(Kimura et al., 2015; Begeman et al., 2018; Vreugdenhil and Taylor, 2019).

Our simulations target moderately warm, low current conditions in order to examine
melting in DC only and “mixed” regimes, where both shear and DC influence the tur-
bulent transport, melting and boundary layer structures. We suggest that at warmer
temperatures (e.g. rapidly melting “warm water” ice shelves, which are typically char-
acterised by temperatures O(1) °C above the local freezing temperature; Stanton et al.,
2013) DC will become even more important. A fully shear-controlled melting regime
was not achieved in our numerical experiments, which were conducted at the highest
current speeds possible, whilst still resolving both the diffusive sublayer and mixed layer
dynamics. Further work at higher current speeds is required to investigate the transition

to shear controlled melting. Other features such as a rough ice surface and unsteady
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forcing (e.g. time-varying flows and internal wave activity) also warrant investigation
using turbulence resolving simulations, where they may shed some light on the long-term
behaviour of the transient melting dynamics demonstrated in our simulations, and offer

an avenue to parameterise melting in the DC regime.
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3.5 Supplementary information for chapter 3

3.5.1 Shear mixed layer depth scaling

In the presence of a far-field current, boundary layer turbulence is produced by both
shear and convective instability, however shear driven turbulence is more pronounced
near the interface (Fig. 3.11). At low velocity (runs 2, 3 and 3*) the evolution of the
mixed layer is very similar between runs. For these runs, the mixed layer depth increases
with the strength of the thermal driving, indicating DC is enhanced by increased ocean
temperatures. Run 4 evolves in a similar manner to runs 1-3* for the first ~10 h of
the experiment, with a 2.5 m deep mixed layer forming beneath the ice. However,
later in time a second pycnocline emerges at a depth of ~ 0.8 with a mixed layer above
it. This additional mixed layer is formed by shear-generated turbulence. DC is no
longer contributing to near-wall turbulent mixing of the water column. Boundary layer

1/2 " a function of the shear stress

shear is characterised by friction velocity u* = (7,/po)
at the wall 7,,. The depth of a stable planetary boundary layer can be estimated as
dspr, = 0.5(nu*/f), where stability parameter n < 1 takes into account the effect of a
stabilising buoyancy flux (in this run due to the freshening effect from melting), which
reduces the boundary layer depth (McPhee, 1981). Based on this scaling, we would
expect the mixed layer depths to increase with «* and decrease with higher melt rates. For
run 4 the stability parameter n = 0.7, yielding a stable boundary layer depth dsp, = 1.5
m, which is in rough agreement with the pycnocline depth of ~0.8 m. The presence of
this layer demonstrates the increased importance of shear generated turbulence in mixing

as the velocity is increased to Uy=2.0 cm s .

3.5.2 Comparison between simulated melt rates and a common
ice-ocean parameterisation

Here, simulated melt rates are quantitatively compared with the three-equation param-
eterisation from (Jenkins et al., 2010b). In this parameterisation, oceanic heat and salt
fluxes are represented in terms of the temperature and salinity difference between the
mixed layer and the interface. The surface and sublayer dynamics are encapsulated by
the product of friction velocity u* and heat and salt transfer coefficients 'y and I'g,
resulting in:

pil pmprea = —pe, e (T, — Ty) (3.13)
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Table 3.3: Comparison between simulated melt rate (m) and melt rate as predicted by
the three-equation parameterisation (mypeq)-
run Thp (°C) w* (ems™) m (myr ™) mprea (M yr™) m/mpeq

1 -2.115 0.0 0.042 0.0 00
2 -2.114 0.0339 0.044 0.27 6.1
3 -2.121 0.0495 0.045 0.38 8.4
3* -1.926 0.0489 0.103 0.84 8.2
4 -2.147 0.0605 0.037 0.38 10.3
PiSeMprea = —pL'su* (Sar — Sp) (3.14)

where ¢, = 4.18 x 10 (J kg=' K™') is the heat capacity of seawater, L; = 3.35 x 10°
(J kg™!) is the latent heat of melting, k7 = 1.4 x 107 (m? s7!) and kg = 1.3 x 10° (m?
s71) are the molecular diffusivity of heat and salt respectively and p = 1030 (kg m™3)
and p; = 917 (kg m™3) are the density of water and ice respectively. These parameters
are consistent with those used in the numerical model. For the transfer coefficients we
use the constant, empirically determined values of 'y = 0.011 and I's = 3.1 x 10~ from
beneath the Filchner Ronne Ice Shelf (Jenkins et al., 2010Db).

We solve Eqns. 3.13, 3.14 and the liquidus relationship (7, = aS, + b where a = —0.057
°C kg g7t and b = —0.311 °C) for Mpreq @s a function of the simulation-derived Ty,
Sy and v* in order to compare with our simulated melt rates. Both the inputs and
predicted values are found in Table 3.3. For Fig. 3.10 (inset) we solve the same set of

equations over a range of Ty, and u*, setting Sy, = 34.5 g kg™ 1.

3.5.3 Turbulent kinetic energy

To better understand the processes operating in the boundary layer we consider the
Turbulence Kinetic Energy (TKE) budget as follows:

ok
5 P — ¢ + B — transport of TKE (3.15)

where Ok /0t is the time rate of change of TKE (m? s~ or equivalently W kg™!), P is the
shear production, € is the dissipation rate and B is the buoyancy flux. Dissipation rate
€ is positive definite and therefore a sink of TKE, while shear production P is typically
positive and buoyancy flux B may take either sign, where positive B corresponds to a

transformation of potential to kinetic energy. These terms are further described in Gayen
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Figure 3.11: Plane-integrated buoyancy production B, shear production P, and dissipa-
tion € at t = 50 h. Positive (negative) values for each term are shown in black (orange).
Panels are labelled by run, see Table 1 for details.

et al. (2010). Fig. 3.11 shows the total (subgrid-scale + resolved) shear production,
buoyancy flux and dissipation. With no far-field current, buoyancy flux is the leading
source of turbulence, and dissipation near the interface is low (1, Fig. 3.11). However,
in the presence of mean shear (3,3 and 4, Fig. 3.11) dissipation near the boundary
increases dramatically and shear production becomes the primary source of TKE over
the upper ~ 1 m of the water column. Beneath this, buoyancy flux becomes positive
(3 and 3*, Fig. 3.11), increases in magnitude and eventually dominates shear as the
leading source of TKE, especially in the highest thermal driving run. The maximum
average dissipation rate is 4x107 (1x107%) m? s for run 3 (4) (Fig. 3.11). This result
is consistent with the lower end of dissipation rate values observed beneath the Larsen
C Ice Shelf (107°-107% m? s73), where the high values were observed for flow speeds of
0.15 m s~! and greater (Davis and Nicholls, 2019). This result is also consistent with
near-boundary dissipation data beneath landfast sea ice in McMurdo Sound, Antarctica

(average: 3 x 1078 m? s73, near surface: 1x1077 m? s73) (Stevens et al., 2009).
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CHAPTER 4

Basal melting of a horizontal ice shelf driven
by a steady, geostrophic current

Abstract

Ocean-driven basal melting is causing thinning of the Antarctic Ice Sheet, contribut-
ing to global sea level rise. Efforts to represent basal melting in sea level projections
are undermined by poor understanding of the ice shelf-ocean boundary layer (ISOBL).
This knowledge gap is addressed here using high resolution large-eddy simulations of the
ISOBL forced by a steady, geostrophic flow at melting conditions. This chapter presents
results for a range of free stream velocities (0.7-2.8 cm s™!) and ocean temperatures
(0.0025-0.05°C above the local freezing temperature). These conditions encompass a
stratified regime -which occurs when boundary layer turbulence is affected by the buoy-
ancy flux due to melting- and a well-mixed regime. In the well-mixed regime, the depth
of the mixed layer can be predicted using a simple scaling law based on friction velocity,
Coriolis frequency, and far-field stratification. In the stratified regime, which occurs when
the Obukhov length scale (L) is the same or less than the planetary scale (u*/|f|), the
boundary layer depth and interfacial drag decrease as stability parameter p = u*/(fL)
increases. Stratification tends to shoal the ISOBL, insulating the ice from warmer water
below and increasing the challenge of sampling and resolving the ISOBL properties in ob-
servational and modelling studies. This chapter demonstrates that the viscous Obukhov
lengthscale L™ = Lu*/v determines the efficiency of heat and salt transfer to the ice-
ocean interface, in agreement with the results of Vreugdenhil and Taylor (2019), where
several important thresholds exist. For L™ 2500 melting is time-dependent, while for
Lt 2500 steady melt rates are observed. In the range 2500 LT 25000 heat and
salt transfer coefficients increase as a function of L™, tending to a constant value for

LT 25000. This chapter demonstrates that existing parameterisations of ice melt are
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not appropriate over a large range of ocean conditions relevant to Antarctic ice shelves,
and show the need to account for the effects of stratification on the mixed layer and

interfacial drag.

4.1 Introduction

Understanding how the ocean drives basal melting of Antarctic ice shelves is critical for
quantifying the rates of present ice mass loss and developing the capability to project
future change. Despite extremely poor spatial and temporal coverage, observations from
within ice shelf cavities have revealed a range of different cavity environments and melting
behaviors. In cold, energetic conditions such as those observed below the Filchner-
Ronne (Jenkins et al., 2010b) and Larsen C (Davis and Nicholls, 2019) ice shelves,
melting is strongly controlled by current speed. At these conditions, Davis and Nicholls
(2019) showed that the surface buoyancy flux due to melt water has little effect on the
turbulent boundary layer beneath the ice. Observations from warmer ice shelf cavities
suggest that buoyancy plays a larger role at increased ocean temperatures through driving
strong circulation (Stanton et al., 2013), increasing water column stratification (Stewart,
2018) and, in some cases, resulting in diffusive convection (DC) and the formation of

thermohaline staircases (Begeman et al., 2018; Kimura et al., 2015).

Recent modelling studies using large-eddy simulation (LES) and direct numerical simula-
tion (DNS) have focused on understanding the importance of stratification (Vreugdenhil
and Taylor, 2019) and diffusive convection (e.g. Keitzl et al., 2016b) beneath melting ice.
Vreugdenhil and Taylor (2019) showed that stratification inhibits the turbulent trans-
fer of heat and salt and suppresses melt rates. Keitzl et al. (2016b) and Chapter 3 of
this thesis showed that melt rates in the DC regime are inherently transient due to the
unchecked growth of the highly stratified diffusive sublayer adjacent to the ice. In the DC
regime, melting was shown to be relatively insensitive to changes in the far-field velocity,
contrary to existing parameterisations of ice-ocean interaction (e.g. McPhee et al., 1987;
Jenkins, 1991; Jenkins et al., 2010b).

Ice-ocean parameterisations should represent the state of our current understanding of
the ice shelf-ocean boundary layer (ISOBL). Instead, existing parameterisations match
observations only under the coldest, most energetic conditions (Davis and Nicholls, 2019;
Jenkins et al., 2010b; Vreugdenhil and Taylor, 2019). They are also subject to issues of

implementation due to the assumption of a water column structure with a well-mixed
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layer or plume adjacent to the ice. The mixed layer temperature (7'), salinity (S) and
friction velocity (u*) constitute the driving parameters for the melting model and must
be sampled within the mixed layer. In practice, the depth at which these properties are
sampled depends on the vertical resolution of the model or an arbitrary (and constant)
choice of sampling depth, resulting in an un-physical dependence of predicted melt rates
on ocean model resolution or the chosen sampling depth (Gwyther et al., 2020a). Similar
issues arise when the velocity u, which is required to estimate friction velocity u*, is taken

outside of the relevant region of the boundary layer (Davis and Nicholls, 2019).

These issues highlight the need for an adequate representation of the ice-ocean boundary
layer which includes melting, ISOBL structure and mixed layer properties, especially
under warm conditions where stratification becomes important. This chapter addresses
this need using high resolution LES of the ISOBL, forced with a steady, geostrophic
current and ocean temperatures above the local freezing point. By varying the strength
of ocean current and temperature forcing, the principal variables affecting the melt rate
and mixing beneath the ice are identified. This chapter then classifies the results based
on the dominant physics observed and develops criteria for the transition between these

regimes as a function of commonly observed /resolved ocean variables.

This chapter is structured as follows. §4.2 provides detailed background on oceanic
boundary layers, including those with a stabilising surface buoyancy flux, as well as
currently used parameterisations of ice ocean interactions. The governing equations,
numerical implementation and forcing for the numerical model are detailed in §4.3. Sim-
ulation results are then presented in §4.4, focusing first on the boundary layer and mixed
layer characteristics, including the classification of boundary layer types based on the
dominant observed processes, followed by analysis of the melt rates. In §4.5 the implica-
tions of the different boundary layer and melting regimes are discussed with respect to
observing and modelling basal melting. Conclusions and future directions are presented
in §4.6.

4.2 Background

4.2.1 The ice shelf-ocean boundary layer

The ISOBL typically refers to the frictional boundary layer that forms adjacent to the

ice due to the presence of a mean flow or current in the ocean next to the (stationary) ice.
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Friction acts to reduce velocity in the vicinity of the ice, creating vertical shear (velocity
gradient). Due to Coriolis, the viscous stresses associated with vertical shear result in
an ageostrophic (cross-stream) component of the flow and a turning of the mean flow
with depth, known as an Ekman spiral. Rotation gives the Ekman layer a natural depth
scale (6;) which depends on the Coriolis frequency (f). In an unstratified environment
this scale, often called the planetary scale, is given by d; ~ u*/|f|. Stratification tends

to limit the planetary scale.

The ISOBL can be divided into several sub-regions based on the dominant physical
processes. The viscous sublayer is the region of laminar flow adjacent to the ice which is
O(1072 m) thick. Within the viscous sublayer, horizontal velocity scales with distance
from the ice as:

Ut ~z* (4.1)

where the distance z and velocity U are expressed in wall units, which are denoted by

the plus superscript:

gr- Y o (4.2)

u*’ v

Here, v is molecular viscosity and u* is the friction velocity, a function of shear stress at
the interface (u* = 7y /po). Adjacent to the viscous sublayer is the surface or “log”
layer, which occupies approximately 20% of the total boundary layer depth. Within the
surface layer, turbulence is affected by the presence of a solid boundary (in this case,
the ice-ocean interface). Vertical shear is inversely proportional to the distance from
the surface (z) and proportional to the strength of the turbulence. In a neutral setting

(when stratification is not important) the dimensionless current shear (¢) is given by:

kz oU
== = =1 4.3
¢ ut 0z (43)
where k£ = 0.41 is von-Karman’s constant. Integrating ¢ gives a logarithmic current

profile in height:

U*z%m@U+C (4.4)

applying the identities in 4.2. This logarithmic scaling of velocity with depth is often
called the Law of the Wall (LOW). For flow that is affected by stratification the profile
is expected to depart from the LOW. Commonly, this departure is taken to be a linear
function ¢(&) = 1+ 5,,€ of the normalised distance from the ice £ = z/L where L is the
Obukhov length:

L=— (4.5)
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and B (m? s7?) is the surface buoyancy flux. Integrating 4.5 yields the log-linear velocity

profile:

Ut = %m(z*) + %’”5 +C (4.6)

where constant C' ~ 5.0 (Bradshaw and Huang, 1995) and ,, ~ 4.7 (Businger et al.,
1971). This expression implies that stratification is affecting the mixing length, or the
maximum vertical distance over which eddies can diffuse momentum (McPhee, 1994).
For a positive (stabilising) buoyancy flux, the Obukhov lengthscale is an estimate of the
distance from the ice where stratification effects are felt by ISOBL turbulence. This
expression applies to weak stratification only. For strong stratification, it is expected
that the distance to the ice will not affect the shear, and the velocity gradient will be
linear (Turner, 1979).

Stratification also influences the overall boundary layer depth, where the stratification
may take the form of a stratified far-field environment or through a stabilising buoyancy
flux at the boundary, where both are relevant to the ISOBL. External stratification
decreases the Ekman layer depth relative to the well-mixed case (Weatherly and Martin,
1978; Taylor and Sarkar, 2008a; McWilliams et al., 2009). McWilliams et al. (2009)
showed that the stratified Ekman layer depth varies as a function of the stratification
parameter v = N2 /f?. Typically in the ocean N > |f| and therefore v > 1 . The
externally stratified Ekman boundary layer depth (k) is given by:

u*
h, = Am’y 1/4 (4.7)

This expression is consistent with the scaling of Weatherly and Martin (1978) for v > 1.
Based on the height at which the Turbulent Kinetic Energy (TKE) or turbulent mixing
goes to zero, Weatherly and Martin (1978) found the constant A = 1.3.

A stabilising surface buoyancy flux has also been shown to limit the depth and increase
the cross-stream velocity of an Ekman boundary layer (Coleman et al., 1992; Shah and
Bou-Zeid, 2014). The vertical scales of turbulence are reduced by gravity under sta-
bilising surface buoyancy forcing, and the mixed layer shoals (McPhee, 2008). Under
a stabilising buoyancy flux the Ekman layer depth has been shown to depend on the
stability parameter pu:

hy, = C = “7;[1/2 (4.8)

(e.g. Zilitinkevich, 1972; Garratt, 1982; Deusebio et al., 2014) where p = u*/(fL) is the
ratio of the planetary scale to the Obukhov lengthscale.
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4.2.2 Models of ice-ocean interaction

Thermodynamic models of ice-ocean interaction aim to determine the ice shelf melt rate
(m), interface temperature (73) and salinity (S) as a function of the ocean mixed layer
and ice temperatures. The interface is assumed to be at the freezing temperature, which
is a weakly nonlinear function of salinity and a linear function of pressure. A linearised

version is typically used, such that:
Tb = >\15b + )\2pb + )\3 (49)

where \; and A are the liquidus slopes in salinity and pressure and A3 is an offset. The
melt rate of the ice is determined by balancing heat and salt fluxes at the ice-ocean
interface. In the following, the subscripts ¢, ML and b denote ice-shelf, mixed layer
and interface properties respectively. At the interface, conservation of heat allows us
to balance the latent heat of melting with divergence between the oceanic and ice heat
fluxes. The latent heat of melting is given by p;L¢m, where p; is the density of the ice
shelf, Ly is the latent heat of freezing and m is the melt rate. The oceanic heat flux (Qr)
is given by pc,kr(0T/0z), where p, ¢, and kr are the density, specific heat capacity
and thermal diffusivity of the ocean and (07'/0z), is the oceanic temperature gradient
at the ice-ocean interface. In the following, the conductive heat flux into the ice is set
to zero on the assumption that it is much smaller than the latent heat term, following
e.g. Gayen et al. (2016); Mondal et al. (2019); Vreugdenhil and Taylor (2019). For a
discussion on the influence of conductive heat flux term see Holland and Jenkins (1999).

The interfacial heat balance is given by:

oT
L - _ - 4.10
piLigm = =peyr 5o (4.10)
A similar expression can be formulated for salinity by balancing the brine flux due to
melting p;e.Sym with the oceanic salt flux Q%,; = prs(9S/02),, where the ice salinity
and the salt flux into the ice are taken to be zero (Oerter et al., 1992). Equating the

remaining terms yields:
piSym = —pKg @ ) (4.11)
0z
The oceanic heat and salt fluxes in Eqs. 4.10 and 4.11 are not resolved in regional or
circum-antarctic ocean models, and must instead be parameterised (e.g. Holland and
Jenkins, 1999). The commonly used three-equation parametrisation represents these

fluxes in terms of the temperature and salinity difference between the mixed layer and
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the interface. The surface and sublayer dynamics are encapsulated by the product of

friction velocity u* and heat and salt transfer coefficients I'y and I's:

Qr = pepL'ruw™ (T — 1) (4.12)
Qs = pl'su™(Sur — Sp) (4.13)

Typically the friction velocity is not known, and is instead modelled as a function of the
free stream velocity Uy and the drag coefficient Cy; as u* = C’;/ 2UO. While a value of
Cy = 0.0025 is often used in ocean models, Cy is not well constrained observationally
beneath ice shelves (Gwyther et al., 2015). As this formulation is based on frictional

boundary layer theory it predicts no melting for Uy = 0.0 cm s™1.

Almost all of the temperature and salinity difference between the interface and far-field
occurs over the diffusive sublayer, which occupies the few O(1 cm) closest to the ice.
Accordingly, Gade (1993) based a melting formulation on the fluxes within this diffusive
region, defining o7 = (T — Tp)/(0T/0z), and salinity dg = (Sa — Sp)/(0S5/02), to
be the gradient thickness in temperature and salinity respectively. Terms d7 and dg can
be thought of as approximating the thermal and saline diffusive boundary layer depth,
where the approximation will be perfect if the temperature and salinity profiles vary
linearly over the diffusive sublayer. In this case the oceanic heat and salt fluxes can be
expressed as:

Ty —Tp
or
S — Sp

55’ )

The gradient thickness ratio dr/dg is related to the ratio of heat to salt transfer coef-

(4.14)

Qr = pcpkr

Qs = pks (4.15)

ficients by the Lewis number Le = kp/kg as I'r/T's = Le(ds/dr). To reconcile 4.12,
4.13 and 4.14, 4.15 the thermal and saline diffusive sublayers should be controlled by
current shear, and thin with increasing friction velocity (e.g. Wells and Worster, 2008;
McConnochie and Kerr, 2017a).

There are many conditions pertinent to the Antarctic ISOBL where shear does not
control the thickness of the diffusive sublayer. In the case of a sloping ice shelf, fresh
meltwater drives convection adjacent to the ice and it is convective instability, rather
than shear, that controls the diffusive sublayer thickness (Kerr and McConnochie, 2015;
McConnochie and Kerr, 2018; Mondal et al., 2019) and sets the melt rate. Under flat ice
with relatively weak currents, double-diffusive convection occurs and melting is inherently
transient (chapter 3; Martin and Kauffman, 1977; Keitzl et al., 2016a).
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Table 4.1: Grid specifications for different velocity and Coriolis forcing. Free stream
velocity Up; Coriolis frequency f; domain horizontal dimension LX (= LY); domain
height LZ; horizontal resolution (in wall units) AX* (=AY ™); vertical resolution at the
ice-ocean interface AZ™.

Uy f LX LZ AX*T AZ*
cms™! x103st m m
Gl1 0.7 -1.37 3.6 6 10 0.5
G2 1.4 -1.37 72 7.2 20 0.9
G3 2.8 -2.74 7.2 9 20 0.9

4.3 Methods

The governing equations and numerical implementation for the simulations presented in
this chapter are identical to those described in §3.2. This section provides an overview
of the problem set-up and model forcing, and outlines the model domain and resolution
for the present simulations. The steady flow and turbulent boundary layer beneath a
horizontal ice shelf is modelled in a computational domain of height LZ and horizontal
dimensions LX = LY. A schematic of the model domain is shown in Fig. 4.1. The
flow is periodic in both horizontal directions. The upper and lower boundaries are
impenetrable, assuming that the flow is statistically homogeneous in the horizontal plane.
The boundary conditions at the upper and lower boundaries are no-slip and free-slip

respectively. The flow velocities in x, y and z directions are u, v and w respectively.

The ambient flow, with amplitude Uy, is achieved through forcing with a constant pres-
sure gradient in the y-direction. A geostrophic balance of 1/po(dp/dy) = — fU, holds in
the interior of the domain, and an Ekman boundary layer forms beneath the ice. The
Coriolis parameter f is constant within the domain. A stable ambient stratification with

l'is imposed using an initial salinity profile

buoyancy frequency Ny = 1.75 x 1073 s~
given by S, = Sp — 4.0 x 1072 g kg™!, where reference salinity is set to Sy = 34.5 g
kg~! for all cases. The initial temperature profile is constant in depth, and the reference

temperature Ty is varied between runs.

The domain size and grid resolution vary between experiments. The domain size is
based upon the planetary scale d; (the Ekman boundary layer depth is expected to
be ~ 0.75;) which is estimated using the expression d; = ug/|f| where f (s7!) is the

Coriolis frequency and u} (m s™') is the friction velocity, estimated a priori using the
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Figure 4.1: Schematic of the model domain, which consists of a horizontal ice-ocean
interface with cold, salty ocean below. In the interior of the domain the ocean is in
geostrophic balance and has velocity (u,v) =(Uy,0). Near the ice an Ekman boundary
layer forms.

drag law relationship uj = C’;/z Uy taking Cy = 0.0025. The domain size LX X LY X LZ is
approximately 1.40 x 1.46¢ x 1.80¢. The dimensional domain sizes can be found in Table
4.1. Grid resolution is based upon the viscous lengthscale 6, = v/u} where v =2 x 107°
m? s7! is the molecular viscosity. The grid resolution for each experiment is expressed
in wall units as AXt = AX/¢,, with AY" and AZ™T equivalently defined. The grid
resolution is chosen to be consistent with the results of Salon et al. (2007) for resolved
LES. The grid that is uniform in both the x and y directions and stretched in the z-
direction to achieve higher resolution near the boundary. The horizontal resolution is
typically AX*+ = 20, with the exception of the 0.7 cm s~! run, where it is AXT = 10 in
order to satisfy horizontal-to-vertical grid aspect ratio and vertical resolution constraints
simultaneously. Extremely high resolution is required near the boundary to capture the
near-ice diffusive sublayers, which are thin due to the realistic kr and kg values. The
grid stretching is performed using a tanh function with resolution AZ* < 1 at the wall.
The aspect ratio of grid cells at the edge of the viscous sublayer (Z+=>50) has also been
shown to be important, with A = AZT/AXT = 1/8 being recommended in a previous

study (Vreugdenhil and Taylor, 2019). No dependence on aspect ratio was found for
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1/30 < A < 1/7 (Appendix A.2), and most runs were performed with A ~ 1/11.

To ease computational constraints for the highest velocity runs, the Coriolis parameter is
doubled from the physically relevant value of f = —1.37x 103 s ' to f = —2.74 x 1073
571, allowing a smaller domain to be used. Doubling f does not affect the near-ice
dynamics or heat transfer (Appendix A.3), although it does affect the Ekman boundary
layer and mixed layer. The influence of varying f on the ISOBL is quantified and

explained in the results section.

Free stream velocity (Up) and initial temperature (7p) and are varied between runs, where
each Tp has a corresponding initial thermal driving 77 = Ty — T (Sy), where T¢(Sp) is the
freezing temperature at salinity Sy. The model is forced with Uy = 0.7, 1.4 and 2.8 cm
s7tat T = 0.0025, 0.0075 and 0.05 °C. For each run, a neutral (unstratified) spin-up
run is performed to obtain the velocity field of a steady-state turbulent Ekman boundary
layer. At model time ¢ = 0 h the initial temperature and salinity profiles are applied,
after which time the temperature, salinity and velocity fields co-evolve. The simulations

are run for 2-3 inertial periods.

4.4 Results

4.4.1 Boundary layer evolution and velocity characteristics

Flow beneath a stationary ice shelf results in vertical shear and forms a turbulent bound-
ary layer beneath the ice. This boundary layer determines the melt rate by regulating the
transfer of heat and salt from the far-field ocean to the ice. Fig. 4.2 shows the ice-ocean
boundary layer and melt rate at the ice-ocean interface for run A3 (Table 4.2) with free
stream velocity Uy = 2.8 cm s~!. Turbulence beneath the ice, visible as fluctuations in
the vertical velocity field, mixes cold meltwater over the upper ~ 2.5 m of the water
column and supplies heat to the ice-ocean interface. The resulting melt rate is spatially
heterogeneous due to the presence of elongated turbulent structures near the ice, which
increase heat flux locally (Vreugdenhil and Taylor, 2019). These structures are aligned

with the wall stress 7,, which, due to Coriolis, has a cross-stream component.

Fig. 4.3 shows the evolution and characteristics of this boundary layer under cold condi-
tions over three inertial periods, where an inertial period At = 27/|f| (s). The difference

between the initial mixed layer temperature and the in situ freezing temperature (a quan-
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Figure 4.2: Snapshot of output for run A3 at t = At. Horizontal (x — y) plane shows
instantaneous melt rate m at the ice-ocean boundary. Vertical planes show vertical
velocity w (z — y plane) and temperature T' (z — z plane). Only the upper 3.6 m of the
domain is shown.

tity known as the thermal driving, hereafter 7%) in this run is only 0.0025 °C. The steady

far-field flow with magnitude Uy = 1.4 cm s~}

exerts a shear stress on the stationary
ice-ocean interface (7,) which is characterised by the friction velocity u* = (7,/po)"/?.
The friction velocity remains steady over the course of the simulation. Plane-averaged

profiles of Turbulent Kinetic Energy (TKE, denoted by k), defined as:

1
k= é(u’u’ + V' + w'w'), (4.16)

where u/, v' and w’ are deviations from the horizontal mean velocity, show active tur-
bulence over the upper 2 m of the water column. The TKE is most intense near the
ice (Fig. 4.3B). This turbulence rapidly homogenises the initial scalar profiles forming a
mixed layer in temperature (Fig. 4.3C) and salinity (not shown) beneath the ice. The
squared buoyancy frequency N? = —g/po(0p/0z) (Fig. 4.3D) characterises the stratifi-
cation of the water column. As the flow develops, a strong density gradient (pycnocline)
forms at the base of the mixed layer. The pycnocline deepens gradually over the course

of the experiment due to entrainment of ambient fluid into the mixed layer. The mixed
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Table 4.2: Key parameters and results. Free stream velocity Uy; initial thermal driving
15 friction velocity u*; drag coefficient Cy; temperature difference between the inter-
face and mixed layer T, — Th;; melt rate m; Obukhov lengthscale L; viscous Obukhov
lengthscale L*; and mixed layer classification as WM (well-mixed), STR (stratified) or
DC (diffusive convective). All results are at ¢t = 3At, except runs A3, B3 and C3 which
are at t = 2At.

run Uy T3 u* Cy T, — Tt m L Lt  type
emst °C  cms! °C cm yr! m
Al 0.7 0.0025 0.038 0.0030  0.00080 0.097 11.17 2000 WM
A2 1.4 0.0025 0.069 0.0024 0.00083 0.264 2442 8390 WM
A3 2.8 0.0025 0.133 0.0023 0.00101 0.674  70.56 46840 WM
B1 0.7 0.0075 0.036  0.0026  0.00258 0.260 3.78 680 WM
B2 1.4 0.0075 0.066 0.0022 0.00219 0.549  10.18 3340 WM
B3 2.8 0.0075 0.131  0.0022  0.00290 1.860  24.42 15980 WM
C1 0.7 0.05 0.034 0.0024 0.02110 1.633 0.50 80 DC
C2 1.4 0.05 0.051 0.0013 0.01723 1.779 1.47 370 STR
C3 2.8 0.05 0.121  0.0019 0.01654 7.425 4.87 2950 STR

1 0.0 0.175 ~ 0.07586 6.078 ~ ~ DC
2 0.7 0.175  0.036 0.0026  0.07511 6.229 0.17 30 DC
3 1.4 0.175 0.052 0.0014  0.06908 6.559 047 120 DC
3* 1.4 0.375  0.051 0.0013 0.15701 14.557  0.22 50 DC
4 2.0 0.175  0.064 0.0010 0.06115 6.167 090 290 STR

layer cools and freshens over time, due to the heat and salt fluxes associated with basal
melting. The melt rate (Fig. 4.3A) undergoes an initial adjustment phase at the begin-
ning of the simulation, in which the thermal and saline diffusive boundary layers form
adjacent to the ice. After ~ 1At the melt rate achieves a quasi-steady value, evolving

gradually in response to the cooling of the mixed layer.

The ISOBL characteristics and evolution are strongly influenced by ocean temperature.
Higher T™ results in an increased melt rate and higher surface buoyancy forcing, which
suppresses boundary layer turbulence. Fig. 4.4 shows the evolution of the boundary layer
in run C2, which has the same current forcing (U = 1.4 cm s!) as run A2 but a much
higher thermal driving (7™ ~ 0.05 °C). For the warmer run the melt rate is much higher,
while the boundary layer turbulence is weaker. After ~ 1At the TKE drops off at depth
and turbulent mixing is confined to the upper ~1 m of the water column. Melting, which

both cools and freshens the water near the interface, constitutes a stabilising buoyancy
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Figure 4.3: Temporal evolution of key quantities for run A2 over three inertial periods:
(A) melt rate m and friction velocity u*; (B) Turbulent Kinetic Energy k (m? s72); (C)
temperature T’ (°C); and (D) squared buoyancy frequency N? (s72) with the base of the
mixed layer (here defined by the pycnocline depth) highlighted in white.

flux which tends to stratify the water column. The increased melting, and therefore
stabilising buoyancy flux, in run C2 results in turbulence suppression and a reduction
of the mixing depth compared to the cooler run A2 (Fig. 4.3). The change in mixing
depth causes a new pycnocline to form above the first from ~ 2At¢. The region above
this pycnocline is not well-mixed, despite the active mixing occurring there, indicating
that the boundary layer turbulence is insufficiently strong to mix away the buoyancy
supplied by melting. Over the course of the simulation, the friction velocity decreases

by ~ 30% from its original value.

At warmer conditions the boundary layer velocity profile deviates from the classic loga-
rithmic velocity profile, with the profile appearing more “laminar” in the near-wall region.
Immediately below the ice, in the viscous sublayer, the flow is laminar and the velocity
scales with distance from the ice. This is shown for velocities of Uy = 0.7,1.4 and 2.8
cm st at T ~ 0.003 and 0.05 °C in Fig. 4.5, where the velocity profiles all follow the

viscous scaling for z* < 5. Away from the interface, velocity profiles are compared with
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Figure 4.4: Temporal evolution of key quantities for run C2 over three inertial periods.
Panels as in Fig. 4.3. The base of the mixed layer (here defined by the depth of the
strongest pycnocline) is highlighted in white.

the classic log law (Eq. 4.4) and Monin-Obukhov (MO) similarity scaling (Eq. 4.6),
which takes into account the effect of the surface buoyancy flux. At low thermal driving
(Fig. 4.5A), with the exception of the lowest velocity run, the boundary layer profile
is well explained by the MO scaling over 50 < 2™ < 500. At these conditions, which
correspond to large L, the MO-similarity scaling does not deviate much from the classic
LOW scaling. At warmer temperatures, the fit between the velocity profiles and MO
scaling (Eq. 4.6) is poor. While the scaling captures the tendency for the shear to be
concentrated closer to the boundary it does not accurately represent the shape of the
velocity profile. For runs C1 and C2, the velocity profile remains closer to the viscous
scaling than the LOW scaling for z* < 100.

The behaviour of velocity profiles C1-C3 is not monotonic with increasing free stream
velocity. For fixed 77}, stratification effects are expected to diminish with increasing u*.
However, run C2 shows the largest deviation from the classic LOW scaling suggesting
that it is more “stratification-affected” than run C1. We suggest that the weaker shear in

case C1 allows double-diffusive mixing to occur, and that the variation between runs C1
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Figure 4.5: Velocity profiles in wall units for (A) experiments A1-3 and (B) experiments
C1-3. Over-plotted are the viscous boundary layer scaling u™ = 2% (solid black line);
logarithmic boundary layer scaling (Eq. 4.4; solid grey line) and M-O similarity scaling
(Eq. 4.6; dashed lines, colours correspond to labelled experiments).

and C2 is a result of the dominance of different mixing processes. This will be discussed

further in section 4.4.2.

The velocity profiles in Fig. 4.5 are scaled as u™ = u/u*, thus the far-field u* is related
to the drag coefficient as Cy = (1/u™)? For warm runs C2 and C3, the drag coefficients
are reduced compared to their cool counterparts A2 and A3. Drag coefficients for each
experiment can be found in Table 4.2. A decrease in drag due to increasing ocean tem-
peratures in a melting scenario has been shown in both in chapter 3 and Vreugdenhil
and Taylor (2019). This is also consistent with results from stabilised Ekman bound-
ary layers, where increasing static stability decreases drag (Deusebio et al., 2014; Shah
and Bou-Zeid, 2014). The surface buoyancy flux also increases cross-stream flow in the
boundary layer, broadening the Ekman spiral. The horizontal velocity components (u, v)
for runs A2 and C2 (at Uy = 1.4 cm s™') are shown in the hodograph in Fig. 4.6A. The
ageostrophic (v) component of the velocity is larger for the higher thermal driving run.
The angle between the geostrophic flow and the wall shear stress has also increased and
is closer to the expected angle for laminar flow of 45°. The same trend is observed,

although to a lesser extent, for runs A3 and C3 (at Uy = 2.8 cm s !). In terms of
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Figure 4.6: Normalised geostrophic (u) and ageostophic (v) flow for (A, B) runs A2 and
C2 with Uy = 1.4 ecm s7! and (C, D) runs A3 and C3 with Uy = 2.8 cm s™'. In (B)
and (D) profiles are plotted as a function of z scaled by the planetary scale d¢. Velocity
components are averaged over 2At < t < 3At for A2,C2 and At <t < 2At for A3, C3.

total transport, the enhancement of the cross stream component is offset by the overall

thinning of the velocity boundary layer (Fig. 4.6B and C).

4.4.2 Mixed layer depth

Boundary layer turbulence can homogenise temperature and salinity profiles, forming
a mixed layer adjacent to the ice. Depending on the dominant boundary layer pro-
cesses, one of three mixed layer structures is observed. In this thesis, ISOBL “regimes”
are defined based on the mixed layer structure (Fig. 4.7). These regimes are termed
“well-mixed”, “stratified” and “diffusive convective”. In this section, simulations are cat-
egorized and existing theory is used to model the mixed layer depth for each ISOBL

regime.

Well-mixed regime: effects of currents shear and stratification

At low thermal driving, the depth of the mixed layer can be predicted using a simple
scaling law based on the friction velocity, Coriolis frequency and far-field stratification.

Fig 4.8 shows profiles of plane-averaged buoyancy frequency (N?) for all experiments,
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Figure 4.7: Schematic showing typical profiles of squared buoyancy frequency (N?) for
the three observed ISOBL “regimes” at ¢t = At and ¢t = 2At. In each profile the pycno-
cline depth, which we use as a proxy for mixed layer depth, is shown with an arrow.

where depth is normalised by the planetary scale 6y. All A- and B- experiments have
a similar density structure, with a single, well-mixed layer and pycnocline beneath the
ice, where we use the pycnocline depth as a proxy for the mixed layer depth (Fig. 4.7).
Here, these runs are classified as “well-mixed’.

The A- and B- runs evolve in a qualitatively similar manner to what is shown in Fig.
4.3 for run A2. However, the pycnocline depths do not collapse with the scaled vertical
coordinate. Rather than the f~! dependence suggested by the planetary scale, the mixed
layer depth scales with f~1/2, consistent with the stratified Ekman boundary layer scale
h., (Eq. 4.7). See Appendix A for an extension of this result to higher f. The h,
scaling explains the mixed layer depth well for all A- and B- experiments (Fig. 4.9) with
constant A = 1.3, as suggested by Weatherly and Martin (1978). This result is consistent
with the work of McWilliams et al. (2009) and Taylor and Sarkar (2008b) who showed

that increasing external stratification thins the Ekman boundary layer and mixed layer.

Stratified regime: effects of current shear and surface buoyancy flux

At warmer ocean conditions (C- runs), the mixed layer depth and structure departs from
the stratified Ekman boundary layer scaling. For runs C2 and C3, with current speeds of

Up=14cms ! and Uy = 2.8 cm s, respectively, the mixing depth is observed to shoal
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Figure 4.8: Profiles of squared buoyancy frequency (N?) for all runs (labelled) at t/At =
2. Profiles are offset by N2 =2 x 107° s72.

over the course of the experiment and the mixed layer is observed to restratify, indicating
that the boundary layer turbulence is being suppressed by the surface meltwater flux.
Despite this restratification, mixing remains active, as demonstrated by the formation of
a second pycnocline beneath the ice (e.g. Fig 4.4). Thus, despite the absence of a well-
mixed layer, we still define a mixed layer depth based upon the depth of the strongest
pycnocline beneath the ice, as shown in Fig. 4.7. Runs that exhibit this restratifing

behavior are classified as “stratified”.

Whether or not the ISOBL will stratify can be determined by comparing the Obukhov
length L to the planetary scale dy, where it is the smaller scale that governs (McPhee,
2008). The Obukhov lengthscale (Eq. 4.5) gives an estimate of the depth at which
turbulence will feel the effects of stratification due to surface buoyancy forcing. If the
Obukhov lengthscale is much larger than the planetary scale (1 = u*/(fL) < 1) then
the ISOBL is unlikely to be affected by the surface buoyancy forcing. However, if the
two are of similar magnitude (u = u*/(fL) ~ 1) then the boundary layer will be affected
by stabilising buoyancy. Obukhov lengthscale L is compared with the planetary scale ¢ ¢
rather than the stratified Ekman scale h, based on the observation that the stratified
boundary layer forms over the top of an initially well-mixed (N? ~ 0) region (e.g. Fig.
4.4D). Because the mixing depth shoals in time, the far-field stratification N, is unlikely
to be “felt” by the boundary layer turbulence. For run C2 g = 2.3 while for run C3
i = 0.9. Fig. 4.10A plots the mixed layer depth against p. Only two of the present
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Figure 4.9: Simulated mixed layer depth h.s scaled by planetary scale d; as a func-
tion of stratification parameter . Dashed line is hys/d; = 1.497Y4. Markers show
well-mixed (circle) stratified (square) and diffusive-convective (triangle) boundary layers
respectively.

simulations fall within the “stratified” regime. Drawing in results from chapter 3 yield a
third stratified run (Exp. 4; Table 4.2) with p = 4.9.

The scaled mixed layer depth (h.ps/d¢) decreases as the stability parameter ;1 increases for

1/2 well describes Ry /85, consistent with the findings

the stratified runs. The scaling ™
of Deusebio et al. (2014) and the scaling from Zilitinkevich (1972). The expression
of best fit given as hgps/0; = 0.31~'/2. Furthermore, the friction velocity and drag
coefficient decrease as the stability parameter p increases. The ratio u* /U, scales with

p~ /% consistent with the findings of Deusebio et al. (2014) (Fig. 4.10B).

Diffusive convective regime: effects of surface buoyancy flux and ambient
stratification

At warm temperatures and low current speed, DC drives turbulent fluxes beneath the
ice and sets the mixed layer depth. For run C1, the mixed layer is much deeper than
expected from the planetary scale (Fig. 4.8). Beneath the diffusive sublayer, N2 becomes
negative over a short distance, evidence that this run is in the DC regime. Cold, fresh
meltwater has a stabilising effect, resulting in strong stratification near the ice. However,
heat diffuses away from the interface more rapidly than salt (kr/ks = 110), resulting in

a gravitationally unstable region and convection some distance from the ice. As shown in
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Figure 4.10: (A) Simulated mixed layer depth hgs scaled by planetary scale d; as a
function of stability parameter p, the dashed line is hys/d; = 0.317Y2. (B) Friction
velocity v* normalised by geostrophic velocity Uy as a function of stability parameter p,
dashed line is u*/Uy = 0.043u~ /5. Markers as for Fig. 4.9.

chapter 3, in the DC regime the mixed layer depth depends upon the thermal driving, and
the melt rate is inherently unsteady in time. Combining run C2 with results from chapter
3, mixed layer depth scaling in the DC regime can be investigated. For a dynamically
similar problem, in which a stable salinity gradient was heated from below, Fernando
(1987) found that the mixed layer depth is controlled by the surface buoyancy flux due
to heat only (BT) and the far-field stratification as

1/2

BT

hpe =C N )

(4.17)

with constant C' = 41.

Fig. 4.11 plots hgps against BT /N3 and shows that the 1/2 power is appropriate. How-
ever, the constant C' ~ 11 here. One key feature of the DC regime is that the melt rate,

and therefore BT, are inherently time dependent. Thus, surface buoyancy flux due to
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Figure 4.11: Simulated mixed layer depth h,s as a function of BT /N3 | the dashed line
is hops = 11(BT /N3 )Y/2. Markers as for Fig. 4.9.

heat is taken as the mean over the first 5 h of simulation time, as the majority of the

mixed layer growth occurs over that period.

4.4.3 Melting

At low thermal driving, the melt rate is a strong function of friction velocity. However,
as temperature increases, the sensitivity of the melt rate to increasing friction velocity
diminishes. Fig. 4.12 shows the melt rate plotted against u* for thermal driving ranges
0.0019-0.0023, 0.006—-0.007, 0.04—0.05 and 0.14-0.18 °C, where the latter results are from
chapter 3. These temperature ranges account for the variation between experiments and
variation in time over 1 < At < 3. Although sets of experiments are initialised with the
same far-field temperature, factors such as mixed layer depth and melt rate influence the
temperature of the mixed layer as it evolves. Melt rates become increasingly insensitive
to current shear as thermal driving increases (Fig. 4.12). In the temperature range
0.0019-0.0023°C, the dependence of melt rate on u* is close to linear, and the melt rates
agree well with the three-equation parameterisation (Eqs. 4.12, 4.13 and 4.9). The fit is
especially good in the highest friction velocity (A3) run. As thermal driving increases, the
fit between the parameterisation and the simulations worsens, especially at low friction
velocity. In the thermal driving range 0.14-0.18 °C the melt rate is largely insensitive
to increasing friction velocity for the simulated u* values. These simulations show a

tendency for unsteady melt rates under low friction velocity and high thermal driving
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Figure 4.12: Melt rate m as a function of friction velocity u* for (A) 0.0019 < T* <
0.0023, (B) 0.006 < T* < 0.007, (C) 0.04 < T* < 0.05 and (D) 0.14 < T* < 0.18.
Markers are are coloured by time t/At. Green lines show the expected dependence
of m on u* from Eqgs. 4.12, 4.13 and 4.9 with transfer coefficients I'r = 0.011 and
s = 3.1 x 107 from Jenkins et al. (2010Db).

conditions.

Unsteady melt rates indicate that shear from the mean current is not controlling the
thickness of the laminar sublayer across which heat and salt must diffuse. The magnitude
of the viscous Obukhov length is a good predictor of whether shear is sufficiently strong
to control the thickness of the laminar sublayer. The viscous Obukhov length is defined

as the ratio of the Obukhov lengthscale and the viscous lengthscale:
L
LT = 5 (4.18)

A small LT value indicates there is no region of the flow free from the effects of ei-

ther stratification or viscosity, both of which suppress turbulence. Fig. 4.13 shows the
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time evolution of the gradient thickness in temperature ér = T'/(91/0z), and salinity
ds = 5/(0S5/0z)p, and the thermal and saline transfer coefficients I'r and I's. Transfer
coefficient I'r and gradient thickness d7 are related by o7 = k7 /(u*I'r), with an equiva-
lent expression for salinity. In order to achieve a steady state melt rate these parameters
must be constant. Of the subset of runs presented here, only run C2 does not achieve
a constant diffusive sublayer width. Figs. 4.13A B show that d; and g, which approx-
imate the thermal and saline diffusive sublayer thicknesses, grow continuously over the
simulation period for run C2. Consequently, transfer coefficients I'r and I's decrease
in time, as does the melt rate (Fig 4.12C). However, relative to run C2, an increase in
far-field velocity (run C3) or a decrease in temperature (run B2) will result in a steady
state. This behaviour can be explained by L*, which is ~ 102 for run C2 but ~ 10? for
runs C3 and B2. As friction velocity increases from 1.4 cm s™! (run C2) to 2.8 cm s™!
(run C3), dr and dg decrease, demonstrating that shear is thinning the viscous sublayer
and enhancing the interfacial heat and salt fluxes. This is the mechanism by which shear
determines the melt rate, and (where it applies) justifies the form of the three-equation
parameterisation. Figs. 4.13C,D show that the values of I'y and I'g collapse for ex-
periments B2 and C3 with the same L™, despite having different thermal and current
forcing. This observation provides strong support for the hypothesis that Lt determines

near-ice properties, as found in Vreugdenhil and Taylor (2019).

Fig. 4.14A shows the ratio between the predicted melt rate from the three-equation
parameterisation and the simulated melt rate for each experiment. Transfer coefficients
't = 0.0114 and I's = 3.82 x 107, the maximum values found in this study, are
used rather than those suggested by Jenkins et al. (2010b). These value were obtained
for run C3 and consequently the ratio myeq/meps = 1 by definition for this run. The
threshold Lt < 2500 separates the steady and unsteady melt rates. The ratio mprea/Mobs
is arbitrary for the unsteady melting runs, as the transfer coefficients are constantly
evolving due to the temporal growth of the diffusive sublayers. For L™ > 2500 the fit
between the predicted and observed melt rates increases systematically with increasing
L*. Figs. 4.14B and C show the dependence of I'r and I's on Lt over the range
2.5 x 103 < LT < 5 x 10%. These, too, increase as a function of L*. Both I'; and
I's appear to asymptote to constant values at high L™, although further data at higher
Lt is required to confirm this. Vreugdenhil and Taylor (2019) performed a “passive
scalar” experiment where 7" and S fields did not influence the flow through buoyancy.

For this run, intended to determine the heat and salt transfer at infinite L™, they found
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passive scalar runs were observed to approach these upper limit values for L* > 10%.
Both the present results, and those of Vreugdenhil and Taylor (2019), imply that a
constant transfer coefficient formulation such as that outlined in Jenkins et al. (2010Db)
is appropriate at cold, energetic (high L™) conditions but not at warmer, less energetic

conditions. This result will be discussed in the following section.
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t/At

Figure 4.13: (A) Gradient thickness in temperature dr, (B) gradient thickness in salinity
ds, (C) heat transfer coefficient I'r and (D) salt transfer coefficient I's for runs A3, B3,
(2 and C3. Thermal (4r7t)'/? and saline (4rgt)*/? diffusion lengthscales are over-plotted

(dotted lines) on panels (A) and (B) respectively.
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Figure 4.14: (A) Scatter plot showing ratio of simulated to parameterised melt rates as a
function of the viscous Obukhov length L™, where the predicted melt rates are obtained
from the three-equation parameterisation with I'y = 0.011 and I'g = 3.8 x 10~*. Circles
and triangles denote non steady-state and steady-state experiments respectively. For the
steady state experiments, (B) I'r and (C) I's are plotted as a function of L*.

4.5 Discussion

This chapter has demonstrated the role of the viscous Obukhov lengthscale in deter-
mining the dynamics of the diffusive sublayer adjacent to the ice-ocean interface and
therefore the basal melt rate. For high L™, vertical shear due to the mean flow controls
the diffusive sublayer thickness and a steady state melt rate is achieved, while for low
LT the diffusive sublayer grows in time and melting is inherently time-dependent. The
transition between steady and time-dependent melting occurs at L™ ~ 2500. Over the
intermediate range 2500 Lt 25000, we have shown that buoyancy affects the effi-
ciency with which heat and salt are transported to the ice ocean interface, leading to a

decreased heat and salt transfer coefficients.

The transfer coefficients found in this study at high L™ add to a growing body of evi-
dence suggesting that constant values of I'r and I'g are appropriate for calculating melt
rates for cold and/or energetic ice shelf cavities. The highest transfer coefficients agree
extremely well with the transfer coefficients found in the modelling study of Vreugdenhil
and Taylor (2019) at high L™ (Table 4.3), as well as with observationally determined
coefficients from beneath the Filchner Ronne Ice Shelf (Jenkins et al., 2010b) and sea
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Table 4.3: Comparison of transfer coefficients from observational and numerical studies.
Thermal Stanton number C;/ 2FT, drag coefficient C,, heat transfer coefficient 'y, ratio
of heat and salt transfer coefficients I'r/I'g, simulation Lewis number Le, gradient thick-
ness ratio dr/ds. *Ratio assumed, not measured. #Nominal Le values used to enable
comparison with modelling results.

study Cy*Tr Cy Iy Ty/Ts Le 67/ds
This study 5.2 x 107* 0.0022 0.011 29 110 3.7
Vreugdenhil and Taylor (2019) 4.6 x 10~* 0.0015 0.012 31 180 5.8
Davis and Nicholls (2019) 0.0011 0.0022 0.024  35*

Jenkins et al. (2010b) 0.0011 0.0097 0.011  35*

Sirevaag (2009) 0.013 33 110# 3.3
Sirevaag (2009) 0.013 33  180% 5.5

ice in the Arctic (Sirevaag, 2009). For example, under the Filchner Ronne Ice Shelf,
Jenkins et al. (2010b) determined the product C’;/ I’y from the local melt rate and in
situ oceanographic observations, assuming a ratio of heat to salt transfer of I'y/T's = 35.
Drawing on results from the sea ice literature, Jenkins et al. (2010b) also suggests values
for the individual parameters Cy and I'r. Despite the assumptions involved in separating
these terms, the heat transfer coefficient I'r recommended by Jenkins et al. (2010b) is in
close agreement with the present results, and those of Sirevaag (2009) and Vreugdenhil
and Taylor (2019). Beneath the Larsen C Ice Shelf Davis and Nicholls (2019) found
extremely good agreement between their observed melt rates and the three-equation
parameterisation using C;/QFT = 0.011 with I'y/T's = 35. Combining this with the lo-
cal drag coefficient, determined from measurements of boundary layer turbulence to be
Cy = 0.0022, they obtain a heat transfer coefficient of I'r = 0.024, roughly double that
found in the other observational and numerical studies presented in Table 4.3. Despite
this discrepancy, these collective observations and simulations support the hypothesis
that the three-equation parameterisation can perform well in cold and/or high velocity
(LT 10%) ice shelf cavities.

The viscous Obukhov scale can also be used to understand the poor agreement between
the observed velocity profiles in Fig. 4.5B (particularly run C2) and the MO velocity
scaling. At low LT, there is little separation in scale between the largest and smallest
turbulent structures in the surface layer (Flores and Riley, 2011). Consequently, for
L* < 0O(100), boundary layer turbulence may become intermittent, or collapse entirely
(Flores and Riley, 2011; Deusebio et al., 2014, 2015). This phenomenon was observed
for the ISOBL by Vreugdenhil and Taylor (2019) for L* 300. While we did not
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observe this turbulence collapse in our experiments, we suggest that increasingly strong
stratification effects close to this threshold (e.g. run C2 with LT = 370) reduce the
applicability of the MO scaling (Eq. 4.6), which is valid for weak stratification (Turner,
1979).

A significant finding of this chapter is that buoyancy effects on the near-ice and ISOBL
dynamics are governed by two different scaling parameters. The interfacial heat and
salt fluxes, and therefore the melt rate, depend strongly upon the viscous Obukhov
lengthscale L*. However, in the stratified regime, boundary layer depth is observed to
scale with stability parameter p instead. The result that the near-ice conditions are
best described by LT, while the boundary layer is governed by p, is consistent with the
results of Deusebio et al. (2014) for an Ekman boundary layer under a stabilising heat
flux. They found that Nusselt number (the ratio of convective to conductive heat flux)
was best described by L, while the boundary layer depth and friction velocity scaled
with pu.

This chapter has shown that in the stratified ISOBL regime the Ekman layer and mixed
layer are much thinner than in the well-mixed regime. The enhanced ISOBL stratification
and double pycnocline structure beneath the mixed layer also support large gradients in
temperature and salinity over the upper few meters of the water column. In the con-
text of large-scale ocean modelling, resolving a thin mixed layer is more challenging. As
mixed layer properties are required to determine the ice shelf melt rate when using a
parameterisation such as the three-equation parameterisation, stratified conditions may
introduce errors in basal melting estimates. Stratified conditions may also present a chal-
lenge to field observations of the ISOBL. In situ ice shelf-ocean observations are collected
in a variety of ways, such as autonomous underwater vehicles (e.g. Dutrieux et al., 2014;
Gwyther et al., 2020b), profiling and the installation of moorings via boreholes drilled
through the ice shelf (e.g. Davis and Nicholls, 2019; Stewart et al., 2019; Stevens et al.,
2020). A key issue with these studies is identifying the presence of and sampling within
the mixed layer (e.g. Stewart, 2018). Similar issues exist with sampling the velocity

boundary layer in order to estimate the friction velocity (Davis and Nicholls, 2019).

Another consequence of a stratified ISOBL is a reduced drag coefficient with respect to a
well-mixed ISOBL. Regional and global ocean models typically take the drag coefficient
to be Cy = 0.0025 (Gwyther et al., 2015). While results presented in this chapter suggest
that this is a reasonable approximation for the well-mixed regime (e.g. run A3 with

Cyq = 0.0023), C; has been shown to depend on stability parameter p in the stratified
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regime. For example, for run C2 p = 2.3 and Cy; = 0.0014. This effect is not presently
accounted for in ice-ocean parameterisations, and could lead to an overestimation of the

friction velocity, and therefore basal melt rate, for conditions with p 1.

Application of results to a broader range of ice shelf cavity conditions

Here, melting and ISOBL results from this chapter are extended to a broader parameter
space. Using the key results that steady melt rates are achieved for L™ 2500 and that
transfer coefficients collapse with L™, heat and salt transfer coefficients are modelled
for Lt > 2500 with a logarithmic fit. The maximum transfer coefficients found in this
study are used as an upper bound on I'r and I'g. The L*-dependent transfer coefficient

formulations are:
I'7(L") = min(1.65 x 1072 -1og(8.30L") — 8.37 x 1072,0.0113), Lt > 2500 (4.19)

[s(L*) = min(1.01 x 10~*-1og(199L ") —1.17x 107%,3.8 x 107%), L > 2500. (4.20)

These empirical functions are plotted over the transfer coefficient data in Figs. 4.14B
and C. Using these expressions, Eqs. 4.9, 4.12 and 4.13 can be solved iteratively to

obtain m and L.

Fig. 4.15A shows the variation of I'r in T* — u* space, where thermal driving ranges
from 0.001-4° C and friction velocity varies in the range 0.03-1.25 cm s~!. The marker
(i) shows the position of the L™ = 2500 contour if I'r and I's are taken as constant and
equal to the maximum values 0.00113 and 3.8 x 10™* respectively. Using LT-dependent
transfer coefficients (Eqgs. 4.19 and 4.20) results in a shift of this contour to location (ii).
A large area of parameter space, given by 2500 LT 25000, is subject to reduced
heat transfer due to the effects of near-ice stratification. The corresponding melt rate is
shown in Fig. 4.15B.

The conditions at which buoyancy is expected to modify the ISOBL are determined
by solving for L and p (Fig. 4.15C). White contours of u show the increasing effect
of buoyancy on the ISOBL, where the region p 1 is expected to correspond to the
stratified regime. This regime encompasses a large area of relevant parameter space. For
example at T* ~ 0.2 °C stratification effects will be important up to a friction velocity

1 1

of 1 cm s™, which corresponds to a free stream velocity of 20 cm s™, assuming a drag

coefficient of 0.0025.
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4.5. DISCUSSION

The parameter space over which the melting and ISOBL results have been extended
represents the majority of melting conditions expected in polar regions. Chapter 5 draws
on these findings and discusses the relevance of the stratified ISOBL regime to observed

Antarctic ice shelf conditions.
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Figure 4.15: (A) Colour contour of heat transfer coefficient I'r(LT) for LT > 2500.
Solid black contours show LT = 2500, 25000 dashed black contours show original L™ =
2500, 25000 that would be obtained from fixed 'z, I's. (B) Colour contour of melt rate
m (C) L with contours of y over-plotted in white. Markers denote the well-mixed (circle)
stratified (square) and diffusive-convective (triangle) boundary layers respectively.
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4.6 Conclusions

This chapter presents results from a suite of large-eddy simulations of the ISOBL forced
by a steady, geostrophic flow at melting conditions, with free stream velocity ranging
from 0.7-2.8 cm s~! and thermal driving spanning 0.0025-0.05 °C. Over this range of
simulated conditions three distinct ISOBL regimes were observed: well-mixed, stratified
and DC. In the well-mixed regime the boundary layer was not affected by meltwater,
and the depth of the mixed layer could be predicted using a simple scaling law based
on the friction velocity, Coriolis frequency and far-field stratification. In the stratified
regime, stabilising buoyancy due to meltwater decreases the mixed layer depth and the
interfacial drag coefficient. The stratified regime occurs when the Obukhov length scale
is the same or less than the planetary scale (u > 1). In this regime the boundary layer
depth decreases as stability parameter p increases, as did the interfacial drag coefficient.
Finally, in the DC regime the mixed layer depth depends upon the thermal component

of the surface buoyancy flux and the far-field stratification.

This chapter also highlights the role of buoyancy in determining the efficiency of heat
and salt transfer to the ice-ocean interface. The effect of buoyancy on near-ice dynamics
can be quantified using the viscous Obukhov lengthscale, which compares the Obukhov
lengthscale and the viscous sublayer scale. For low LT (LT  2500), current shear is
not sufficiently strong to control the diffusive sublayer thickness, and as a consequence
melting is inherently time-dependent. For L™ 2500 current shear controls the diffu-
sive sublayer thickness and steady melting is achieved. However, over the intermediate
range 2500 LT 25000 buoyancy affects the efficiency with which heat and salt are
transported to the ice ocean interface, consistent with the findings of Vreugdenhil and
Taylor (2019). The results presented in this chapter support the notion that buoyancy
no longer affects heat and salt transfer at high L* (Lt  25000).

These results have important implications for both parameterisation and observation
of the ISOBL. Firstly, the L* dependence of heat and salt transfer coefficients is not
currently accounted for in common ice-ocean parameterisations, and as a result melt
rates will be over-predicted for L™ 25000. This is especially true for LT < 2500, where
time-dependent melting is observed and a steady balance between interfacial and mixed
layer heat and salt fluxes cannot be assumed. Consequently, ocean models using common
ice-ocean parameterisations such as that outlined in Jenkins et al. (2010b) are currently

overestimating melt rates at warm and/or quiescent conditions. The meltwater released
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by this additional, un-physical, basal melt will also affect the sub-ice shelf watermass
properties and circulation in these models. In the stratified ISOBL regime, elevated
stratification and a thin boundary layer will tend to decouple the far-field and mixed
layer properties and increase the difficulty of sampling or resolving the mixed layer in
observational and numerical studies respectively. Neither the effect of stratification on
the ISOBL structure and depth nor its effect on interfacial drag are accounted for in
melting parameterisations, where both will likely result in melting being overestimated

under stratified conditions.
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CHAPTER 5

Discussion

Chapters 3 and 4 of this thesis have demonstrated three distinct ice shelf-ocean bound-
ary layer (ISOBL) regimes relevant to ice shelf-ocean interactions in Antarctica. These
regimes are based on the dominant processes governing boundary layer turbulence and
mixing and have been termed the diffusive convective (DC), stratified and well-mixed
regimes. In this section, these regimes are mapped as a function of the elevation of mixed
layer temperature above freezing and friction velocity due to current shear. This regime
diagram extends this thesis’ simulation results to a larger parameter space, and is used to
contextualise available observational data from beneath Antarctic ice shelves. Finally,
the Amery Ice Shelf observations of basal melting and ocean conditions presented in

chapter 2 are revisited in light of the simulation results from chapters 3 and 4.

5.1 Regimes and transitions in basal melting of
Antarctic ice shelves

5.1.1 Transitions in the DC regime

In the presence of turbulence generated by current shear, DC is a transient process (see
§3.3.1). For runs C2, 3 and 4, a transition from DC-dominated to shear-dominated
mixing was observed over the course of the simulation, where DC-dominated mixing is
defined by a positive buoyancy flux (B > 0) within the mixed layer. For experiments
that exhibited DC-mixing, the period of time (tpc) for which B was positive within
the mixed layer is shown in Table 5.1. Simulations for which DC persists for > 100 h
are characterised by high thermal driving and low, or no, current forcing. For simula-
tions that exhibit DC, the Obukhov lengthscale (L) is a relatively good predictor of the
timescale at which a transition from DC- to shear-mixing will occur. For L =O(1 m)

DC occurs at the onset of the simulation, while for L =0(0.1 m) DC persists for at least
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SHELVES

Table 5.1: Time to transition from DC-dominated to shear-dominated mixing. Obukhov
lengthscale (L); and transition time (tpc). L is evaluated at ¢ = 10 h.

run L (m) tpe (h)
C2 1.47 ~ 2
4 0.90 ~ 2
C1 050 >100
3 0.47 ~ 50
3* 0.22 > 100
2 0.17 > 100
1 ~ 0 > 200

100 h.

In the preceding chapter, L was discussed as the distance from the ice where shear-
generated turbulence is affected by stabilising buoyancy due to meltwater. However, a
hallmark of the DC regime is that the buoyancy flux changes sign between the stable
interfacial sublayer and the mixed layer. Consequently, the buoyancy flux outside of
the stable diffusive sublayer is destabilising in the DC runs. Thus, for the DC runs, L
can be better thought of as the distance from the ice-ocean interface where turbulence

production from buoyancy is larger than turbulence production from shear.

In order to classify conditions using L, a model of the (diffusive) surface buoyancy flux
(Baify) is needed. Given that the thermal (Bj;,;) and saline (Bg?iff) buoyancy contri-
butions at the interface are related by the melting equations, only one component is

needed. The surface buoyancy flux due to heat is given by:

oT AT
BT .. =— — o~ = —_— 5.1
diff gakr 0z, gakr 57 (5.1)

where 7 is the thermal diffusive sublayer thickness and AT is the temperature difference
between the interface and mixed layer. Drawing on key results from chapter 3, these
variables can be modelled. Firstly, the thermal driving is approximately double the
temperature difference between the interface and the mixed layer, i.e. 2AT ~ T* (Table
3.2). Secondly, the thermal diffusive sublayer thickness is about triple the saline diffusive
sublayer thickness, i.e. dr ~ 30s (Fig. 3.9). Thirdly the growth of the saline diffusive
sublayer can be approximated by the saline diffusive lengthscale \/4xst (Fig. 3.9). Thus,
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T

L oq) Can be represented as:

the surface buoyancy flux due to heat (B

1 T
BE (t) ~ — - 5.2
mod() gaK’T6\/m ( )
T

Despite the many assumptions in this model, B is an excellent predictor of BT for

the runs 1, 2, 3* and C1 (Fig. 5.1).

mod

Heat and salt fluxes at the ice-ocean interface are linked in melting Eqs. 3.9 and 3.10.
Consequently, the ratio of the saline and thermal components of buoyancy at the ice-

ocean interface is given by:

T as
Biiry _ Brs 57 _ BSwey

S or

~ —10 (5.3)

for S, = 30 g kg™!. Consequently, the total interfacial buoyancy flux may be modelled

as.

Bpoa = BL .+ B3 ,=BL ,—10B. = —9BL (5.4)

mod — PPmod — mod — mod>

and the Obukhov lengthscale, given by L = u*3/(kB), can be modelled as:

u*3

- kBmod ‘

Linoa(t) (5.5)
The modelled Obukhov lengthscale can be used to investigate the transition to DC
conditions as a function of u*, T* and ¢. In Fig. 5.2, contours of L,,.4(t) = 0.5 are
compared with simulation results. To first order, L,,,q(t) = 0.5 describes the region
of T* — u* space where DC is observed in simulations. However, some discrepancies
exist with respect to the modelled vs. simulated transition timescale tp¢o; for example,
the simulation data seem to suggest that a steeper contour would better represent the
transition timescale. Further work is required to understand this transition. While
studies of forced convection for meteorological applications have sought expression for
the critical wind speed up to which free convection determines heat transfer (e.g. Raju
and Narasimha, 2003), to our knowledge no studies have considered this for diffusive
convection. It is generally accepted, however, that DC does not coexist with strong,
shear-generated turbulence (Radko, 2013). For example, in the arctic, diffusive staircases

are much less common near boundaries where turbulence dissipation is higher (Shibley
et al., 2017).
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Figure 5.1: Evolution of the plane-averaged buoyancy flux due to temperature (B7) at
z = —0.2 m (within the mixed layer) in time for runs 1, 2, 3* and C1 compared to the
modelled surface buoyancy flux due to temperature (B ;) from Eq. 5.2.

5.1.2 Boundary layer regimes

All three ISOBL regimes summarised here—DC, stratified and well-mixed—are relevant
to observed Antarctic conditions. Fig. 5.2 partitions T*-u* space into these respective
regimes. Thermal driving and friction velocity span 0.001-4 °C and 0.03-1.25 cm s *
respectively. These friction velocity values correspond to free stream velocities in the
range 0.6-25 cm s~ !, assuming a quadratic drag relationship and a constant drag coeffi-
cient of 0.0025. The well-mixed and stratified regimes are divided by the contour p =1,
where stratified conditions are expected for p > 1 (see Fig. 4.15C and associated text
for further details). The transition to the DC regime is based upon modelled Obukhov
lengthscale (Eq. 5.5), where the expression is evaluated for ¢t = 1, 10, 100 h. Contours
of Leq(t) = 0.5 are translated towards higher values of T* and lower values of u* over
time, as the surface buoyancy flux decreases. Consequently, the area of T*—u* space for
which DC is the dominant mixing process decreases with time, where ¢ = 0 is the time

when the ice first comes into contact with the water at thermal driving 7.
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Figure 5.2: Regimes and transitions for the ISOBL. Filled markers show the positions of
experiments in 7%, u* space at ¢ = 10 h. Where relevant, markers are coloured by DC
transition timescale tpc. Where u* is measured directly, it is estimated from the free
stream flow using u* = /CyU with Cy = 0.0025 (mid point), Cy = 0.001 (lower bound)
and Cy = 0.01 (upper bound). Observational data are described in Appendix B. Data
sources are: WGZ, (Begeman et al., 2018); FRIS, (Jenkins et al., 2010b); RIS, (Stewart,
2018); GVIIS, (Kimura et al., 2015); LCIS, (Davis and Nicholls, 2019); HWD2, (Stevens
et al., 2020); and PIIS (Stanton et al., 2013).

Fig. 5.2 includes a suite of observations made at different sites beneath Antarctic ice
shelves at a variety of different ocean conditions. Where u* is not measured directly the
expression u* = C’;/ Uy is used, assuming a drag coefficient of 0.0025. Drag coefficients
of 0.001 and 0.01 are used as lower and upper bounds on the estimate respectively. In
this framework, the Larsen C Ice Shelf (LCIS) falls within the “well-mixed” regime,
consistent with the observations of a turbulent, homogeneous boundary layer (Davis
and Nicholls, 2019). The central Ross Ice Shelf Site (HWD2), where thermal driving
is extremely low and a well-mixed ISOBL observed (Stevens et al., 2020), also falls
within the well-mixed regime. The Filchner-Ronne Ice Shelf (FRIS) data are close to

boundary between the well-mixed and stratified regimes. For a drag coefficient of 0.01,
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as suggested by Jenkins et al. (2010b), FRIS data are also consistent with the well-mixed
regime. Seasonality in thermal and current forcing near the front of the Ross Ice Shelf
(RIS) result in summertime (RIS S) and wintertime (RIS W) conditions moving between

the well-mixed and stratified regimes (Stewart, 2018).

Other sites are strongly affected by stratification. Pine Island Ice Shelf (PIIS) falls within
the stratified regime, consistent with the observation of a strongly stratified water column
to within 1 m of the ice shelf base (Stanton et al., 2013). So, too, does the Amery Ice
Shelf (AIS) which will be discussed in more detail in the following section. Depending
on the choice of drag coefficient, observations from the Wissard Grounding Zone (WGZ)
of the Ross Ice Shelf fall within either the DC or stratified regimes. Water column
observations at WGZ are suggestive of DC (Begeman et al., 2018). The only site for
which observations and theory are not well reconciled is George VI Ice Shelf (GVIIS).
Water column measurements show that GVIIS is prone to DC based on the observation
of a diffusive staircase beneath the ice, however, the theory presented in this chapter
suggests that GVIIS falls within the stratified regime. This discrepancy may indicate
that present theory is incorrect or incomplete. Alternatively, it may indicate that u*
is not correctly estimated at this site. Measurements at the site show low dissipation
€ ~4x1071 Wkg™! (Venables et al., 2014) and high stratification (Kimura et al., 2015).
Thus, the use of the quadratic drag law may be inappropriate for estimating a turbulent
velocity scale at this site. An important result from this figure is that stratification
effects are very important to Antarctic ice-ocean interactions. In order to be unaffected
by buoyancy, ice shelves must be either extremely cold, extremely energetic, or extremely

rough—to create enhanced interfacial drag.

It is important to note that the observational data included in Fig. 5.2 come from
individual sites (point measurements) beneath ice shelves and should by no means be
considered representative of their entire respective ice shelf cavities. Some combination
of the three ISOBL regimes, as well as regimes such as the natural convection case for

sloping ice, will likely be present across each ice shelf in varying amounts.

5.1.3 Heat and salt transfer

Buoyancy effects on near-ice flow dynamics and melting are extremely relevant at ob-
served Antarctic conditions. Fig. 5.3 plots the heat transfer coefficient I'r(LT) (Eq.
4.19), a function of the viscous Obukhov lengthscale L™, in T* — u* space. Fig. 5.3
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Figure 5.3: Heat transfer coefficient I'r (colour) as a function of friction velocity (u*)
and thermal driving (7). Observational data as for Fig. 5.2.

highlights the region of parameter space with inherently time-dependent melting (LT <
2500), as well as the area of reduced heat transfer (2500 < L+ < 25000). As with Fig.
5.2, observational data is over-plotted. Fig. 5.3 demonstrates that the area of reduced
transfer is extremely relevant to observed ice shelf conditions. For example, both the
AIS and GVIIS sites fall within this area of reduced transfer, consistent with results from
Chapter 2 and Kimura et al. (2015), respectively, which show that melting is not well
predicted by Jenkins et al. (2010b) at these conditions. Seasonal variation in thermal
and current forcing beneath the RIS pushes the local conditions from constant-transfer
conditions in wintertime to reduced transfer conditions in summer when 7™ is higher.
This change in near-ice dynamics coincides with a transition from well-mixed to stratified
ISOBL conditions (Fig. 5.2). Stewart (2018) showed that when conditions beneath the
ice shelf were less well-mixed, the fit between the three-equation parameterisation and
the observed melt rates was poorer and the dependence of melt rate on thermal driving
was sub-linear. These observations are consistent with strong buoyancy effects on both

melting and ISOBL dynamics.
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5.1.4 Revisiting the Amery Ice Shelf

In this section, the measurements of basal melting and ocean conditions from site AM06
beneath the Amery Ice Shelf presented in chapter 2 are revisited in light of the simulation
results from chapters 3 and 4. Figs. 5.2 and 5.3 showed that the ISOBL at AMO6 falls
within the stratified regime, and that heat and salt transfer are expected to be inhibited
at AMO6 conditions. Following the method outlined in §4.5, Eqs. 4.9, 4.12 and 4.13
are solved using transfer coefficient expressions 4.19 and 4.20 for the parameterised melt
rate (Mpreq), which is used to calculate L, p and LT based on AMO06 conditions (Table
5.2). For Cy = 0.0016, there is a reasonably good agreement between the observed and
predicted melt rates. However, if a larger drag coefficient is used, agreement between

between observations and predictions is poor.

Regardless of the choice of drag coefficient, the stability parameter p, which ranges
from 2.7-3.7 (Table 5.2), suggests that buoyancy effects will be important at AM06. At
these conditions, stratification is expected to affect both the mixed layer depth and drag
coefficient. With respect to the drag coefficient, Fig. 4.10B shows that for p ~ 3 the
ratio of the friction and free stream velocities is u. /Uy ~ 0.35, which corresponds to a
drag coefficient of 0.0012.

Based on Eq. 4.8 the mixed layer at AMO6 is expected to be 2.5-7.2 m deep (Table
5.2). Given that the uppermost microcat is ~4 m beneath the ice-ocean interface at
the start of the sampling period, a value in the lower end of the range means that the
instrument may be positioned outside the mixed layer some or all of the time. However,
this calculation uses the time-mean flow speed. Instantaneous flow speeds at AMO6 are
much higher (see Fig. 2.6). For a typical tidal flow speed at AMO06 of 10 cm s, and
using the same range of drag coefficients of 0.0016-0.01, the expected mixed layer depth
is in the range 7.2-27 m.
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Table 5.2: Key quantities for the Amery Ice Shelf. Column 1-3 are observed quantities
from Table 2.4. Columns 4-9 are theoretical estimates based on the choice of drag
coefficient Cy. Parameters L, py, h,, Lt and m,,.q are calculated using melting Eqs. 4.12
and 4.13 with transfer coefficient Eqs. 4.19 and 4.20.

T+ U m Cd L 2 h“ L+ FT FS Mpred
°C ems™t myrt|x10® m m x1073 x107* m yr!
1.6 3.2 3.7 25 2600 8.1 1.6 0.55
0.2 4.0 0.46 2.5 4.1 3.6 3.1 4100 8.8 2.0 0.80
10.0 109 2.7 7.2 21900 114 3.7 2.40
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CHAPTER 6

Conclusions

Ocean-driven melting of ice shelves is a leading cause of mass loss from Antarctica and is
crucial to ice sheet stability and global sea level. Efforts to predict the melting response
of Antarctic ice shelves to ocean warming are undermined by poor understanding of the
small-scale ice-ocean boundary layer processes that control melting. This thesis addresses
this knowledge gap by characterising melting and ice shelf-ocean boundary layer (ISOBL)
dynamics across a broad range of ocean states. Melting and ISOBL characteristics are
studied using a comprehensive observational dataset from the Amery Ice Shelf and a
suite of novel model simulations performed using resolved large-eddy simulation (LES).
The key conclusions of this thesis, which address the objectives set out in §1.5, are as

follows:

o A year-long record of basal melting and ocean observations from a mooring at
site AMO6 beneath the Amery Ice Shelf (AIS) indicates that melting at the moor-
ing site is driven by Dense Shelf Water (DSW). Ocean properties and local melt
rates are strongly influenced by the degree to which DSW is cooled and freshened
by melting elsewhere within the AIS cavity. Consequently, the seasonal cycle of
melting at AMO6 is out of phase with the cavity average. The mean annual melt
rate at AMO6 is 0.51 m yr~!, consistent with previous glaciological and modelling
estimates. Melting varies seasonally, with a maximum in (Austral) autumn. The
melting minimum occurs in spring and coincides with the coolest, freshest (most
heavily meltwater-modified) conditions. Flow at the mooring site is characterised

! oriented into the ice shelf cavity, and vari-

by an annual mean flow of 3.2 m s~
ability at annual, diurnal and semi-diurnal frequencies. The tidal currents have
instantaneous speeds of up to ~ 10 cm s~!, driving flow speeds in excess of ~ 15

cm s~! when the background mean flow is also strong.

« Observations of ice shelf melt rate and oceanographic conditions are used to show
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that common velocity-dependent ice-ocean parameterisations, which assume a tur-
bulent, well-mixed frictional boundary layer, overestimate the melt rate at AMO6
by factors of 2—4. The degree of misfit depends on the choice of drag coefficient,
which is poorly constrained beneath ice shelves. The melt rate at AMOG6 is better
predicted by a convective melting parameterisation which depends on the local
ocean temperature and the slope of the ice base, although this parameterisation

under-predicts melt rates by 20%.

A new idealised model configuration of the geostrophic ISOBL has been developed
with LES using the computational fluid dynamics code described in Gayen et al.
(2010). The important ingredients of this model configuration are vertical grid
stretching, allowing sufficient resolution at the ice-ocean boundary to resolve the
diffusive fluxes responsible for melting, and a domain that is large enough to cap-
ture the planetary boundary layer. This latest point allows for the formation of
a steady current in geostrophic balance in the interior of the domain—a scenario
that is realistic and permits a holistic study of melting and the ISOBL, including

mixed layer formation and the effects of far-field stratification.

Using the model, the ISOBL was studied at a range of ocean temperatures and
current intensities and three distinct ISOBL regimes were identified. These regimes
are defined as well-mixed, stratified and diffusive-convective DC. The charac-

teristics of each of the regimes are as follows:

— Well-mixed: In the well-mixed regime the effects of current shear and am-
bient stratification are dominant. The boundary layer is not strongly affected
by meltwater, and the depth of the mixed layer can be predicted using a sim-
ple scaling law based on the friction velocity, Coriolis frequency, and far-field

stratification.

— Stratified: In the stratified regime the effects of current shear and stabil-
ising buoyancy due to meltwater are dominant. Relative to the well-mixed
case, the stabilising buoyancy flux acts to decrease the mixed layer depth by
suppressing turbulence. In the stratified regime, the mixed layer depth can
be predicted as a function of friction velocity, Coriolis frequency, and surface
buoyancy flux. The transition from well-mixed to stratified conditions occurs
when the Obukhov lengthscale (L), which compares the relative strength of

shear and buoyancy, is approximately equal to or less than the planetary
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boundary layer depth scale (dy).

— Diffusive-convective: In the DC regime the effects of surface buoyancy
flux and far-field stratification are dominant. This regime relies on differen-
tial diffusion of heat and salt away from the boundary, and mixing is driven by
thermal convection outside of the stable diffusive sublayer. DC forms a ther-
mohaline staircase beneath the ice, and the depth of the primary (uppermost)
mixed layer depends upon the thermal component of the surface buoyancy
flux and the far-field stratification. In the DC regime melting is transient and
the surface heat flux weakens over time. In the presence of shear-generated
turbulence, a transition from DC-mixing to shear-mixing will occur when
shear production dominates buoyancy production of turbulence at a depth of

z~ —0.5 m.

o Melting is controlled by near-ice ocean processes. The viscous Obukhov lengthscale
(L") compares the Obukhov length to the viscous length scale of the interfacial
sublayer. For L™ 2500 melting is time-dependent and governed by salt diffusion
via the growth of a stable diffusive sublayer. For L™ 2500 current shear controls
the interfacial sublayer thickness and melting is steady in time. At steady melting
conditions, the magnitude of L™ determines the efficiency of heat and salt transfer

to the ice, in agreement with the findings of Vreugdenhil and Taylor (2019).

o The drag coefficient C;, which relates the ambient flow speed U, to the friction
velocity u*, is shown to be strongly affected by stratification, as quantified by the
ratio of the Obukhov lengthscale and the planetary boundary layer depth scale.
Consequently, applying a constant drag coefficient to parameterise friction velocity
within an ocean model simulating ice-ocean interactions will not be appropriate at

stratified conditions.

Recommendations and future directions

Based on the conclusions outlined above, we make several recommendations to improve
the representation of ice-ocean interactions in large-scale ocean models. We also outline
several important directions for future studies of ice shelf-ocean interactions, including
observational studies of the ISOBL.

o Heat and salt transfer coefficients in melting parameterisations should include a
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functional dependence on the viscous Obukhov lengthscale to account for the de-
creased efficiency of heat and salt transfer observed for 2500 Lt 25000.
Empirical heat and salt transfer equations 4.19 & 4.20 could be used. However,

one remaining challenge is parameterising the melting behaviour for L™  2500.

The presence of both the stratified and DC ISOBL regimes is contrary to the as-
sumption of a homogeneous mixed layer adjacent to the ice. Furthermore, DC
influences the fluxes of heat and salt in a different manner to shear-driven turbu-
lence. These results suggest that it is important to include the effects of stratifica-
tion and DC not just in melting parameterisations, but also in the boundary layer
parameterisations used in ice-ocean models. Ideally, beneath ice shelves, boundary

layer and melting parameterisations should be physically consistent.

This thesis has demonstrated three different ISOBL regimes for flow beneath flat,
melting ice. However, in the presence of a basal slope, buoyant meltwater can drive
a plume up-slope. Importantly, for sloping ice it is the buoyancy associated with
freshening that drives convection, in contrast to the DC case where convection is
driven by cooling (and relies on double diffusive effects). It is therefore important
that we study the transition between the DC and natural convection regimes to
understand where in Antarctica they are important. Further work is also needed
to determine the transition between the natural convection and shear-dominated

regimes.

Other important aspects of Antarctic ice shelf-ocean interactions, such as time
varying flows (e.g. tides), internal wave activity and the effect of a rough ice
surface also require investigation using turbulence resolving simulations in future.
Despite recognition in the community that tidal currents are widespread beneath
Antarctic ice shelves, they are rarely included in the circum-Antarctic ocean models
used to study Antarctic ice-ocean interactions. This thesis has shown that the melt
rate response to variation in flow speed can be highly nonlinear. Consequently, a

targeted investigation of tidally-driven melting is needed.

Finally, further observational studies of the ISOBL are needed. These observa-
tions should include melting measurements with sufficiently high temporal resolu-
tion (e.g. hourly) to capture tidal variability, as well as observations of turbulence
quantities within the ISOBL and ocean conditions. Data of this kind have been

collected beneath the Filchner-Ronne Ice Shelf, however, a broad range of cavity
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environments should be sampled. Based on the findings in this thesis, these ob-
servational studies should target locations affected by buoyancy (as determined by
the Obukhov lengthscale) where existing parameterisations are expected to per-

form poorly.
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APPENDIX A

Model details

A.1 LES closure

The LES model used in the simulations in chapter 3 and 4 is the dynamic Smagorinsky
closure model (Germano et al., 1991). It is appropriate for the present ice shelf-ocean
boundary layer (ISOBL) study because it carries separate diffusivities for heat and salt at
each point in time and space (no turbulent Prandtl or Schmidt number approximations
are made) and has been validated for stratified (Taylor and Sarkar, 2008a; Vreugdenhil
and Taylor, 2018) and convective (Gayen et al., 2013) flows.

A.1.1 Subgrid-scale contributions

The Turbulence Kinetic Energy (TKE) budget is given by:

% = P — e+ B — transport of TKE (A1)

where 0k /0t is the time rate of change of TKE (m? s73 or equivalently W kg™!), P is the
shear production, € is the dissipation rate and B is the buoyancy flux. Dissipation rate
€ is positive definite and therefore a sink of TKE, while shear production P is typically
positive and buoyancy flux B may take either sign, where positive B corresponds to a

transformation of potential to kinetic energy. These terms are further described in Gayen
et al. (2010).

Fig. A.1 shows the sources and sinks of TKE (B, P, €) for run 1, with no mean flow,

and run 3 with a mean flow of Uy = 1.4 cm s~

In run 1 the dominant terms are
buoyancy production and dissipation, where these terms are approximately balanced in
depth. In the absence of a mean flow the shear production is negligible. For run 3, the

primary balance is between shear production and dissipation, where these terms are two
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A.1. LES CLOSURE
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Figure A.1: Plane-integrated buoyancy production B, shear production P, and dissi-
pation e averaged over t = 90 — 100 h. Terms are broken down into resolved (res) and
subgrid-scale (sgs) components. The largest subgrid-scale component is the subgrid-scale
dissipation, which accounts for 10% of the total dissipation at Uy = 0.0 cm s~ and 35%
of the dissipation at Uy = 1.4 cm s~}

orders of magnitude larger than B and/or € in run 1. The terms are broken down into
their resolved and subgrid-scale (SGS) components. The largest SGS component is the
SGS dissipation, which accounts for 10% of the total dissipation at Uy = 0.0 cm s~!
35% of the dissipation at Uy = 1.4 cm s 1.

resolution of the simulation.

and
The SGS terms are small due to the high

A.1.2 Closure of the TKE budget

Accurate closure of the TKE budget based on independent calculation of each of the terms
is considered the most rigorous and critical text of sufficient grid resolution (Gayen et al.,
2013). The experiments reach a quasi-steady state in which the time rate of change of
TKE (0k/0t) is negligible compared to the source and sink terms. For example, for run
3(0k/0t), ~ —1x 1072 m s73 and (¢), = 7 x 107! m s73 over the period 90-100 h,
where (), denotes depth-integration. Depth integrated, the transport of TKE is zero,
leaving the balance (P), + (B). — (¢),=0. We find that these terms sum to zero within
3 percent of the leading term (i.e. ((P), + (B). — (€).)/(€). <0.03) for all simulations.
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A.2. GRID SPECIFICATIONS AND CONVERGENCE

A.2 Grid specifications and convergence

A.2.1 Aspect ratio testing

Here we investigate the effect of the aspect ratio (A) of grid cells at the edge of the
viscous sublayer (Z7=50). Vreugdenhil and Taylor (2018) found this to be important
in their study of LES of stratified plane couette flow. Vreugdenhil and Taylor (2019)
recommended A = AZT/AXT = 1/8 for an ISOBL application. We investigated the
effect of varying A over 1/30 < A < 1/7, and compared the results using the Nusselt
number Nu, the ratio of convective and conductive heat transfer over the ISOBL. Nu is

given by:
_ Qud
AT%T

where ()7 is the heat flux at the ice-ocean interface, AT is the temperature difference

Nu

(A.2)

between the interface and location z = —d. Here we take d = 0.3 m, a nominal value
within the mixed layer. Nu is only observed to vary slightly with A (Fig. A.2). Based
on Fig. A.2, using A = 1/30 instead of A = 1/7 only results in a 4% decrease in Nu.

1.2
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Figure A.2: Effect of varying Aspect ratio A = AZT/AX™ of grid cells at ZT=50 on
Nu for supplementary runs S3-5. Thermal driving and free stream velocity are constant
between runs. The vertical dotted line shows A = 1/8.

A.2.2 Horizontal resolution

Chapter 3 runs 1-3% have horizontal resolution AX* = 27, where AXT = AX/§, and

d, = v/u is the viscous lengthscale. The recommended horizontal grid resolution for
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A.3. FORCING CONSIDERATIONS: EFFECT OF VARYING CORIOLIS

resolved LES from Salon et al. (2007) is AX* = 20. Fig. A.3 compares experiment
3, with AX™* = 27, to experiment S6 (Table A.1), which has AX™ = 20. Neither the

friction velocity nor the melt rate, which is proportional to the heat flux at the ice-ocean
interface, are affected by the reduced resolution.
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Figure A.3: Effect of horizontal resolution on (upper) melt rate; (middle) melt rate
normalised by AT'; (lower) friction velocity u* for run 3 (main text)and supplementary
run S6. Thermal driving and free stream velocity are constant between runs.

A.3 Forcing considerations: effect of varying
Coriolis

In order to achieve our highest velocity (Uy = 2.8 cm s™1) runs we set Coriolis parameter
to f = 2fy in runs A3, B3 and C3. This yields a thinner boundary layer and allows us to
use a slightly smaller domain size than would be required at f = fy. In order to ensure
that this does not affect our results we performed two supplementary runs, S2 and S3,
with Coriolis parameter set to f = 2f, and f = 6 f; respectively. The grid specifications
for these runs are given in Table A.1. These runs were both initialised with a thermal
forcing of T = 0.0025 °C and a free stream velocity of Uy = 1.4 cm s allowing a direct

comparison with (main text) run A2, isolating the effect of the f.

Fig. A.4 shows that the melt rate m is not affected by varying f in the range fy <
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A.3. FORCING CONSIDERATIONS: EFFECT OF VARYING CORIOLIS

f < 6fy, despite a slight increase in friction velocity v* with increasing f. Fig. A.5

shows that the stratified Ekman boundary layer scaling from Eq. 4.7 also holds over the
Jo < f <6fo.

Based on these results we do not expect that employing f = 2f, for runs A3, B3 and
C3 will influence our results relating to melting and heat transfer. Increasing f simply

results in a thinner boundary and mixed layer, as described in the main text (§4.4.2).
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Figure A.4: Effect of Coriolis parameter f on (upper) melt rate; (middle) melt rate
normalised by AT’; (lower) friction velocity u* for run A2 (main text) supplementary
runs S1 and S2. Thermal driving and free stream velocity are consistent between runs.
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A.3. FORCING CONSIDERATIONS: EFFECT OF VARYING CORIOLIS
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Figure A.5: Profiles of squared buoyancy frequency N? for runs A2, S1 and S2. The
depth axis is scaled by v~ /4.

Table A.1: Grid specifications for supplementary runs varying Coriolis forcing and grid
cell aspect ratio. Initial thermal driving 7f; Free stream velocity Ujy; Coriolis fre-
quency f; viscous lengthscale 6, = v/uj; Ekman boundary layer depth d7y; domain
horizontal dimension LX (= LY'); domain height LZ; horizontal resolution (in wall
units) AX+ (=AY™); vertical resolution at the ice-ocean interface AZ*; Aspect ratio
(A= AZT/AX) of grid cells at the edge of the viscous sublayer (ZT=50). #This run
is initialised with a background temperature gradient matching that of run 3 (chapter
3).

Grid Ty Uy 000 f o0 LX LZ AXT AZT A
°C cmst em x102st m m m

S1 0.0025 1.4 0.3 -2.74 1.8 7.2 7.2 20 0.9 1/11
S2 0.0025 1.4 0.3 -8.22 06 36 b4 20 0.7 1/15
S3 0.05 14 0.3 -8.22 0.6 3.6 4.2 20 0.9 1/7
S4 0.05 1.4 0.3 -8.22 06 36 54 20 0.7 1/15
S5 0.05 1.4 0.3 -8.22 0.6 36 54 20 0.5 1/30
S6 0.175# 1.4 0.3 -1.37 06 7.2 25 20 0.6 1/19
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Observational Data
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Study

Thermal driving

Flow speed and/or friction velocity

Melting

Filchner Ronne
Ice Shelf:
Jenkins et al
(2010)

T#~0.05 °C

Notes: Value taken from visual
inspection of Fig. 4. Value is
approximate only.

U,

mean

~3.6cms™, U,,~20 cm s
Notes: Jenkins et al. use a tidal model to
infer current speeds in 2001, based on
measurements made 1996-1998, which
showed that tides dominated the flow at this
site. The values above are the mean and
maximum from 1996-1998.

m = 0.554+0.006 m

yr-l.

The authors provide a
melting estimate of m
=0.553m yr"

Shelf:

mean m

Pine Island Ice | 7%=1.39°C U = 13 cm 7! m=142 myr'
Shelf: Stanton et u*=0.86 cm s’

al. (2013)

George VI Ice T*=23°C U,w=10cms! m=14muyr'
Shelf: Kimura et

al. (2015)

Ross Ice Shelf | 7*=0.1°C U,ow=15cms! m=0.05 m yr'
(WGZ):

Begeman et al,

(2018)

Ross Ice Shelf | Summer: 7*,,,, = 0.38 °C Summer: U, =10.2 cms™ Summer: m =2.7 m
(front): Stewart, | Winter: 7%, =0.12 °C Winter: U, = 12.5cm s’ yr!

(2018) Winter: m = 1.4 m yr!
Larsen C Ice T%~0.05 °C U, ~Tems?, U,,.~20 cm s m=0.7£1.0 m yr'

of Fig. 3.

Davis et al Notes: 7,,~-2.06 °C from Notes: Mean flow speed at upper instrument | The authors provide a
(2019) temperature profile from Fig. 2b or 2.5 m from ice base from Fig. 3 of Davis et | melting estimate using
T,;=-2.08 °C from text. S,,=34.54 al. Jenkins et al (2010) of
psu, p=304 db. m=0.69+0.6 m yr’
Site drag coefficient is C,=0.0022
T;=-0.0573*S,,+
0.0832-0.000753*p=-2.12 °C
T*(T,;,=-2.06)=0.06 °C
T*(T,=-2.08)=0.04 °C
Ross Ice Shelf 7*=0.000-0.008 °C U, ~4 cms™!
(HWD2): U,.~10 cm s
Stevens et al.
(2020) Notes: Flow speeds from visual inspection

Figure B.1: Description of the observational data used in chapters 2 and 5 of this thesis.
Bold values indicate that the value was not explicitly provided in the original study, and
was instead inferred from data plotted or discussed. Values in bold should be considered
approximate only.
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